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The NASA STI Program Office .. .in Profile 

Since its founding, NASA has been dedicated to 
the advancement of aeronautics and space 
science. The NASA Scientific and Technical 
Information (STI) Program Office plays a key 
part in helping NASA maintain thi s impOltant 
role. 

The NASA STI Program Office is operated by 
Langley Research Center, the lead center for 
NASA's scientific and technical information. The 
NASA STI Program Office provides access to the 
NASA STI Database, the largest collection of 
aeronautical and space science STI in the world. The 
Program Office is also NASA 's institutional 
mechanism for disseminating the resu lts of its 
research and development activities. These resu lts 
are published by NASA in the NASA STI Report 
Series, which includes the following report types: 

• TECHNICAL PUBLICATION. Reports of 
completed research or a major significant phase 
of research that present the results of NASA 
programs and include extensive data or 
theoretical analysis. Includes compilations of 
significant scientific and technical data and 
information deemed to be of continuing reference 
value. NASA's counterpart of peer-reviewed 
formal professional papers but has less stri ngent 
limitations on manuscript length and extent of 
graphic presentations. 

• TECHNICAL MEMORANDUM. Scientific and 
technical findings that are preliminary or of 
specialized interest, e .g., quick release repOlts , 
working papers, and bibliographies that contain 
minimal annotation . Does not contain extensive 
analysis. 

• CONTRACTOR REPORT. Scientific and 
technical findings by NASA-sponsored 
contractors and grantees. 

• CONFERfNCE PUBLICATION. Collected 
papers from scienti f ic and techni cal conferences, 
symposia, seminars, or other meetings sponsored 
or cosponsored by NASA. 

• SPECIAL PUBLICATION. Scienti fic, techni cal, 
or hi storical info rmation from NASA programs, 
projects, and mjssion, often concerned with 
subjects having ubstanti al public interest. 

• TECHNICAL TRANSLA TIO . 
Engl ish-language translations of foreign scientific 
and technical material pertinent to ASA's 
mission. 

Specialized services that complement the STI 
Program Office's di verse offerings include creating 
custom thesauri , building customized databases, 
organ izing and publ ishing research results ... even 
providing videos. 

For more information about the ASA STI Program 
Office, see the fo ll owing: 

• Access the NASA STI Program Home Page at 
http://www.sti.nasa.gov 

• E-mail your question via the In ternet to 
help@sti. nasa.gov 

• Fax your question to the ASA Access Help 
Desk at (301) 62 1-0134 

• Telephone the NASA Access Help Desk at (30 1) 
62/-0390 

• Write to : 
NASA Access Help Desk 
NASA Center for AeroSpace Information 
800 Elkridge Landing Road 
Linthicum Heights, MD 21090-2934 
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Foreword 

The 1998 Microgravity Materials Science Conference was held July 14-16 at the Von Braun 
Center, Huntsville, Alabama. It was organized by the Microgravity Materials Science 
Discipline Working Group, sponsored by the Microgravity Research Division at NASA 
Headquarters, and hosted by the NASA Marshall Space Flight Center and the Alliance for 
Microgravity Materials Science and Applications (AMMSA). It was the third NASA 
conference of this type in the micro gravity materials science discipline. The microgravity 
science program sponsored approximately one hundred and twenty investigations and one 
hundred and six principal investigators in FY98, all of whom made oral or poster 
presentations at this conference. In addition, some twenty posters covering Advanced 
Technology Development projects sponsored by the Microgravity Research Division at 
NASA Headquarters, NASA microgravity facilities, and commercial interests were 
exhibited. The conference's purpose was to inform the materials science community of 
research opportunities in reduced gravity in preparation for a NASA Research 
Announcement (NRA) scheduled for release in late 1998 by the Microgravity Research 
Division at NASA Headquarters. The conference was aimed at materials science researchers 
from academia, industry, and government. A tour of the MSFC micro gravity research 
facilities was held on July 16, 1998. This volume is comprised of the research reports 
submitted by the Principal Investigators after the conference. 
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Buses will depart from the North Hall of the Von Braun Center 
Estimated time ofretum 5:30 p.m. 
Foreign Nationals must have pre-registered for this tour and must have their 
passports in their possession in order to be allowed to enter Marshall Space 
Flight Center. 

-------- - -
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Abstract 
Experiments were carried out to study the morphological stability of Bi- 1 atomic % Sn 

alloys using the MEPHISTO directional solidification apparatus aboard Space Shuttle Columbia 
(STS-87, launched Nov. 19, 1997) and in ground-based studies. The Seebeck signal and 
temperature measurements indicate that convection was significant for ground-based studies. In the 
space-based experiments, interface breakdown was observed at growth velocities of 6.7, 27, and 40 
, .. un/sec, but not at 1.8 and 3.3 I-.un/sec. 

Introduction 
An investigation of the solidification of Bi- 1 atomic % Sn was performed using both 

ground- and space-based experiments. The solidification experiments for this faceted alloy used an 
apparatus developed by Centre National d'Etudes Spatiales (CNES, Toulouse, France) and 
Commissariat a l'Energie Atomique (CEA, Grenoble, France) called MEPHISTO, which stands for 
Materiel pour I'Etude des Phenomenes 1nteressant la Solidification su Terre et en Orbit apparatus. 
The apparatus was developed for investigating directional solidification of metallic alloys and doped 
semiconductors. The space-based experiments were performed aboard the Fourth United States 
Microgravity Payload (USMP-4), and built upon results from the three previous Microgravity 
Payload missions. 

The interface between a crystalline solid and its liquid can be either faceted or non-faceted 
(which are smooth or rough, respectively, on an atomic scale) . The growth of a faceted interface is 
dominated by the nucleation and lateral growth of new layers, or if the interface contains 
dislocations, by layers generated by a combination of nucleation and dislocation based growth. For 
a rough interface, on the other hand, growth can take place at sites throughout the solid-liquid 
interface. The kinetics of solidification for faceted and rough interfaces are markedly different, such 
that the undercooling required to maintain a given growth rate on a smooth interface of reasonable 
size can be orders of magnitude greater than required on a rough interface.[1,2,3,4,5] The 
morphological stability threshold (plane front to cellular transition) has also been found to depend on 
crystalline orientation in a faceted material. During the Second United States Microgravity Payload 
(USMP-2) Mission, the solidification of a bismuth- O. I atomic % tin alloy was studied using 
experiments at different growth velocities and growth distances. As expected, under suitable growth 
conditions the alloy began solidification with a planar interface, but eventually broke down into a 
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cellular growth mode. However, dramatic differences in the distance to break down were found in 
adjacent grains with different orientations. [6] Though differences in breakdown distance for 
different growth directions are predicted by models of morphological stability, the results for the Bi­
Sn alloy are not fully understood . 

These observations suggest that kinetics and growth anisotropy have a strong influence on 
the stability of planar solidification for a faceted material. To extend our understanding of these 
effects requires experiments in which the growth velocity, interface undercooling, liquid and solid 
composition, solid orientation and microstructure, thermal profile, segregation coefficient, and liquid 
diffusion coefficient are known or can be measured. To this end, the space experiments offer a 
unique opportunity as convective effects are eliminated, thus enabling accurate measurements andlor 
calculations of the diffusional profiles ahead of the interface 

Equipment and Samples 
The .MEPHISTO apparatus (which has been described previously [7,8]) is capable of 

simultaneous processing of three rod shaped samples, each of which is approximately 900 mm in 
length and 6 mm in diameter. The central part ofMEPHISTO consists of two furnaces each with a 
neighboring heat sink. One of the furnace-heat sink structures is stationary, while the other is on a 
moving platform. Between the heaters special reflectors and insulation are used to maintain a nearly 
uniform temperature. In the experiments to be described the furnaces were heated to 750° C, while 
the cold zones were kept near 50° C, resulting in a molten zone in the middle of each sample. When 
the movable furnace-heat sink structure is translated away from the fixed furnace the extent of the 
hot zone is lengthened, increasing the extent of the molten zone in the sample. Near the solid-liquid 
interfaces, which are located between each furnace and its accompanying heat sink, temperature 

gradients on the order of 200° C/cm are established. 
The alloy used for the experiments was Bi with 1 atomic % Sn. Bi and Sn form a simple 

eutectic, with a maximum solubility of 1.63 atomic % Sn at the eutectic temperature of 140° C. The 
melting temperature of bismuth is 271.4°C, and the distribution coefficient for Sn in Bi is 
approximately 0.03 . Each of the three samples consisted of a rod of Bi-1 atomic % Sn alloy 
approximately 900 mm in length and 6 mm in diameter within a quartz tube. A 2 mm ill, 3 mm on 
quartz capillary is located on the moving furnace side, which extends about 250 mm into the sample. 
Thin quartz capillaries (approximately 0.6 mm OD) for the thermocouples were also inserted for the 
thermocouples in the two of the three samples. 

Each of the three samples, which will be referred to as the "Quenching", "Peltier", and 
"Seebeck" samples, have a special purpose in the study of alloy solidification. The Quenching 
sample is used to measure the rate of solidification using the resistance change across the sample 
during processing and to produce a short section of quenched sample. The quench is achieved using 
a mechanism that pulls the sample about 2 cm towards the cold zone in approxiamtely 0.5 seconds. 
The Peltier sample has connections to allow marking the sample with short electrical pulses which 
cause heating or cooling at the solid-liquid interface according to the equation: 

Qp = -( ns - JrL)J!:J.t. 

Qp is the heat generated at the solid-liquid interface, 7ts and 7tL are the Peltier coefficients of the solid 
and liquid alloy respectively, J is the current (positive for flow from solid to liquid), and L1t is the 
pulse duration . If the current direction results in cooling at the interface, the rate of solidification 
will momentarily increase and there will be a build up of solute at the interface. The accompanying 
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change in the composition of the solid can be revealed with etching and optical microscopy. Details 
of Peltier interface demarcation for a Bi-l wt % Sb alloy is discussed in reference. [9] The Seebeck 
sample is used to measure the difference between the temperature of the stationary and moving 
solid-liquid interfaces. If the structural and compositional dependence of the Seebeck coefficient of 
the solid are neglected, the relation of the temperature of the two interfaces and the Seebeck signal, 
Es, is 

Es 
TMJ = TSJ + ---

1]s -1]L 

where T MI and TSI is the temperature of the moving and stationary interfaces repsectively. [8,10] T]s 

and T]L are the Seebeck coefficient of the solid and liquid near the melting temperature. 

Experiments and Growth Conditions 
The flight experiments were performed with the help of Societe Europeene de Propulsion 

(SEP) by telecommanding. The experiments were initiated by heating the movable and stationary 
furnaces to 750e C. This established a liquid zone approximately 340 mm long. Melting and 
solidification experiments were performed by commanding the apparatus to move the mobile 
furnace/heat sink structure. The fully open position was referenced as 0 mm and the fully closed 
150mm. Increasing the furnace position corresponded to freezing, and decreasing the furnace 
position to melting. Figure 1 is a plot of the MEPHISTO movable furnace position during the 
USMP-4 mission. Many of the experiments consisted of a freezing period where the furnace 
position was increased, a hold period where the furnace was kept stationary, and a melt period 
where the furnace was moved back to the original position for the cycle with the opposite velocity of 
the freezing period. Figure 2 is an example with a start position of 115 mm, freezing for 15 mm at 
13.5 J..lmls, and a hold period of 1;2 hour, and then melting back to the 115 mm position at 13 .5 J..lmls . 
The detailed analysis of the Seebeck, resistance and thermocouple measurements will benefit from 
the large number of experiments performed aboard USMP-4. As shown in figure 1 the experiments 
included thirty-five freeze-hold-melt cycles during the mission and eleven periods of final 
solidification. The experiments were over a range of solidification rates from 0.74 to 40 J..lmls. 

Preliminary Results 
The thermal profile in the MEPHISTO apparatus was monitored using several 

thermocouples located in each of the furnace diffusers and heat sinks. The thermocouples in the 
heater and heat sink diffusers were used to control the overall thermal conditions of the furnace. 
Since the thermal profile is not fully determined by the temperatures imposed at the diffusers, but 
also on the properties of sample being processed, four additional thermocouples were placed inside 
small quartz capillaries located in the Quench and Peltier samples. Based on the thermocouples 
located within the Quartz and Peltier samples, the temperature gradient in the liquid, GL, for the 
ground;-based mission was approximately 90 °C/em, while the temperature gradient in the liquid for 
the space-based experiments was approximately 200 ec/ cm. The significant small significantly 
smaller than ~ for the ground-based experiments is evidence of hydrodynamic mixing on the 
ground-based experiments, (as well as the differences in the heat transfer coefficient between the 
metals, the quartz tube, and the surrounding graphite diffuser) . 
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Figure 3, on the left, shows the transition from growth at 1.85 fJff1/sec to a quench. Figllre -I, on 
the right, is another picture of the quench sample. The region pictured in figure -I resulted from 
translation the moving furnace at 6.7 fJff1/sec, a period of no translation, and then translation at 
40 fJff1/sec. The scale bar in each is 0.5mm long, and the growth direction was to the right. 

Figure 2 gives the Seebeck signals acquired for a ground- and a space-based experiment. 
Each consisted of solidification, hold, and melt. The Seebeck signal for the ground-based 
experiment rose during freezing, fluctuated around an average value for the hold, then decreased 
during melting. The fluctuations in the signal are due to hydrodynamic mixing in the liquid . It was 
observed that the magnitude of the fluctuations strongly depended on the temperature of the melt. 
The signal for the space-based experiment had an initial increase, then decreased during freezing . 
After the furnace stopped, the signal increased at a decaying rate. During melting the signal 
decreased, then increased back to near its initial value before the freeze-hold-melt cycle was begun. 
The simplified equation relating the Seebeck signal and the stationary and moving interface 
temperature does not explain these results. Instead a more general relationship which includes, for 
example, the structure of the solid must be used to determine the moving interface temperature. 

The quench sample from the USMP-4 mission was sectioned and polished to reveal the 
microstructure. The section of the sample from the end of the growth capillary (approximately 90 
mrn furnace position) to the end of the quench zone included growth velocities of 1. 85 , 3.7, 6.7, 
26.7 and 40 J,lmlsec. Evidence of interfacial breakdown was not found at the regions grown at 1.85 

and 3.7 J,lmlsec. However, evidence of breakdown was found in the regions grown at 6.7, 26.7, and 
40 J,lmlsec and the quenched region . Figure 3 shows the transition from growth at 1.85 J,lmlsec to 
the quench . Figure 4 is a picture of the microstructure resulting from a transition from holding the 
furnace at a stationary position to translation of the furnace at 40 J,lmlsec. Preliminary findings are 
the distance to interfacial breakdown was about 2.0 cm for the 6.7 J,lmlsec growth region and less 

than 0.3 mm for the growth at 26 .7 and 40.0 J,lmlsec. Accurate analysis will be based on additional 
results from the Peltier and Seebeck samples including interface position during solidification. 
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Summary 
Over 45 cm of directionally solidified Bi- 1 at % Sn alloy was recovered from the USMP-4 

mission. The Seebeck signal and resistance were measured during the entire solidification process, 
and Peltier pulses were successfully administered. Seebeck signals and temperature gradient in the 
liquid for the space and ground-based experiments are markedly different. These results indicate a 
strong influence of convection on ground-based solidification experiments. Breakdown of the solid­
liquid interface is observable for growth rates of 6.7, 26. 7, and 40 I-lm /sec. , but not at 1. 85 and 3.7 
J..I.m /sec (over the distances observed) . Analysis of results from Seebeck and Peltier samples 
including interface shape and position, and Seebeck signals will enable accurate tests of theories of 
morphological instabilities 
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Abstract 
Real-time Seebeck voltage variations in a Sn-Bi melt during directional solidification in 

the MEPHISTO spaceflight experiment flown on the USMP-3 mission, have been correlated 
with well-characterized thruster firings and an Orbiter Main System (OMS) bum. The Seebeck 
voltage measurement is related to the response of the instantaneous average melt composition at 
the melt-crystal interface. This allowed us to make a direct comparison of numerical simulations 
with the experimentally obtained Seebeck signals. Based on the results of preflight and real-time 
computations, several well-defined thruster firing events were programmed to occur at specific 
times during the experiment. In particular, we simulated the effects of the thruster firings on 
melt and crystal composition in a directionally solidifying Sn-Bi alloy. The relative 
accelerations produced by the firings were simulated by impulsive accelerations of the same 
magnitude, duration and orientation as the requested firings. A comparison of the simulation 
results with the Seebeck signal indicates that there is a good agreement between the two. This 
unique opportunity allows us to make the first quantitative characterization of actual g-jitter 
effects on an actual crystal growth experiment and to calibrate our models of g-jitter effects on 
crystal growth. 

Introduction 
The MEPHISTO program is the result of a cooperative effort that involves the French 

nuclear and space agencies Comissariat a 1 'Energie Atomique, CEA - Centre National d'Etudes 
Spatiales, CNES) and the National Aeronautics and Space Administration (NASA). Six space 
flights on the USMP carrier were initially planned, with odd-numbered missions being the 
responsibility of the French scientific teams and the even-numbered missions being the 
responsibility of the US. During the first flight of MEPHISTO in October 1992, bismuth-doped 
tin samples (Sn:0.5 at. % Bi) were used and experiments were carried out both below and above 
the morphological stability threshold. Exciting results were obtained [1] that opened new 
perspectives for research. 

The first objective of the USMP-3 flight was to investigate the g-jitter induced solutal 
segregation in planar front solidification. We requested well-controlled gravity perturbations, 
mainly in the form of Primary Reaction Control System (PRCS) bums. The other main scientific 
objective was to track the morphological stability threshold (i.e. the instability where the growth 
front goes from planar to cellular) with the highest possible accuracy. In comparison with the 
first flight, the USMP-3 alloys were slightly more concentrated 0.5% at. Bi), in order to check a 
possible soluto-convective effect. 

MEPHISTO is a directional solidification furnace, in which three samples are 
simultaneously processed. A unique property of the apparatus is that there are two 
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heating/cooling subsystems [2,3]. One of these is held at a fixed posItIOn and provides a 
reference interface. The other is programmed to translate along the furnace axis to facilitate 
so lidification and melting of the alloy samples. One of the samples is dedicated to a 
measurement of the Seebeck vol tage between the two ends. In other words, the sample acts as its 
own thermocouple, with a "cold" and a "hot" reference junction (respectively the moving and 
fixed interfaces). The Seebeck voltage is then a measure of the undercooling at the growth fron t, 
and most importantly, the signal is obtained in real time. It is thus possible to run many 
experimental cyc les on the same sample. This, in tum, allows for a test of the reproducibility of 
the process and to ensure a better accuracy of the results. The second sample is used to record 
the position and the velocity of the moving interface. These are obtained from a resistance 
measurement. At the end of each experimental cycle, a quench freezes the structure of the solid­
liquid front. Peltier pulse marking performed on the third sample allows the determination of the 
shape of the interface at given time intervals. Moreover, in the second and third samples, 
thermocouples present in the liquid phase are used to determine the temperature gradient and 
possib le thermal fl uctuations . The MEPHISTO facility ran for 312 hours, including 216 hours 
dedicated to scientific operation. During that time period, 24 solidification/fusion cycles were 
carried out. Five growth rates were preprogrammed (1 .7, 3.7, 5.7, 12 and 24 mrnlh) before the 
flight, but, thanks to telescience operations, we were able to different growth rates to track the 
morpho logical stability threshold. Controlled gravity perturbations were realized through 
planned thruster firi ngs and maneuvers. In all 9 PRCS bums, ranging in duration from 10 to 25 
seconds were carried out. In addition, an OMS bum and a 3600 X-axis roll were also performed 
(see Table I). (See table 1) 

Table 1 MEPHISTO PReS and OMS burns and rolls 

Velocity MET Duration [sec] Type Orientation 

V3 5121:45 25 PReS +Z 
V3 6/00:00 15 PRes +Z 
V2 6122:00 10 PRes +Z 
V2 7/00:25 10 PRes +X 
VI 10112:30 15 PReS +Z 
V3 12112:25 15 PRes -Z* 
V3 12114:25 15 PRes +y 
V3 12114/28 15 PRes -y 
V3 12/16:28 3600 X-axis roll 
V3 13112:50 15 PRes +Z* 
V3 13114:03 30 OMS bum dominantly X 

During the first fl ight of the MEPHISTO directional solidification experiment on 
NASA's USMP-1 mission in 1992, the impact of sudden effective gravity perturbations were 
clearl y evidenced [1]. Real-time Seebeck voltage variations across a Sn-Bi melt showed a 
dis tinct vari ation that can be correlated with thruster firings [1]. The Seebeck voltage 
measurement is related to the response of the instantaneous average melt composition at the 
melt-solid interface [4]. This permi tted a direct comparison of numerical simulations (and 
acceleration data) with the Seebeck signals obtained on USMP-l. Motivated by the results of the 
compari son, we used numerical simulati ons to predict the response of the Seebeck signal to 
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thruster firings of various magnitudes and durations. The behavior of the signal is directly 
related to changes in interfacial composition caused by thruster-induced convective disturbances. 
Motivated by the observations made on USMP-l , one of the objectives of the USMP-3 
MEPHISTO experiments was to quantitatively characterize g-jitter effects on an actual crystal 
growth experiment. To plan the USMP-3 MEPHISTO experiments, simulations were carried out 
for different solidification rates and g-jitter scenarios. 

There were several differences between the USMP-3 and USMP-l experiments. First, a 
more concentrated alloy was solidified on USMP-3, and, second, Primary Reaction Control 
System (PRCS) thruster b~rns were requested at particular times during four separate growth 
runs . The Seebeck signal was recorded continuously and down-linked in real-time to the 
MEPHISTO experiment team at NASA's Marshall Space Flight Center. This allowed for 
quantification of the effects of "g-jitter" on convective-diffusive transport in the melt through the 
changes in average interfacial composition obtained from the Seebeck measurement. In addition, 
guided by SAMS acceleration data, we carried out simulations for comparison with the recorded 
Seebeck signals. The effects of thruster firings on the average composition was monitored in six 
separate experiments and for eleven separate acceleration disturbance events. Selected results 
from our ongoing post-flight analysis are described below. 
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Fig. 1 The MEPHISTO set-up (bottom-left), temperature profile (top left) and computational 
model (right) . T m denotes the melting temperature. 

Approach 
A sketch of the experiment set-up is shown in Fig. 1 . There are two furnaces. One is 

fixed. The other is translated. The applied temperature profile shown in Fig. 1 leads to a 
central cylindrical melt volume bounded by a moving and a stationary (or reference) solid-liquid 
interface. The melt composition at the moving and the stationary reference interfaces is not the 
same. For Sn-Bi there is a dependence of melting temperature on concentration. Thus, it follows 
that the melting temperature at the two interfaces will also be different. The Seebeck effect gives 
rise to a small but measurable voltage difference between these two interfaces. Measurement of 
this voltage difference allows us to determine the average temperature and, thus, the average 
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composition of at the growing interface. The MEPHISTO set-up and the Seebeck measurements 
are discussed in more detail in [4]. 

The numerical model used to simulate the response of the tin-bismuth melt to particular 
types of g-jitter has been described elsewhere [5-7]. The essential features are outlined below. 
Solidification takes place as the furnace is translated along the ampoule (see Fig. 1 ). 
Directional solidification due to the furnace translation is simulated by supplying a two­
component melt of bulk composition c. at a constant velocity Vg at the top of the computational 

space (inlet), and withdrawing a solid of composition Cs = cs(x,t) from the bottom (See Fig. 1 ). 

The crystal-melt interface is located at a distance L from the inlet; the width of the ampoule is W. 
The temperature at the interface is taken to be T m' the melting temperature of the crystal, while 

the upper boundary is held at a higher temperature T h. In the actual experiment, the temperature 

gradient along the ampoule wall ahead of the growing interface was essentially linear (195 K cm-
1). Thus, we set a linear temperature gradient along the wall in the simulations. Furthermore, 
since we wish to confine our attention to compositional nonuniformities caused by buoyancy­
driven convection, rather than variations resulting from non-planar crystal-melt interfaces, the 
interface is held flat. We expect that, given the large temperature gradient, changes in melting 
temperature due to compositional non-uniformity will not lead to significant changes in interface 
shape due to interfacial compositional inhomogeneity. Furthermore, because of the melt's low 
Prandtl number and the low magnitude accelerations, convection does not lead to significant 
deviations of the temperature from the conductive state, Thus, changes in the interface shape due 
to changes in the thermal field will be negligible. In an actual experiment, owing to the finite 
length of the ampoule, there is a gradual decrease in length of the melt zone during growth. In 
this model, transient effects related to the change in melt length are ignored. Since the 
MEPHISTO experiments involve melt lengths that far exceed the ampoule diameter, this does 
not preclude us from calculating the compositional transient. That is, we can start the 
calculations by solidifying from an initially uniform composition melt. 

The dimensionless governing equations governing coupled convective-diffusive heat 
mass and species transfer in the melt were assumed to be those for a Boussinesq fluid with a 
linear dependence of density on temperature and composition. The boundary conditions imposed 
were those corresponding to plane front directional solidification at a translation rate V g with a 
linear temperature gradient applied to the ampoule walls. Solute was preferentially rejected at 
the crystal-melt interface (k = 0.27 for this Sn-Bi alloy). The equations were solved using a 
Chebyshev spectral method. 

Results 
The PRCS firings produced an impulse acceleration with the largest component parallel 

to the solid liquid interface. Figure 2 shows the actual (uncorrected for drift) and predicted 
Seebeck signal for an experiment subject to two thruster bums ( 25 seconds and 10 seconds in 
duration) that produced an acceleration oriented parall,el to the crystal-melt interface (i.e. 
perpendicular to the ampoule axis. Before the first bum, the Seebeck signal decreases 
monotonicall y. Immediately following the bum, the signal increases rapidly and reaches a 
maximum about 100 seconds after the termination of the bum. The signal then decreases slowly 
and eventually takes on almost the same slope that it had before the bum. The same behavior 
occurs following the second bum. After translation of the furnace was stopped. Solidification 
then ceases and the Seebeck signal increases as the average interfacial concentration decreases . 
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Note that the actual Seebeck measurement shown has not been corrected for drift and, thus, the 
voltage does not return to its original value. For the response of the Seebeck signal predicted by 
computer simulation, there is an immediate rapid response to each of the firings. In addition, we 
see that the time taken for the Seebeck signal to reach a maximum value is approximately the 
same for the computed and measured signals. 
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Fig. 2 (a) Actual and (b) predicted Seebeck signaJ for a 25 second and 15 second bum 
oriented parallel to the crystal-melt interface. 

Summary 
The USMP-3 MEPHISTO experiments permitted a quantitative correlation between well­

characterized g-jitter recorded by spacecraft accelerometers and the response of a directionally 
solidifying alloy. Furthermore, the comparison of the results of the experiment with the 
predictions of numerical simulations carried out on the Alabama Research and Education 
Network' s C-90 Supercomputer, will allow us to verify the degree to which such simulations can 
accurately predict experiment senSitivity to g-jitter accelerations. Without quantitative 
experimental verification, such predictions are of limited use and could lead to unnecessary 
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design restrictions, an undesirable low gravity environment, or unsuitable experiment operating 
conditions 

Ongoing work involves corrections of the raw Seebeck data, analysis of residual 
acceleration data measured by ASA's Space Acceleration Measurement System, estimation of 
the degree of melt homogeneity following remelting cycles and refinement of the computational 
si mul ations. This unique experiment showed use of simulations to assist in changes in 
experiment strategy greatly enhances the scientific return from limited opportunity spaceflight 
ex periments . It is expected that ongoing work will yield benchmark comparisons between 
measured and predicted residual acceleration effects. 
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Introduction 

It is well known that the spreading of liquids and wetting of solid surfaces in space exhibit a 
number of significant fluid management challenges as well as numerous interesting phenomena. 
Many of these phenomena are also technologically important in fabricating high-performance 
parts in space such as the structural components needed to build the space station or medium to 
large panels needed for repair in space. The ability to manufacture geometrically complex, 
lightweight and high performance composite parts in space primarily depends on understanding 
and subsequent controlling of flow processes such as filling a mold cavity, spreading or coating a 
solid surface, and impregnation of a porous fiber preform. For example, most high-performance 
molding operations involve impregnation of a fibrous preform where the balance between 
viscous and surface forces as well as nonisothermal effects significantly affect the fluid behavior. 
It is believed that micro gravity provides the necessary means to mold much stronger/stiffer 
composite materials due to achieving higher volume content of the reinforcing preform. In 
addition, the complete process can be accomplished with much simpler, lighter, and inexpensive 
tooling and molding equipment. 

The objective of the current research is to contribute to the understanding of microgravity 
impregnation and wetting of porous media, and to develop low-pressure molding methodologies 
to fabricate high-performance composite materials. Investigating the effects of capillary forces 
and gravity on mold filling will be among the primary objectives. The flow through porous 
media induced during the filling of a centergated mold cavity will be studied under 1-g and 
micro gravity conditions. The proposed experiments aim at understanding the effects of fluid 
viscosity, external pressure (i.e., impregnation pressure), surface tension, and microstructure of 
the wetted porous media on the flow kinematics. 

Effects of Gravity on Mold Filling 

In the absence of gravity or in filling operation in which gravity can be neglected, free surface 
shape in a planar mold cavity would be symmetric with respect to its midplane. The assumption 
that gravity can be neglected is used by most researchers studying resin transfer molding (RTM) 
[1-3]. The presence of gravity deforms the fluid front causing it to sag towards the bottom mold 
surface. Due to this spreading, the bottom of the free surface advances ahead of the top. The 
difference between the radial location of the bottom and top of the free surface contact lines is 
defmed as spreading. Initial experiments showed that spreading can be quite significant under 
certain processing conditions. In the absence of a fibrous preform, Figs. 1 and 2 show 
approximately 0.75 in. and 1.5 in. of spreading of the fluid front, respectively. With low 
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viscosity fluids or for low filling rates, significant spreading up to 2 to 6 times the gap thickness 
is observed. During the filling of a mold, transient pressure distribution on the top and bottom 
mold walls can differ markedly in flows with considerable spreading. 

In the absence of a fibrous preform in the mold, spreading at a radial location in a centergated 
disk shaped cavity can be characterized by the Reynolds, Bond, Capillary numbers and the 
contact angle, u. For the filling of a mold, the first three non-dimensional parameters can be 
expressed as, 

puL 
Re = --; 

JL 

J1U Ca= -; 
a 

pgL2 
Bo= -­

a 

(1) 

where p, a, and JL are the fluid properties density, surface tension, and viscosity; L is the 
gapwidth; and u is the average local velocity. These numbers are defined at the location of the 
first fluid front probe (r=2.0 in.), thus the velocity, u, represents the average velocity at r =2.0 in. 
For macroscopic analysis, a Reynolds number to characterize the flow regime can be expressed 
in terms of the volume flow rate as 

pQ 
Re Q =-

j.1L 

(2) 

The dependence of spreading on Reynolds, Bond, Capillary numbers and contact angle needs to 
be fully understood through carefully designed experiments. Towards this end, the following 
physical parameters can be changed in filling experiments: gapwidth, L; volume flow rate, Q; 
viscosity of the fluid, JL. For a given fluid and the mold surface the contact angle can be 
determined. Then two of the remaining three non-dimensional parameters need to be kept 
constant while changing the third one. This requires the adjustment of all the physical 
parameters (i.e. , L, Q, and JL) in a unique manner. Experiments are designed and being 
conducted to identify the effects of Reynolds, Bond, and Capillary numbers on spreading. 

Experimental Setup 

An experimental molding setup for observing and characterizing flow during the filling of a disk 
shaped cavity has been constructed. The experimental setup consists of the following 
components: an assembled mold cavity, a peristaltic pump and tubing system for fluid transfer, 
and a data acquisition system. The 9.0 in. radius centergated disk shaped mold cavity, depicted 
in Fig 3., is formed by placing spacer plates between 1.0 in. thick Plexiglas mold walls. Spacer 
plates are cut from 20x20-inch aluminum or acrylic sheets with an 18-inch diameter disk shaped 
cut from its center. Several spacer plates with thicknesses ranging from 1/16 to 112 inch are 
fabricated and can be combined to provide gap widths from 1116 to 1 in. Fluid is injected by the 
peristaltic pump at constant flow rate through an inlet gate with a diameter that can be varied 
from 0.125-0.375 in. Figure 3 shows the radial locations of pressure transducers and fluid front 
sensors which are connected to the data acquisition system. Figure 4 provides a closer view of 
the fluid front sensors and how they detect spreading. Figure 4a shows a typical fluid front as it 
might appear without spreading in the absence of gravity, while Fig. 4b shows a front which has 
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sagged due to gravity. The sensors are mounted at three radial locations in the disk, r =2, 4, and 
6 in., and each consists of two small pairs of terminals mounted on the top and bottom walls. 
Each has a power terminal and three numbered sensing terminals as illustrated in Fig. 4. 

A sensing circuit in conjunction with the data acquisition system detects when the front contacts 
each sensing terminal by measuring a resistance drop. The three sharp voltage increases shown 
in Fig. 5 represent the fluid front contacting the three terminals. The spreading S can be 
calculated from the two known radii Ra and Rb and these three fluid front contact times t" t2, and 
t3 [4]. Initially, it is assumed that the free surface travels at the average velocity of the flow at 
any given radius. The average velocity, V, is known to be inversely proportional to the radius, r, 
since the fluid is injected at a constant flow rate, Q. 

dr c 
VCr) = dt =-;.' 

where c is a constant. Integrating this expression from Ra to Rb (t3 to t2) yields, 

(3) 

(4) 

The constant is determined from Eq. (3) as c = V ~b. Equation (4) is rearranged to yield an 
expression for the velocity at b, 

(5) 

Equation (3) can also be integrated for the bottom of the fluid front which travels from Rb to Rc 
over the time interval t, to t2 to determine the final radius, Rc' 

(6) 

From Rc' the distance between the top and bottom of the fluid front can be calculated as 
spreading, S=Rc-Rb . 

The velocity at b calculated from Eq. (5) is referred to as V measured in the results section, as 
this is the velocity calculated from the measurements taken by the fluid front sensing probes. It 
is useful to calculate the velocity in a second way from the known volume flow rate and the area 
the fluid flows through at a given radius r, 

Q m 
V(r)= - . 

2m-L 

This velocity is referred to as V calculated in the figures and results section and is used to 
quantify the effect of gravity on the velocity field during filling. 
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In addition to spreading, transient pressure distribution during mold filling is measured and 
compared with theoretical models . From Darcy's law, the transient pressure, p, in a disk being 
filled at constant flow rate is calculated to be, 

Qj.l R * per) - In -
- (1 - ¢)27rLKrr r' 

(8) 

where Krr is the permeability of the preform in the radial direction, R* is the location of the fluid 
front at a given time, r is the location at which the pressure is being calculated, and ¢ is the 
volume fraction of the preform. 

Results 

Filling experiments have been conducted with 0 to 35% preform (i.e., stacked layers of chopped 
glass fiber mats) placed in the cavity. Channeling and gravity are measured to have notable 
effects on the flow kinematics and spreading during filling, dependent on the fiber volume 
fraction, fluid viscosity, mold gapwidth, and the inlet velocity. 

Spreading results from three experiments are presented in Table 1, and the corresponding 
velocities are given in Table 2. Run 1 is a filling experiment having a volume fraction of 18% 
chopped glass strand preform in a gapwidth of 0.5 in. Com syrup having a viscosity of 140 cp is 
injected from the bottom of the cavity at a flow rate of 1.1*10-5 m3/s. Run 2 has identical fill 
conditions, except the fluid is injected from the top mold wall to clearly identify gravity effects. 
Run 3 has the following conditions: L=0.25 in., j.l=110 cp, ¢=27%, and Q=6.0*10-6 m3/s. In runs 
1 and 2, gravity effects on spreading can be clearly seen. Run 1 shows nearly 2 in. of spreading 
at r =2 in., with a decrease in spreading as r increases. Run 2 shows the top of the fluid front is 
ahead of the bottom (indicated by negative spreading) at r =2 in. due to the fluid being injected 
from the top. The front sags due to gravity downstream. The measured velocity at the top wall 
in run 1 is higher than the velocity calculated from the flow rate. This is expected since 
spreading decreases drastically by r =6 in. Run 2 has less spreading and measured velocities are 
in better agreement with the calculated velocities. Run 3 is a flow with negligible spreading 
primarily due to smaller gapwidth and higher fiber volume fraction, thus depicting good 
agreement between the measured and predicted velocities. 

Figure 6 contains transient pressure curves at three radial locations for a 516 cp glycerol water 
mixture injected at a flow rate Q=5.26*10-6 m3/s into a cavity containing 18% chopped glass fiber 
mats. In Fig. 6, the permeability is calculated to be 4* 1O-8m2 by curve fitting Eq. (8) to pressure 
data at r =1.5 in. This permeability value is consistent with permeability values reported in 
literature [5-7]. The two other curves in Fig. 6 are generated using this permeability, and are 
shown to match the experimental data at the other radial locations well. 
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Table 1: Spreading at three radial locations 
for three different fill conditions. 

S (in) S (r =2in.) S (r =4in.) S(r =6in.) 
Run 1 1.98 0.24 0.02 
Run 2 -0.29 0.11 0.08 
Run 3 0.10 0.00 -0.04 

Figure 1: Spreading observed during filling 

in the absence of a preform: ,u =412cp, 
Q=2.13*10-5 m 3/s, L=0.25 in., Reo=10.2. 
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Table 2: Measured and calculated velocity 
at three radial locations. 

V (in '/s) VCr =2in.) VCr =4in.) VCr =6in.) 
Probe Run 1 0.195 0.134 0.055 
Probe Run 2 0.130 0.065 0.055 
Calculated 1 &2 0.129 0.064 0.043 
Probe Run 3 0.167 0.076 0.054 
Calculated 3 0.160 0.080 0.053 

Figure 2: Spreading observed during filling 
in the absence of a preform: ,u=l13cp, 
Q=8.69*1O-5 m3/s, L=0.25 in., Reo=151 .3. 
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Figure 5: Voltage data from flu id front sensors: 
r=2 in , 15% preform ,u=11 Ocp, 0=1 .75*10.5 m3/s, 

L=0.5 in. 
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Figure 6: Transient pressure for Q=5 .26*10-6 m3/s, ,u=516 cp, 18% preform. 
Re=0.04, Bo=8.2, Ca=0.02. K" calculated to be 4*1Q-8m2. 
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Introduction 

R. Narayanan 
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The main objective of this program is to develop and demonstrate a novel electrochemical sensor 
for determining the fluid dynamic state in low Prandtl number, opaque liquid metals at high 
temperature. The basic idea is to use solid state electrochemical cells constructed along the 
container boundaries to control and detect the concentration of a tracer species. In this project, 
yttria stabilized zirconia (YSZ) is used as a solid oxygen-ion-conducting electrolyte and separates 
a 'working' liquid metal electrode from a 'reference' electrode. Atomic oxygen, dissolved in the 
liquid metal at the ppm concentration level, is detected by electrochemical cells operating in the 
galvanic mode. The same cell configuration is also used to establish localized concentration 
boundary conditions through coulometric titration of oxygen. Information about the dynamic 
state of the liquid metal is then obtained by perturbing the oxygen distribution in the liquid and 
observing the dynamic response of the measured EMF of the detection cellsl -2. 

Although a variety of methods have been used to study the fluid dynamics of high temperature, 
opaque liquid metal systems,3-5 many of these techniques are of low sensitivity, intrusive, or not 
easily adaptable to flight-based experimentation. In contrast, this tool is non-intrusive (the oxygen 
levels are !jpical of those present in liquid metal processing) and capable of detecting velocities as 
low as 10 cm/sec. This technique is also highly adaptable to flight experimentation given power, 
weight, safety and signal level requirements. The electrochemical method to visualize flow 
provides a fresh approach to a difficult problem that has the potential not only to enhance our 
understanding of the fluid dynamics of low Prandtl number fluids, but also provide a critical 
experimental link between computational fluid dynamics and processed material properties. 

The magnitude of convective velocities encountered in the micro gravity processing of liquid 
metals (e.g., bulk crystal growth of semiconductors) can be comparable to diffusive velocities. 
Thus accurate values of the oxygen diffusivity are necessary to separate the diffusive component 
of the oxygen flux from the convective component. Unfortunately, gravity driven convection in 
the melt prevents accurate measurement of the mass diffusivity of oxygen in liquid metal systems 
on earth. A complimentary objective of this project is to perform the necessary ground-base 
investigations that will lead to the flight definition of a series of micro gravity experiments to 
measure the temperature dependent diffusivity of oxygen in liquid metals. In addition to 
providing accurate values of the oxygen diffusivity for the flow visualization studies, these results 
should provide the research community with a benchmark for the development of improved 
ground-base cell configurations. Another science objective of this study is to establish the 
constitutive behavior of "Fickian" diffusion of oxygen in liquid metals. 

Experimental Methods 
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Flow Visualization Cells A schematic of the electrochemical system used to visualize the flow is 
shown in Figure lao The ampoule was constructed from a flat, closed-one-end cylinder of 
recrystallized alumina with 3-mm holes drilled along the periphery (lcm-height intervals, 90° 
spacing, and one at the bottom). Stubs of the YSZ solid electrolyte were fitted into the holes and 
sealed with a high temperature ceramic cement. Porous platinum electrodes were sintered onto 
the outside stub ends and contacted with Pt wires. Each electrochemical sensor used the melt as 
the common working electrode, with a separately contacted airlPt reference electrode. The tube 
with inner radius R was filled with either Sn or Pb to a height H to yield a fluid aspect ratio ~ = 
HIR. Dissolved oxygen was used as the tracer species, which could be injected or extracted 
locally at one or more of the sensor locations by electrochemical titration. The dissolved oxygen 
concentration was monitored as a function of time at the other cell locations on the 
melt/electrolyte boundary by operating the cells in the galvanic mode. The whole apparatus was 
inserted into a gradient furnace to establish a temperature gradient and thus vary the dynamic 
state in the melt. 

A typical flow visualization experiment was conducted by filling the ampoule with an etched metal 
charge to a specified height. After bringing the cell to operating temperature, a uniform oxygen 
concentration was established in the melt by applying a constant potential for several hours. 
Oxygen was then introduced at the lower electrode by applying a lower potential or removed 
from this electrode by applying a higher potential. The change in oxygen concentration at each of 
the other electrochemical sensors at various heights was then monitored as a function of time by 
measuring the open-circuit potentials. The value of the Rayleigh number was progressively 
increased by changing the L1 T across the melt, and the titration experiment was repeated. 

Diffusivity Measurements. A schematic diagram of the electrochemical cell assembly used in the 
diffusivity measurements is shown in Figure lb. It consisted of a working liquid metal electrode 
sandwiched between two solid YSZ electrolyte discs (9.5 mm OD, l.6 mm thick) through which 
oxygen could be titrated. The working electrode materials were high purity zone-refined bars of 
Sn or Pb. After casting and machining, these metals were contained in fused silica tubes (3 to 7 
mm heights) of circular (7.3-mm ID) or square (5 .0-mm sides) cross-section. Equimolar mixtures 
of Cu and CU20 powders of purity 99.95% formed the reference electrode material. After 
loading the metal the YSZ discs were cemented to the fused silica containers. A l-mm hole was 
drilled through the upper electrolyte disc at its center to allow for the overflow of excess tin or 
lead. A cylindrical copper sheath (25.4-mm OD) to improve the isothermal conditions surrounded 
the cell. The method of purification of the argon blanket gas, the procedure for sealing the 
electrolytes with the reference electrode material and other experimental details are described 
elsewhere. 6 

The diffusivity of oxygen in liquid Sn or Pb was determined either by a transient experiment or by 
a steady state experiment. In the transient mode, the initial oxygen concentration in the liquid 
metal was established by transporting oxygen in or out of the metal through an applied voltage 
across both oxygen concentration cells. When the oxygen potential in the melt was uniform and 
stable, a large voltage was imposed between the two electrodes of one of the oxygen 
concentration cells (either upper or lower) such that an essentially zero oxygen concentration 
boundary condition was established at one of the liquid metal surfaces. The open circuit 
electromotive force (emf) was then measured at the other oxygen concentration cell as a function 
of time. The response was related to the oxygen diffusivity through the one-dimensional linear 
diffusion equation. 

In the steady state experiments, constant but different voltages well above the saturation potential 
of the liquid metal with respect to the reference electrodes were applied to each oxygen 
concentration cell. When steady state was reached, a uniform flux of oxygen, as measured by 
either cell current, was established. Using literature values for the saturation solubility,7-9 the 
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concentration of oxygen was calculated for the individual cells, which allowed calculation of the 
concentration gradient, and with the flux, determination of the oxygen diffusivity. 

Summary of Results 

To explore the limits of this novel technique and to validate its robustness a series of experiments 
have been designed using model fluids and geometries. Liquid Sn was selected as the model fluid 
because of its low vapor pressure and well-defined thermo physical properties. Both cylindrical 
and rectangular geometries are being investigated experimentally as a function of the imposed 
temperature gradient, aspect ratio, and tilt. A technique was developed to locate YSZ sensors in 
the walls of alumina tubes to avoid the problem of ionic conduction within the wall when using 
YSZ tubes. Successful experiments were performed in a cylindrical geometry to determine the 
flow orientation as a function ofRa and aspect ratio. Transitions from an unicellular flow pattern 
to an axisymmetric flow configuration and to a stacked flow arrangement were observed upon 
increasing the aspect ratio. At high values of Ra, the observed flow patterns and estimated 
velocities were comparable to the predictions of Hardin et al. 10. Additional experiments were 
performed with variable temperature gradients and measurement modes (e.g., pulsing input, 
galvanic or potentiostatic titration) to understand the limits of the technique. 

As an example, the onset of oscillatory flow was recorded at various aspect ratios by varying the 
applied temperature gradient. Figure 2 shows the temperature recorded by 4 thermocouples 
placed along the outside that were 2 cm above the bottom and at 90° spacing for a containe§ 
aspect ratio of 5.3. The value of the Rayleigh number was determined to be l.80 ± 0.1 x 10 
from the measurement of the AT (35 K) and the thermophysical properties of Sn. Figure 3 shows 
the corresponding oxygen concentration at the 4 electrochemical sensors adjacent to the 4 
thermocouples. The oscillations are clearly complex and a phase difference exists between the 
sensors. Fourier transform of the thermocouple and oxygen sensor signals revealed three 
underlying frequencies with the fundamental frequency at 0.015 Hz. The agreement between the 
frequencies estimated from the thermocouple signals and the oxygen signals is good. 

Work was also initiated on measuring the convective flow in square geometries. Since very little 
modeling effort has been devoted to this geometry, 3-dimensional simulation studies were 
performed. Both steady (torroidal, unicellular, multiple cells) and oscillatory flow configurations 
were calculated depending on the aspect ratio and Ra. The tracer atomic oxygen species balance 
was solved to allow a complete simulation of the electrochemical visualization technique. These 
simulations were used to design experiments, which are now underway. As an example, 
oscillatory flow was predicted by a series of calculations performed as a function of Ra at 
Pr=0.008 and an aspect ratio=0.25 . The value ofRa at which steady, non-oscillatory flow patterns 
appeared was 200,000, while the onset of oscillatory flow occurred at a value Ra=300,000. The 
results of calculations conducted for time steps of 0.1 sec are shown in figure 4. The calculations 
employed a three-dimensional, finite-element algorithm developed by Gupta 11. Figure 4 shows 
two-dimensional slices through the x-z plane in the vector space. The results show the initiation 
of a complex steady oscillatory flow pattern. 

Coulometric titration procedures have long been used to determine values of the diffusivity of 
elements in liquid metals. The results of this study strongly indicate that convection driven by 
thermal or solutal gradients is present in most ground-base experiments. The measured values of 
the oxygen diffusivity depended on the cell size and experimental configuration. Measurements 
taken in configurations that gave rise to gravity driven convective flows also gave larger values of 
diffusion coefficients than measurements taken in configurations where the convective flows were 
apparently weaker. A detailed numerical model with a sophisticated 3-D code was developed to 
predict the effects of imperfections such as tilts and radial heat losses. It is concluded that even 
slight imperfections affect the diffusivity measurements for all of the cell configurations studied. 
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For example, taller cells, which were associated with large time constants, increased the 
measurement error because of mass transfer through an overflow port to accommodate the 
expansion of tin upon heating. The initial oxygen concentration and cell dimensions both 
influenced the hydrostatic stability of the tin sample during a transient diffusion experiment. This 
is not surprising as the transport process is essentially the transient version of the Rayleigh-Benard 
problem and the aspect ratio and Rayleigh number are two parameters which are found to define 
the stability criterion in that problem. 

As an example, the oxygen diffusivity in liquid Sn was measured as a function of temperature for 
several different aspect ratios. The results for a circular geometry are shown in Figure 5a and the 
results for a square geometry in Figure 5b. Both transient and steady state measurements were 
made. In both figures, the diffusivities measured using the transient method by initially removing 
oxygen at the top cell gave higher values of the diffusivity than those measurements made by 
initially removing oxygen at the bottom cell. Removing oxygen from liquid Sn increases the 
density. Thus oxygen removal at the top side produces an unstable density variation over the 
short diffusion length to produce convection that adds to the diffusive flux. Similar but less 
pronounced results are evident in the steady state mode when the oxygen gradient is reversed. 
The differences in the measured oxygen diffusivity observed between the square and circular 
geometries, as well as the scatter with aspect ratio further support convective contributions to 
oxygen mass transfer. 

It is concluded that this novel technique holds considerable promise for use in a micro gravity 
environment to detect low level flows and to accurately measure diffusivities. Furthermore, 
gravity driven convection in the melt prevents accurate measurement of the mass diffusivity of 
oxygen in metal systems by coulometric titration. This situation represents a clear example where 
a reduced gravity environment is necessary to obtain meaningful values of this important physical 
property. 

References 

1. Sears, B., Narayanan, R.N., Anderson, TJ., and Fripp, A.L., J. Crystal Growth, 125, 404 
(1992). 

2. Sears, B., Narayanan, R.N., Anderson, T.l, Fripp, A.L., Debman, W.l, and Woodall, G.A, 
J. Crystal Growth, 125,415 (1992). 

3. Hude, D.T.J. and Jakeman, E., J. Fluid Mech., 64, 65 (1974). 
4. Stewart, M.J. and Weinberg, F., J. Crystal Growth, 12,228 (1971). 
5. Kakimoto, K., Eguchi, M., Watanabe, H. and Hibiya, T., J. Crystal Growth, 94, 412 (1989). 
6. Sears, B., Anderson, T.J., Narayanan, R and Fripp, AL., Metal!. Trans. B, 24B, 91 (1993). 
7. Szwarc, R, Oberg, K.E. and Rapp, RA, High Temp. Sci., ~ 347 (1972). 
8. Ramanarayanan, T.A and Rapp, RA, Metal!. Trans., ~, 3239 (1972). 
9. Belford, T.N. and Alcock, C.B., Trans. Faraday Soc., Ql, 443 (1965). 
10. Hardin, G.R, Sani, RL., Henry, D., and Roux, B., Int. J. Num. Meth. Fluids, 10, 79 (1990). 
11. Gupta, N. Natural Convective Flow of Low Prandtl Number Fluids Confined m a 

Rectangular Box Heated from Below, M.S . Thesis, University of Florida, 1998. 

22 



Ceramic 
Adhesive 

Sn 

Pt Electrodes 

TypeR 
IC's 

/\ 

~YSZ 
/ Plugs 

Figure 1 a. Schematic of 
Flow Visualization Cell 

~~----------------------C=~~~----I 

747.5 

747 

748.5 :\ 

/\, 
746.6 

744.6 

~ L---r-~--~--~--~--~~~:--:G;--:~~~~ 50 100 150 200 2IiO 300 _ 

Tin.(aea) 

Figure 2 

23 

Type R Rheni~ 
Thennocouple Extenslon 

Alumina 
Overflow 

Tube 

YSZ 

~ Wire 

Copper/Copper 
Oxide Reference 

Copper 
Lead 
Wires 

Fused 
Silica 

Spacer 

Copper 
Electrode 

Fused 
Silica 

Tin 
Melt 

Figure 1 h. Schematic 
of Diffusivity 
Measurement 

Apparatus 

~~-------------------C-=~".~;',~~~.~r r-~ 
... .... to dItg.SenaOf' 

_ __ _ 110 " .SIn.Of' 
500 _ . _ . - 210 deg .SenI. 

400 

200 

100 

~ 100 1 ~ 200 2SO 300 350 400 4~ 500 

Tlma(secs) 

Figure 3 



.. .,.---- ... ... \ I , --- ...... . .. " - ..... " ,'\\\, ,.,'. 
... " , \ \ \ \. 

'I' , , - .... , \ , , , \ .. . '" 
'1" , . ... \ \ , ~ ~ ~ \ . " . 

OJ I I , . . , '" 

OJ I I , , • I \ \ \ ~ \ , ... 
. I I , \ , I • . . 

r I ) I • .. 
0 

'I I \ \ \ ... , 
'I I \ \ \ ... , 

I : 1 I, •. 
1\ 

I \ \ , I , I •. 
0 

'1\\\ \\ . I I 

\ ... I 

'1 

_ ..... 
\ I '" -- .. .. 

11/1""-- ....... , '\, , .. ,. 
\ \ \ \ \ 

I I 
I 
, I t , , , \ \ \ \ " 

\ " oo 

'1\\\\ " 
,, / 1# I , I , .... 

• I I \ \ \ '-
~ , I . ... 

.• , I \ \ .. / //1 I ... . ,. 
- "..", // I . , I • , . 

." I \ - ... / / I , - , I , , . 

., , - " " / I , - -
, " " , , I •• , 

0 

• , • I I I I , · - - ... , ~ .. . , 
• I I I I I , , ... - - - ... ........ 

... 

... 

.7 

.. 

0 .. 

..,---- ..... \ , , ----.... , .. 
II, I . . , j I I / , - " , I I ' 

I I I J 

'" " 
. / / I I I I I 

, I ~ ~ I 
.. , l il ' 

.,' - I , 
• 1'1 " 

•• • I . , I ' " .. ,,111 I I , . 
.. ,,111 I I 

I I / " 
I 

."(~II I . . I 
,,'I{~I I / II" 

I ,,, , , I I 1 1/" 

" , I I 
, I ~ ~ ( TT O. 

\ -
I \ " - / 1' " 

0 .. 

0 .• 0" 

0.1 0.1 

.8 

'1\ \ \ \ ~ I I:" .. 0 'N 
, : f , ' I I i I " " 

-,,;~~ I f 
0 .. - .. . 

N "n ~ ~ ~ I , II,. ... I 
, 

I I I ~ II,. 
"1\ \\\ ... 

I I I 

.• I ~ ~ ~ \ 

0 

... , I \ \ I,. 

:: I \ \ \ \ 
... . , \ \ I, . 
, ... " 

, I,. 
.. , \ \ - ..., T,. 0 

\ \ • 
" • I \ 

~ \ \ . . ... \ ". :: : \ \ \ I , . · I ". \ ". 
" ·" x·I , ! , . 0 .. . ... \ '\ ~ \ \ , , 

\ \ I · I ". , .... , \ , , ". :: : : ... '\ ~ ~ \ " - I I ,. 
\ , · . , , I,. 

:: : : : ~ ~ x~" .. - ::. / I,!: : 0.1 

::u ~ }J j~'-"- _"" I,. 
~ ..... -,= =:::~ !! : 

::,n ~; ~ ~~~ I~fii li • 

.. 

.3 

.2 

0 ' .1 0.2 
0 

X' 

100 

Steady -S tate 
+ Top-Depletion 

• S llaady -S tate 
Botto.H)epletion 

.- c 
0 

N-

E 0 .. - 10 
Transient Top Depletion 

co 

~ 
Q 0 

Transient Bottom Depletion 

0.86 1 .06 1.26 

1000 IT (K) 

." , , , ... - - ., ... .-- " \ , .. 

.1' , , ... - -- .".--- ~ : ... 
"- 0 

,I r I ~ ___ .",. --_ .... \ I II ,. 
, . 1, __ ".", ... - -, ~ I" . 
" . ..... ./ ...-' .... , II,. 
... . ,"// :: -,\~ ". 0 

. .. . "" // 1,. 

::" '1/'" - -,\~ 
1,. _ .. , \ I, . 

" • I 1 I ... .. 
~ l \ 

,. 0 

. , ' , I 
I .. ,. 

.,' \ • · I ,. 
: : ' \ \ · , \. . \ . 
: : : ~ § ~ ::::..=-_ ...... ~3:'/ l: 0.' 

;ii f1 ~ ~ i~;;--:;'" .. 
~~~~ 

, .. 
-,.::":: 

0 

rI' \ \ , -
~ : I ~ ~ ... - / ' ." 

-//// I ' . .. 
,,1\,, __ 

-"::/~~ ,,1\\,_..-
- , , .. 

////" 
" , \ .. 

,,1 \ \_- ... .... ' ... \ I , , . 

, \ ... - ... / v/.".,-- ..... !I" 
0111 .... ,,/ 1/,..---' I". 
::::-,.// v---' , .. _ .... \ ". .. .. ~ / .' / - '~ I •. 
.... I I ~", /--' J' .. .. I I / ,, --', ,. 
:: : ., I. I. I '" - \ 

,. . , .. .... J ~ I • ~ ~/! :: .. . , " - .... ~ '" , . ~:::.-~ :: ! :. """. /1 •• 

iiH;:; I _ff ;; ~ 

N 

.4 

.3 

.2 

0.1 0.2 0 0.1 0.2 

X' X' 

Figure 4 

_om 
1 00 ~----------------------~ 

_.M 
• H-SA1 •• 

.H-S,23,....., 

.H-4.27f'1"1f'ft 

• H-7.1Imm 

• H-144mm 

_H_S,20mm 

_H_S,47mm 

• as,Bottom 

Top 

cH-S,23 mm 

oH-7.1Imm 

.H-144mm 

oH-S,20mm 

+I.I.Top 

0.9 1.1 

1000 I T (K) 

• H·4.1 • •• 

.. "-'.31 •• 
• "-5.17 •• 
- H-I.I1 •• 

- " . .."", .. 
Top 

o H.SA1 • • 

• H·4.1 ....... 

A "·5.17",,,, 

o H ••. W", ,,, 

••• ·U. •• (Top) 

1.3 

0 .. 

0 

0 .2 

0.' 

0 

Figure 5a. Experimental Results Figure 5b. Diffusivity Results 
with Liquid Sn in a Square Cross 

Sectional Geometry 
for the Diffusivity of Oxygen in 
Liquid Sn (Circular Base Geometry) 

24 



COUPLED GROWTH IN HYPERMONOTECTICS (primary Experiment) 
AND 

WETTING CHARACTERISTICS OF IMMISCIBLES (Glovebox Investigation) 

Barry Andrews 
Materials and Mechanical Engineering 
University of Alabama at Birmingham 

Sam Coriell 
Metallurgy Division 
National Institute of Standards and Technology 

Introduction 

The objective of this continuing investigation is to gain an improved understanding of 
solidification processes in immiscible alloy systems. A portion of the Coupled Growth in 
Hypermonotectics (CGH) study involves the development of experimental techniques which will 
permit solidification of immiscible alloys to produce aligned microstructures. I A parallel effort 
is underway to develop a model for the solidification process in these alloy systems.2 Results 
from experimentation will be compared to those predicted from the model and utilized to 
improve the model. In order to permit solidification under the conditions necessary to form 
fibrous structures in these immiscible alloys, experimentation must be carried out under low­
gravity conditions. 

The first phase of the CGH experiment flew aboard the Life and Microgravity Spacelab (LMS) 
mission during the summer of 1996. Processing conditions were controlled in an attempt to 
force the production of an aligned fibrous phase in the microstructure of processed samples. 
This capacity could prove important in some of the proposed applications of immiscible alloys 
which include use as superconductors and as high performance magnetic materials. The 
Advanced Gradient Heating Facility (AGHF) was used to directionally solidify the immiscible 
alloys. Alloys in the aluminum indium system were studied and specialized aluminum nitride 
ampoules were used in order to control several undesirable effects that are sometimes observed 
during low gravity processing. 

A separate but related investigation entitled Wetting Characteristics of Imrniscibles (WCI) was 
carried out using the microgravity glovebox aboard the USMP-4 flight in the fall of 1997. This 
investigation was designed to study segregation mechanisms in immiscible alloys. The most 
common segregation mechanism in an immiscible alloy is gravity-driven sedimentation of the 
higher density immiscible liquid phase. This difficulty usually occurs during normal one-g 
processing in an attempt to form a dispersed microstructure. Microgravity processing should 
provide a solution to this problem. However, segregation has also be observed in low gravity 
processed immiscible alloys.3-8 There are obviously some critically important factors that could 
influence segregation during microgravity processing. These factors include the interfacial 
energies between the phases,9 alloy/ampoule reactions,1O droplet migration due to· gradients in 
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surface tension brought about by temperature and compositional inhomogeneities,S the relative 
volume fractions of the immiscible phases,s and alloy/ampoule wetting characteristics.5

• 10-12 

Experimental Approach 

Coupled Growth in Hypermonotectics. The CGH project involves the directional solidification 
of a range of alloy compositions over a range of growth rates. For the Life and Microgravity 
Spacelab mission, three alloy compositions in the aluminum-indium immiscible system were 
directionally solidified at .the same rate of 1.0 ~mls. The samples were sealed under vacuum in 
aluminum nitride ampoules which contained several sample segments, pistons and a spring in 
order to maintain the desired growth conditions during processing. Thermocouples embedded in 
grooves in the exterior wall of the ampoule were used to monitor temperatures and determine 
thermal gradients and growth rates. 

In order to avoid free surfaces generated due to contraction of the sample prior to and during 
solidification, a piston and high temperature carbon spring were utilized. In an attempt to reduce 
any residual gasses, which could have led to bubble formation, the alloys were vacuum induction 
melted. In addition, the ampoule components were all vacuum degassed at 1250° C for more 
than 6 hours. Samples were loaded and sealed under a vacuum of at least 1 x 10-4 Torr. 

Wetting Characteristics of Immiscibles. For the WCI investigation, it was important that 
nucleation events, droplet coalescence and droplet migration be directly observable. This 
requirement dictated the use of a transparent analog sample (succinonitrile-glycerin) and a 
transparent cell assembly. Cells were constructed from standard 25mm x 75mm x Imm 
microscope slides, separated by a 0.13mm thick Teflon® gasket. Nucleation on or droplet 
migration to the Teflon® gasket surface was monitored during the investigation. Fine gauge 
thermocouples were embedded in the gasket material on each edge of the cells in order to 
monitor nucleation temperatures and verify the thermal history of the cells during processing. 

For processing, the sample cells containing the succinonitrile-glycerin mixtures were first heated 
to 90° C using a thermal chamber. The cells were held at this temperature from 15 to 25 minutes 
in order to allow homogenization. Once homogenized, the crew removed the cells from the 
thermal chamber and placed them on a backlit holder for observation using a stereo microscope 
during cooling. The microscope was outfitted with a video camera. The camera image was 
displayed on a laptop computer screen within the shuttle middeck area and was downlinked to 
the ground to permit simultaneous observation by the investigators. Twelve sample cells, with 
compositions covering the miscibility gap were processed. 

Results and Discussion 

Coupled Growth in Hypermonotectics. Several difficulties were encountered during processing 
of the CGH samples during the LMS mission. The first difficulty concerned a thermal gradient 
in the flight furnace that was substantially lower than that observed using the engineering model 
of the furnace. This reduced thermal gradient is expected to have a detrimental influence on the 
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ability to maintain a stable solidification front, especially for the highest composition alloy. 
Another difficulty involved the loss of data telemetry from the AGHF during processing of the 
18.5% In alloy. Unfortunately, there is no data recording capability within the AGHF facility, so 
all data on furnace position and sample temperatures were lost for this sample. 

Radiographic analysis of the flight and ground based samples (see Figures 1 & 2) revealed the 
presence of several significant Bized voids in two of the flight samples. In addition, the carbon 
springs had been destroyed in several samples when the aluminum-indium alloy leaked past the 
piston into the spring area. The voids that were present were undesirable for several reasons. 
First, voids provide free surfaces, which, with the high thermal gradients in this experiment can 
allow surface tension induced flow and undesirable mixing in the sample. There is also a 
potential problem with inconsistency in the growth conditions along the sample. The voids will 
obviously change the local cross-sectional area of the sample and result in local variations in 
both thermal gradient and growth rate. These variations in local conditions will make analysis of 
the results much more difficult. 

One of the first questions being addressed in this study concerns the source of the voids. This 
information is especially important since additional flight experiments are planned. As a result, 
the primary focus of this project to date has been on determining the source of the voids. Dr. 
Witold Palosz at the Marshall Space Flight Center has been using a specially designed apparatus 
to determine residual gas content in fused silica ampoules used in semiconductor processing. Dr. 
Palosz's approach has been to break open an ampoule in a small vacuum chamber and determine 
the gas composition by slowly lowering the temperature and monitoring pressure changes. By 
noting the temperatures at which pressure drops occur (due to condensation) it is possible to 
identify the gases present. 

A typical pressure vs. temperature plot obtained from the residual gas in an AIN flight ampoule 
is shown in Figure 3. This figure also contains calibration curves for nitrogen (open circles) and 
carbon monoxide (open triangles) which are the most difficult gases to distinguish by this 
technique. Compositional analysis of the gas obtained from the flight ampoules revealed that a 
significant amount of nitrogen was present in all cases. Preliminary indications are that carbon 
monoxide was also present in two of the ampoules. However, additional calibration runs are 
necessary to verify the presence of carbon monoxide. Work is continuing in this area. 

Wetting Characteristics of Immiscibles. In the WCI glovebox investigation, a real-time video 
downlink was made available during the cooling phase for each sample to permit observation of 
the results and facilitate crew/investigator interaction during processing. The field of view was 
set so that events at the gasket edge could be observed. The magnification of the microscope 
was initially set so that the width of the video frame was approximately hnm. 

The first cells processed were those which were high in glycerin content. In the 70-55wt% GL Y 
samples, succinonitrile-rich droplets appeared to nucleate more or less uniformly throughout the 
cell without preferential nucleation on the gasket. While droplets were found at the gasket 
surface, the contact angles were relatively high ("=45°). However, dramatic changes took place 
when the glycerin content was lowered slightly. 
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Figure 3. Pressure vs. temperature variations during a typical residual gas analysis. The open 
circles represent a nitrogen calibration curve while the open triangles represent a carbon 
monoxide calibration curve. The temperature scale covers a range of roughly 20K to 120K. 

Cahn's analysis of wetting in immiscible systems indicates perfect wetting is anticipated between 
one of the immiscible liquid phases and a solid surface for compositions near the center of the 
miscibility gap. The range over which this perfect wetting occurs is anticipated to vary with the 
alloy systems and with the solid surface. For the system under study it appears this transition 
occurred somewhere between 55 and 50wt% GL Y. 

During cooling of the 50wt% GL Y sample, events that were within the field of view appeared to 
be very similar to those observed previously. However, when the field of view was moved in 
order to scan around the perimeter of the cell it was apparent that the succinonitrile-rich liquid 
had accumulated around the edge of the cell in many locations. Contact angles approaching zero 
were observed in many areas and a film of succinonitrile-rich liquid was present in some 
locations, as shown in Figure 4. 

It is unfortunate that the events of interest for this sample took place outside the field of view of 
the microscope. It would have been most informative to observe these events in order to 
determine if preferential nucleation took place at the gasket surface or if the film formed due to 
droplet migration alone. The next sample processed (45wt% GL Y) exhibited similar behavior to 
the 50wt% GL Y sample. Unfortunately, this sample had started to degrade due to the unusually 
high cabin temperature during this mission. As a result, there are too many unknowns to permit 
a sound analysis of this sample. 
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Figure 4. Perfect wetting of the Teflon® gasket in a succinonitrile-55wt% glycerin sample 
processed in the microgravity glovebox during USMP-4. 

The remaining samples (most of which had a longer shelf life) were on the succinonitrile-rich 
side of the miscibility gap. Therefore, during cooling these samples all formed glycerin-rich 
droplets in a succinonitrile-rich liquid. In all cases the glycerin-rich droplets did not perfectly 
wet the Teflon® gasket. This non-wetting behavior permitted the formation of a uniform 
dispersion in most of these samples. 

The last sample processed contained the least amount of glycerin (15wt% GL Y) and exhibited 
unanticipated behavior. Samples of this composition had always produced a fairly uniform 
structure when processed on the ground. However, during micro gravity processing, droplets of 
the glycerin rich liquid appeared to move away from the gasket surface yielding a small droplet­
free region. It is assumed this behavior resulted because the glycerin rich droplets were 
completely non-wetting on the gasket surface. 

Summary 

To summarize our fmdings to date, three immiscible aluminum indium samples were 
directionally solidified during the LMS mission. Two of these samples contained voids that 
were sufficient in size to modify the solidification parameters locally during processing. In 
addition, the aluminum-indium alloy leaked past the uppermost piston in two of the flight 
ampoules and one of the ground based ampoules and destroyed the carbon spring. Most work to 
date has concentrated on identifying the gas present in the voids in order to help determine their 
source. Residual gas analysis revealed that the voids contained primarily nitrogen with some 
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ampoules also containing smaller amounts of another gas, which, at this stage is thought to be 
carbon monoxide. Additional testing is being carried out to verify this finding. 

Twelve samples in the transparent model system, succinonitrile-glycerin, were processed during 
the USMP-4 mission in the fall of 1997. A transparent cell assembly was utilized to permit 
direct observation of the events taking place. Sample compositions covered the majority of the 
composition range of the miscibility gap. A small composition range was identified in which the 
cell gasket surface was perfectly wet by the minor liquid phase. This perfect wetting led to the 
formation of a film of the minor phase along the perimeter of the cell. This behavior may 
explain difficulties encountered by some investigators in producing a uniform dispersion in 
micro gravity processed immiscible alloy systems. An unexplained observation was made at one 
of the composition extremes where droplets were found to move away from the gasket surface 
leaving a depleted region during processing. Further analysis of the data is underway. 
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Introduction 

The objective of this study to detennine the influence of convection on the morphological stability 
of the solid-liquid interface during directionalsolidificationin irnmisciblesystems. Recent findings,2 
indicate that gravity level has a dramatic influence on the structure obtained during directional 
solidification in these systems. Evidence from ground based experimentation by the investigators 
indicates this variation in microstructure may be due to fluid flow which occurs on both a 
microscopic scale at the solid-liquid interface and on a macroscopic scale during the solidification 
process. I-3 The overall fluid flow generatedappears to reduce the stability of the solidification front 
during coupled growth influencing the development of desired fibrous microstructures. 1-4 

This study combines observations made utilizing transparent metal-analog systems with a detailed 
analysis of fluid flow on a microscopic and macroscopic scale. One segment involves a theoretical 
analysis to determine the anticipated fluid flow at the solidificationfront. Another segment involves 
experimentation to either verify or disclose weaknesses in the theoretical portion of the analysis. 
The findings will make a significant contribution to a better understanding of the role of fluid flow 
on steady state solidification and coupled growth in immiscible alloys. 

Background 

It should be theoretically possible to process a hypennonotectic alloy under conditions that would 
result in coupled growth between the L2and SI phases. l

-
s Solidificationunderthese conditions result 

in an aligned fibrous microstructure consisting of fibers of the L2 phase in a higher volume fraction 
than that found for the monotectic composition. The composition variations and temperature 
gradients during solidificationof a hypennonotectic sample could be maintained such that the liquid 
temperature never fell into the region ofliquid immiscibility. As a result, the primary phase, which 
is L2 in this case, would not fonn in advance of the solidification front and the sedimentation 
problems usually associated with processing hypennonotectic alloys could be avoided. 1-4 

Unfortunately, alloys processed under conditions which should easily result in morphological 
stability and a macroscopically-planar solidification front usually do not produce the desired 
microstructure. 1-4 A simple analysis reveals that steady-state directional solidification in a 
hypermonotectic alloy results in a composition profile that causes the liquid density to increa~ with 
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distance from the solidification front. This variation can lead to convective instability. 

L1 
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Figure 1. Schematic of the solidification front observed during coupled Sl-L2 growth ill 

hypermonotectic samples. 

Recent results indicate a strong dependency of the microstructure on gravity level and thus 
convection during processingl.2. Low-gravity conditions obtained using NASA's KC-135 zero-g 
aircraft resulted in the formation of an aligned fibrous microstructure during directional solidification 
of metallic samples, while a less desirable, dispersed microstructure was produced duringthehigh-g 
(l.8g) portions of flight. These results support the hypothesis that the breakdown of coupled 
growth is due, at least partially, to buoyancy driven flows. 

Development of the Model 

The first step in development of the model involves determining the temperature and solute 
distribution in the liquid at the solidification front, which must be done both on a microscopic and 
macroscopic scale. Figure 1 shows the typical structure at the solidification front which is being 
utilized as a starting condition for the modeL Obviously, the thermal and solutal fields will lead to 
density variations in the liquid which will tend to drive convection. The model under development 
takes into account the microscopic density variations in the liquid between the fibers at the 
solidification front and the macroscopic density variation brought about due to the generaldepletion 
of solute in advance of the solidification front for a hypermonotectic alloy. 

F or growth of a bulk sample of hypermonotectic composition, two distinct length scales appear, 
namely, the interrod spacing, which is of the order of micrometers, and the sample size, which is of 
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the order of centimeters. We are initially considering these as separate problems, and will only 
attempt to study their interaction after a thorough understanding of each is developed. For growth 
at the monotectic composition, the central problem is understanding the microscale phenomena, 
while for growth at hypermonotecticcompositions, there is the possibility of bulk convection which 
may disrupt the coupled growth of composite structures. 

At the micro scale level, the coupled growth of a monotectic has many similarities with the coupled 
growth ofeutectics. Recently, the theory of coupled eutectic growth, which is based on thelackson 
and Hunt theory, 6 has been extended by numerical computations 7 and the underlying assumptions 
have been elucidated.8 

-10 Initially, we extend the Jackson-Hunt eutectic theory to monotectic 
growth. While the basic geometry of eutectic and monotectic growth are similar, in eutectic growth 
it is an excellent approximation to neglect diffusion in the two solid phases. For monotectic growth, 
one of the phases formed is now a liquid and diffusion is clearly important in this phase. II In 
addition, in monotectic growth there is a fluid-fluid interface which can give rise to fluid flow driven 
by gradients of surface tension. 

On the macroscopiclevel,except for growth at the monotecticcomposition, the solute concentration 
changes from approximately the monotecticcomposition at the interface to the bulk composition far 
from the interface. To treat the macroscopic flow problem, we propose to average over the 
microscopic features. Basically, this will provide boundary conditions at the interface, which will 
differ from the single phase problem, but will allow us to treat the bulk flow using methods 
previously developed. 12 Such calculations would determine the processing conditions, namely, 
temperature gradients, growth velocity, and bulk composition, necessary to avoid the onset of 
thermosolutal convection. For hypermonotectic compositions sufficiently far from the monotectic, 
the system will be convectively unstable. We have begun use of a finite element code to model the 
fluid flow in the unstable regime. Such calculations provide flow velocities and determine macro­
segregation during monotectic growth. The further development of this model will lead to a better 
understanding of the relative significancrof the factors effectingsolidificatiorun immisci blesystems. 

ExperimentalVerification 

Experimentation is being carried out for verification of the model. Directionalsolidificatiorus carried 
out using a temperature-gradient-stage microscope and is archived using time-lapse video tape 
recording. This approach facilitates determination of the flow velocities for comparison with 
velocities predicted from the model. The succinorutrile-glycerol(CH2CN)r(C)Hs(OH))) system is 
being utilized for this study. Polystyrene microspheres will be used in some of the cells as tracer 
particles to monitor flow. 

Initial experimentation was carried out with very small cell spacings (approximately 101-1m). It was 

felt that the small spacing between cell walls would result in a very large damping effect on fluid 
flow. In addition, the first sets of experiments are being carried out using a horizontal (i.e. flat) cell 
orientation in order to minimize gravity driven flow during processing. This approach permits an 
estimation of the influence of surface tension driven flow on the solidification process without the 
added complication of extensive bouyancy driven flow. Interface stability has been obtained in 
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hypermonotectic samples for this thin, horizontally oriented cell configuration (see Figure 2). In 
addition, several interestingo bservations have been made concemingsurface tension driven flow and 
Marangoni droplet migration when the interface is marginally unstable (see Figure 3). Small scale 
mixing due to surface tension driven flow is obvious under these conditions. 

Figure 2. Interface stability during directional solidification of a hypermonotectic succinonitrile­
glycerol sample. 

Figure 3. A marginally unstable solidification front obtained during directional solidification of a 
hypermonotectic succinonitrile-glycerol sample. 
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After the influence of these surface tension driven flows are understood and documented, the cell 
orientation will be changed to allow normal vertical directional solidification. After results are 
obtained for a small cell spacing, the cell thickness will be increased slightly in order to decrease 
damping and the experimentationrepeated. Close attention will be paid to any changes in fluid flow 
resulting from the reduced damping. The thickness of the cells will be systematically increased and 
the effect of reduced damping quantified. The resulting increase in fluid flow is expected to 
eventually lead to disruption of the coupled growth process at the solidification front. 

Summary 

This study will investigate the influence of fluid flows on processes at the solidification front and 
the structures obtained during directionalsolidificationofimmisciblealloys. The first portion of the 
investigation involves the development of a model describing fluid flow during the solidification of 
immiscible materials. Another portion of the project involves experimentation designed to test the 
ability of the theoretical model to predict fluid flow in samples processed under one-g conditions and 
the effect of this fluid flow on sample morphology. Fluid flow will be regulated through the use of 
thin sample cells that will help damp fluid motion. The findings from this study will result in a 
dramatic improvement in the level of understanding of immiscible alloys and the influence of fluid 
flow on the coupled growth process. 
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Abstract 
The control of the microstructures of lightweight polymers, polymer blends, polymer-metal 
composites, and amorphous metals depends in large part on the procedures by which these 
materials are created and on an understanding of the nucleation and growth mechanisms 
underlying these procedures. We are further developing a novel approach for producing 
lightweight, foam structures - Dynamic Decompression and Cooling (DDC) - and using this 
approach for systematically providing data to new models for the underlying nucleation and 
growth mechanisms. 

DDC involves heating and mixing polymer (and/or other source) materials under pressure in the 
presence of a volatile phase. Non condensable gas super-pressurizes the mixture. The rapid 
decompression of this mixture results in the boiling of the volatile phase (aided by the 
supersaturation of the non-condensable gas) , and the cooling of the melt due to latent heat of 
vaporization of the volatile phase. The result is a solid, open-foam structure of low density 
possessing microstructures that differ greatly from those commonly found in polyethylene and 
polypropylene foams commercially available. The reasons for the difference stem from the 
greatly different nucleation and growth mechanisms as compared to extruded foams. 

These mechani ms are shrouded in the complexity of the process. In particular, there are several 
nucleation and growth mechanisms occurring in a short period of time. Upon decompression, 
there is sLlpersaturation of the non-condensable gas and superheating of the volatile phase. 
Bubble nucleation and growth follow, controlled by evaporation of the volatile phase and 
diffusion of the non-condensable phase. Supercooling of the melt occurs as the volatile phase 
takes its latent heat of vaporization from the melt. Growth is dependent on transport properties 
including the temperature-dependent viscosity and heat conductivity. Solidification mayor may 
not involve a latent heat of fusion depending on whether crystallization occurs or an amorphous 
phase is formed. 

In order to understand these nucleation and growth mechanisms, we must be able to vary the 
operating parameters over a wide range, and we must be able to follow the transient process in 
detail. Therefore, we shall use high speed video to record the process, which occurs in a fraction 
of a second, and to in trument the cell to record the time-dependent temperature and pressure in 
the mixture as it is decompressed. This data will provide input to the theoretical formalism, and 
will complement post-analysis data ranging from mechanical testing to electron micrographs and 
x-ray diffraction. We shall document the conditions at which the structure of foams changes 
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from closed cell to open cell, and we shall correlate microstructure with nucleation and growth 
mechanisms. 

The microgravity environment may aid in providing idealized conditions for such tests. In 
particu lar, phase separation, and layering and stratification effects are minimized so that uniform 
initial states can be achieved prior to decompression. Also, non-uniform heating produces 
convective effects that are absent in zero-g, allowing for the study of transient processes and the 
resulting foams , which should be isotropic. These considerations are especially important when 
considering polymer blends and polymer-metal composites intended for high temperature 
applications (e.g. significantly above 200°C) because of phase separation and density 
stratification effects. Ground-based studies will provide a baseline for future microgravity work. 

Motivation to understand mechanisms underlying foam production 
Although polymer foams have been manufactured for decades and the state of the art in the 
production of polymer and polymer blended foams is advanced in many respects J, models of the 
nucleation and growth processes that allow for the accurate prediction and control of both the 
microstructure and the macrostructure (e.g. foam cell size and other characteristics) have been 
conspicuously absent, and empiricism has dominated. We are left with a number of unanswered 
questions. The primary one has to do with the development of an understanding of the 
underlying nucleation and growth mechanisms in the generation of crystalline polymer foams. 
Whereas much has been done in industry to apply closed cell foams, their appears to be far less 
known about open cell foams produced by highly transient processes . The micro-structures and 
morphologies of such foams possess many intriguing properties, which may lead to practical 
applications of new materials, if the process can be controlled. 

Recent applications of DDC to polymer foams 
Our most recent work has focused on polymers. Experimental work has proceeded with 
polybutylene terephthalate (PBT) and polyolefins, polyethylene and polypropylene (PE and PP). 
Wherea earlier work focused on immiscible droplet dispersions as the blowing phase, the 
current work has employed various organic solvents, which have neglibile solubility of the solid 
phase at room temperature, but which dissolve into the polymer at the melt temperatures of the 
respective materials and at elevated pressures which prevent the volatile phase from boiling until 
rapid decompression. 

We have begun with PBT because it has become an important engineering thermoplastic polyester 
for many applications requiring good solvent resistance, mechanical properties, dimensional 
stability, and good processability.2 It has a relatively high crystallinity (60%), which is hard to 
suppress by conventional cooling methods even though it has a glass transition temperature above 
room temperature (Tg= 67 oC).3,4 High crystallinity means relatively low impact resistance and 
toughness, which excludes PBT from some important applications, such as automobile body 
panels. 

We have also begun with PE and PP, because they are the world's most widely used polymers for 
numerous appl ications, and have a large potential market as lightweight cellular plastics due to 
excellent chemical and physical properties and low price. 5 Like many crystalline 
thermoplastics, PE and PP are difficult to produce as highly expanded cellular materials by 
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conventional foaming processes. 6 A sharp decrease of their viscosity over a narrow 
temperature range above the melting point makes expansion hard to control. In addition, the 
rapid crystallization rate and relatively slow cooling rate for the bulk polymer lead to the 
collapse of cell structure in the stabilization phase of the expanded polymer. Although this 
processing difficulty is eliminated by crosslinking PE before the foaming process, the need for 
expensive processing techniques has caused the cost per unit volume to exceed that of low 
density polystyrene CPS) and polyurethane foams. 7

,8 Dow Chemjcal developed "Ethafoam" 
polyethylene foaming technology (without crosslinking) in the 1960s9

, and has been improving 
the technology by altering the blowing agents from chlorofluorocarbon (CFC) to isobutane since 
th 10 II en. , 

We have processed PBT, PET, HDPE, LDPE, LLDPE, PP resins as well as PBT/PP and 
HDPE/PP blends in our DDC apparatus. All resulting materials are open, porous and 
interconnected foams with a density as low as 10% of the original resins. They readily modify 
the toughness and strength of the original polymers. Preliminary examination of the processed 
materials by SEM show a variety of foam structures with fibers, granules and sheets quite 
prevalent. We summarize some of the microstructures observed for PBT, HDPE and PP in Table 
1. Specific data of micrographs follow. 

Table 1: Microstructures Observed in Initial Polymer Studies 
Polymer resin original density foam density microstructure 

(g/cm3) (g/cm3) (SEM imaging) 

PBT 1.310 0.13-0.26 fibers, granules, sheets 
HDPE 0.955 -0.08 sheets, granules , ribbons 

network, multi lamellas, 
mushroom-like crystals 

PP 0.900 -0.08 sheets, multi lamellas, 
granular film 

SEM imaging description 
Figure I shows the basic micro tructures of PBT foams produced by the DDC process using 
chloroform 11S blowing agent. In figure la, we see a band of thin fibers with diameter as small as 
100 nm, indicating that the pol ymer chain orientation is involved in the process. In figure lb, 
we see granular aggregates with a diameter of several micron. There are pores as small as 
micron in the aggregates. This structure looks somewhat like that of phases separated from 
polymer solution. In figure I c, we see the fiber web combined with some granules. This is 
very unusual structure, which is ideal to enhance the foam strength, but hard to imagine how the 
structure was generated. In figure ld, we see a curved fiber which corresponds to one part at 
failure after ten ile deformation. The specimen i drawn at room temperature (below Tg of 
PBT). The fiber is extended and necked with drawing. After fajlure, the internal stress drjves it 
to shrink. 

Figure 2 shows orne unique microstructures found for HDPE, PP and PP/PBT blended foams 
produced from the DDC proce s. In figure 2a, we see the folded sheets (HDPE foams) 
composed of multilayers with different end edges on the surface of the sheets. Each thin layer is 
polyethylene lamellae. The multilamellar structure looks like polyethylene hedrites grown from 
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a supercritical solution 12 but with much condensed geometry. In figure 2b, we see mushroom­
like structures for HDPE foams. These order structures are polyethylene crystals but are not the 
same as usual polyethylene spherulites grown from a melt. In the figure 2b, we also see ribbon 
networks in the background. They are not totally amorphous because HDPE has as high as 
90% crystallinity, and the mushroom-like crystals are clearly grown from them. Note that all 
these regular structures are generated in the DDC transient process. In figure 2c, we see the 
granular sheets for PP foams . The granules are regularly arranged in the sheets. In figure 2d, 
we see the folded sheets structure for PP/PBT (80/20) blended foams. Although many 
microstructures are observed for either PP or PBT foams, we do not see them for the blend. This 
indicates that homogeneous mixtures may be generated by DDC process, even though PP and 
PBT are not miscible by conventional thermal/mechanical mixing. 

Questions posed by initial nne tests with polymers 
DDC can produce lightweight polymeric materials with a variety of microstructures. Although 
we can produce a variety of microstructures by the DDC process, we do not understand the 
nucleation and growth mechanisms involved in the foaming process. How are microstructures 
generated in the transient DDC process? This essential question is being addressed through 
experimental and theoretical studies of nucleation and growth mechanisms in polymer foam 
synthesis using DDC. A better understanding of the underlying processes should permit some 
degree of control of the microstructure for a variety of applications. 

Nucleation and growth modeling 
The nucleation and growth process that is being developed assumes crystalline polymers. 
Instead of exploiting the glass transition temperature of a polymer to freeze in the foam structure, 
the process operates above the crystalline polymer's melting point. The initial state is a solution 
of polymer and a volatile solvent. As decompression is effected above the boiling temperature of 
the solvent, the solvent nucleates gas bubbles , which then grow and cool the solution. When the 
solution enriched in polymer is cooled below the crystallization temperature, nucleation of 
polymer crystallite begins. This process thus involves the nucleation and growth of bubbles, 
which induce the nucleation of polymer crystallites, followed by simultaneous growth of bubbles 
and crystals. The rationale for using this double nucleation and growth process is that, 
depending on the type of solvent used al,d the decompression schedule, the microstructure of the 
crystalline polymer (such as percent crystallinity or the distribution of grain orientations and 
grain sizes) within the microcellular foam structure may also playa role in determining the final 
property of the foam . To successfully model this process from a fundamental point of view, a 
large number of parameters are required to calculate the nucleation and growth rates of both the 
gas bubbles and the polymer crystals, which must be coupled thermally by heat flow calculations 
and chemically by diffusion calculations. The details of the nucleation and growth modeling are 
described in detail in the proposal submitted to NASA. 

Broad parameter study of polymer foam synthesis 
The materials that result from the DDC process have very complex structures both in cell or pore 
macrostructures and in microstructures, which may, in some instances, follow a fractal growth 
mechanism. Our challenge is to produce a particular structure by systematic variation of 
processing parameters. At our disposal for variation are: polymer material (including blends), 
blowing material (various solvents and/or immiscible dispersions) , mass fraction of blowing 
material, non-condensable gas pressure (beginning and end), initial starting temperature (above 
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melt temp. or somewhat below). We are focusing on the following systems: PE, PP, PBT, 
PBTIPP blends, PE/PE blends, and PP/metal alloy blends. 

Apparatus Characteristics and Capabilities 
It is clear that if the theoretical modeling of nucleation and growth in this very complex system is 
to provide useful predictions, there must be specific data provided to the model from our 
experimental program. The heart of the experimental apparatus is a pressure cell in which the 
ingredients can be added, heated under pressure, stirred, and decompressed. A pressure cell 
(1500 psi max pressure) will host the polymer composition. The heating (and cooling) will be 
done actively by circulating a temperature-controlled hot oil (e.g. silicone oil) through a sealed 
copper tube wrapped around the bottom of the container holding the melt and blowing matterial. 
(Alternatively, we will use resistance heating and fluid cooling.) The bottom of the container will 
be aluminum or aluminum-clad to aid in thermal conduction. The upper portion of the container 
will be glass or quartz, for viewing purposes. Just prior to decompression , the fluid circulating 
though thi s system will be switched to a cold, low viscosity fluid in order to remove heat from 
the container so that reheati ng effects are minimize, preserving the sample. Instrumentation to 
measure the temperature and pressure as a function of time, as well as to film at least the initial 
stages of decompression, will permit real-time pressure measurement in the cell as a function 
time, real-time temperature in the melt as a function of time, filming and light scattering, 
measurement of liquid-vapor interfacial tension, and inferred properties such as the liquid-solid 
interfacial tension . Post-test di agnostic measurements will include optical microscopy and SEM, 
x-ray diffraction , thermal analysis (DSC), thermal mechanical analysis (TMA), mechanical 
properties analysis, and surface properties-BET. These characterizations wi ll not only allow us 
to understand the process of microstructure formation for this dynamic process, but also help us 
to infer areas of poss ible app lication for these unique materials . 
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Introduction 

Ostwald ripening (coarsening) involves the growth of large particles at the expense of small ones in 
a polydisperse array. The driving force for coarsening is the reduction of interfacial area, hence 
energy, that accompanies growth as solute atoms are transported by diffusion from small to large 
particles. The theory of diffusion-controlled coarsening by Lifshitz and Slyozovl and Wagner 
(the LSW theory) predicts that the average radius, (r), of the particles in the minor (dispersed) 
phase increases with aging time, t, according to the familiar kinetic law 

(1) 

where (ro) is the value of (r) at the onset of coarsening (t = 0) and k is a rate constant. There is al­
ways a small decrease in the residual supersaturation, Xa - Xae, with t during coarsening, where 
Xa is the average solute concentration in the continuous (ex) phase at t. and Xae is the solute con­
centration at thermodynamic equilibrium. Xa - Xae obeys the asymptotic relationshipl 

(2) 

where K is another rate constant. 

The LSW theory was formulated for an infinitely dilute dispersion, i.e. one for which the volume 
fraction,f, is zero, strictly speaking. The theory must therefore be modified in some way to ac­
count for the fact that in any system in whichf is finite there must be diffusional interactions, or 
overlapping diffusion fields, that affect the rate at which individual precipitates grow. Also, when 
fis large physical encounters among the growing particles can become important. Considerable 
theoretical effort has been directed towards finding a quantitative solution to this problem. The dif­
ferences among the theories and the extent to which they have succeeded in predicting the effect of 
f on coarsening behavior have been reviewed3

-
5

. All theories predict that finite f accelerates the 
growth rates of individual particles because the diffusion distances decrease as f increases. The 
temporal dependence of (r) is unaffected by f, but k in equation (1) must be replaced by kf = kF(j), 
where F(j) is a function off that depends on the particular theory [in the LSW limitf = 0 and F(O) 
= 1. There is also an effect off on K, such that K becomes Kf = krl(f.(u»)3, where f. is the capillary 
length, (u) = (r)/r* and r* is the radius of a particle that is neither growing nor shrinking at time t 
(in the LSW theory (u) =1, i.e. r* = (r»). Whenf> 0, (u) < 1; the extreme value6 of (u) in the limit 
f= 1 is (u) = 8/9. 

Ostwald ripening has been intensively investigated in solid alloys in which the dispersed phase is 
coherent with the continuous phase. Coherency introduces the issues of the influence of elastic 
energy on the morphology of individual particles and spatial correlations among groups of precipi-
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tates. The motivation for investigating coarsening in liquid systems is that the underlying assump­
tions of the LSW theory are ideally fulfilled when the continuous phase is a liquid. In a liquid ma­
trix the particles of the dispersed phase, be they liquid or solid, are usually spherical in shape, and 
both the continuous and dispersed phases are free of the internal stresses that complicate Ostwald 
ripening of coherent precipitates in solid systems. Furthermore, since all the theories predict that 
k(f) increases most rapidly withfwhenfis small « 0.05), quantitative evaluation of the different 
theories is, in principle, best accomplished by experiments on specimens containing relatively di­
lute dispersions. Microgravity is essential for successfully conducting experiments on liquid-based 
dispersions because differences between the mass densities of the continuous and droplet phases 
induce particle motion due to gravity-driven sedimentation forces. 

Experimental Approach 

Dependence of Electrical Resistivity on Solute Concentration 

Experiments on coarsening in liquids under micTogravity conditions can yield a much greater 
quantity ofreliable data if the investigation does not rely exclusively on post-mortem metallo­
graphic examination. This is because of the difficulties involved in quenching-in the coarsened 
"microstructure" from the liquid state without di sturbing it during solidification. Preserving the as­
coarsened, predominantly liquid, two-phase structure must become increasingly difficult as f de­
creases, which is unfortunate because the regime of smallfis the desired one for experimentation. 
The objective of this research is to investigate coarsening by continuously monitoring the electrical 
resistivity, P, of the liquid as a function of t. The scientific basis for this approach is the depend­
ence of P on Xa.. In principle, P is affected by both the precipitate and matrix phases in any two­
phase alloy, but for a dilute dispersion of spherical particles in the limit of smallf, the resistivity of 
the two-phase alloy is given b/ 

_ ( 3/ ) P=Pm 1+2 . 

where Pm is the resistivity of the continuous (matrix) phase. When P depends linearly on Xa., 
which is often the case for dilute solutions, we can write 

Pm - PA = KXa., 

(4) 

(5) 

where PA is the resistivity of the pure solvent (A) and K is a cal ibration constant. Therefore, when 
fis very small P = Pm, which then depends uniquely on Xa.. 

There are two factors th at can influence the accuracy of the data. One is a potential limitation im­
posed by the physics of the coarsening process itself and the other is a limitation associated with 
temperature control. Using values of the parameters relevant to the coarsening of liquid Pb in Zn at 
450 °C publi shed by Knei ssl et al. 8

, and taking (u) = 1, it can be shown that K = 1.34 x 1013 s- l. 
This value of K is 9 to 12 orders of magnitude larger than those typical of solid systems9

. Such a 
large value of K implies that between 10 and 1000 s, the concentration of Pb in solution can be ex­
pected to decrease by "" 1.53 x 10-5, i.e. by only about 15.3 appm at 450 °C. The changes in sol­
ute concentration accompanying coarsening in liquids will generally be the order of tens of parts 
per million! Using data on the variation of P with solute concentration in liquid Zn-Pb aUoyslO, the 
resi stivity can be expected to change by 0.027 nQ·m between 10 and 1000 s at 450 °C. Changes 
this small are measurable, in principle, using modern instrumentation, and variations much smaller 
than this should be detectable. However, the temperature coefficient of P of liquid metals is very 
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large, and without a unique experimental arrangement, the expected temperature fluctuations during 
normal temperature control would completely eliminate any chance of measuring the changes in p 
estimated above. 

There are therefore 2 formidable challenges to the successful execution of this research project. 
One of them is the design and implementation of a containerless method of measuring p, which 
involves measuring the change in inductance of mutual inductance coils; several such methods are 
in use today ll.15. The other is the design of a furnace that meets the criteria of extremely small 
temporal fluctuations and small temperature gradients. We believe we have succeeded in designing 
and constructing a novel furnace that fulfills the necessary objectives. It is described in the fol­
lowing section. 

Furnace Design 

The major positive progress to date is the successful design and construction of a novel furnace 
consisting of heating elements placed in the interior of a water-cooled jacket. It is depicted sche­
matically in Fig. 1 (not to scale). The jacket is constructed from concentric quartz tubes, 450 mm 
long, and configured so that water flows in the 6 mm wide channel between them. The outer di­
ameter of the larger outer tube is 18 mm, while the inner diameter of the smaller inner tube is 10 
mm. The heating element is nichrome wire 0.32 mm in diameter, insulated using AI20 3 tubes 0.8 
mm in outer diameter and attached to another quartz tube with an inner diameter of 3 mm; it is this 
tube that is intended to contain the specimen during an experiment. The continuous wire strand is 
parallel to the axes of the water-cooled tubes, and the entire assembly fits comfortably inside the 
inner water-cooled tube. The method of "winding" is non-inductive. However, the temperature 
gradients are extremely sensitive to the geometry of the insulation used between the heating ele­
ments and the inner water-cooled tube. A satisfactory configuration was attained by trial and error 
using thin rings of Al20 3 spaced at different intervals; it is shown in Fig. 2. The temperature pro­
file inside the furnace, measured with an Al rod inserted in the interior, i also shown in Fig. 2 at 
two different levels of temperature resolution. It is evident that the gradients have been reduced so 
that the maximum variation along a length of slightly less than 200 mm does not exceed ±O.5 °C 
when the average temperature inside the furnace is 552.6 0c. Even these gradients could undoubt­
edly be reduced by minor adjustments of the positions of the thin Al20 3 rings or the introduction of 
several new ones. Attaining the operating temperature requires a power input of only ~22S Watts 
(150 V DC at ~ 1.5 A). Temperature measurements over a period of 6 h indicate a temperature 
fluctuation of only ±O.S °C using a Sorensen DCR-B 300-9B power supply with voltage stability 
of 0.1 % for 8 h after warming up for 30 min . This furnace design meets all the requirements for 
conducting the proposed coarsening experiments, and its only shortcoming is its relatively large 
outer diameter, which limits the size of the induction coil and hence the filling factor for the in­
duction measurements. 

While the design of the furnace is disarmingly simple, the effort required to produce the tempera­
ture profile shown in Fig. 2 proved extremely formidable. The initial design used a double-helical 
coil of nichrome wire wound directly on the tube housing the specimen. The double-walled cham­
ber surrounding the tube was only 10 mm in diameter. This design minimizes the diameter of the 
entire assembly, thereby maximizing the filling factor for the induction coils in the bridge circuit, 
which improves the sensitivity of the electrical measurements, in principle. However, it proved 
impossible to control temperature fluctuations along the length of the furnace because they were 
extremely sensitive to the spacings of the individual wires in the double-helical arrangement. It 
proved impossible to adjust the local spacings of the windings in such a way that the variation of 
temperature along the length would vary by less than ± 25 °C. Initial experiments using vacuum 
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between the double-walled quartz chamber, rather than water-cooling, were also a failure. After 
considerable effort the initial design was abandoned in favor of the one depicted in Fig. 2. The 
temperature profile for the design in Fig. 2 is highly sensitive to the geometry of the insulating 
material placed between the heating element and the concentric water-cooled quartz tubes. Many 
combinations of wall thi cknesses and lengths of the insulating material were explored before ar­
rivin g at the one shown in Fig. 2. 

There are other parameters associated with the design that have not been varied, so their influence 
is unknown . In particul ar, the flow rate of the cooling water is 0.1 lis and its temperature is 13.8 
0c. The cooling water supply ori gi nates from the recirculating water system on the UCLA cam­
pus, and would certai nly have to be repl aced by a much smaller one for use in a non-terrestrial en­
vironment. We have also not yet explored the temperature range over which the furnace can oper­
ate, but the power input required to reach an operating temperature of 500 °C is easily attained with 
the stabilized power supp ly currently in use. 

Design of the Bridge Circuit 

Electrical resistivity will be measured using an induction bridge circuit, one leg of which contains 
the ac tive specimen and the other leg a dummy specimen maintained at exactly the same tempera­
ture. The composition of the dummy specimen will be chosen to match , as closely as possible, that 
of the liquid matrix of the actual specimen so that the output of the bridge circuit will be as sensitive 
as possible to changes in solute concentration of the matrix of the active specimen. The output of 
the bridge circuit should therefore depend only on the difference in concentration between the ac­
tual and dummy specimens, and should be unaffected by small temperature fluctuations since both 
the actual and dummy specimens are always at exactly the same temperature. The frequency of the 
bridge circuit will be chosen so that the res istance of the bulk liquid is measured , rather than the 
surface resistance, but it is no t difficult to show that the skin depth exceeds a typical specimen di­
ameter (e.g. 2 mm) at readily access ible freq uencies (- 10 kHz). 

A sensitive lock-i n ampli fier manufactured by Stanford Research , Inc. has been purchased for de­
tecting the small changes in mutual induction that obtain when the concentration of solute in the 
matrix changes with aging time durin g coarsening. Mutual induction coils have been wound, and 
experiments are in progress to measure the sensitivity of the bridge circuit. In experiments to date 
the circuit we have constructed is easily balanced to within about 300 n V at f = 10 kHz. The signal 
generated when a rod of a solution-treated 6xxx Al alloy is inserted into the furnace is about 650 
n V. For the chosen configuration length and di ameter of the primary and secondary coils, number 
of turns, input voltage and frequency, the observed sensitivity is inadequate for conducting the ex­
periments on coarsening. We have not attempted to optimize the myriad parameters affecti ng the 
sensitivity of the bridge circuit, so much work in this area remains to be done. However, the 
bridge circuit has been tested with the furnace heated to -553 °C, and the response is identical to 
that when the furnace is cold, indicating that there is no interaction between the heating elements 
and induction coils. 

Summary 

A small, novel furnace has been designed , constructed and tested. It is, in principle, suitable fo r 
conducting experiments on coarsening of "droplets" in liquid metals using a contactless method of 
measuring the change in electrical resistivity of the specimens during coarsening of the dispersed 
droplets. However, the circuitry necessary for successfully carrying out the experiments has not 
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been satisfactorily built. It is not known at this stage whether it is possible to design and construct 
a bridge circuit with the necessary sensitivity. 
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Figure 1. Schematic cross-section of the furnace , illu strati ng its essential details. 
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Figure 2. Photograph of the furnace heating element. When inserted into the water-cooled hous­
ing, which is 18 mm in diameter (see Fig. 1) and heated using a power-input of -225 W , the re­
sulting temperature profile is as shown in the graphs above the photo. The white features distrib­
uted along the length of the element are the Al20 3 rings shown schematically in Fig. 1. The ends 

of the nichrome heating wire are visible at the left of the photo. 
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Chemical Vapor Deposition at High Pressure 
in a Microgravity Environment 

Sonya McCALLA, Klaus BACHMANNA, Stacie LeSUREA, Nkadi SUKIDI A,B 

and Fuchao W ANGA 

In this paper we present an evaluation of critical requirements of organometallic chemical vapor 
deposition (OMCVD) at elevated pressure for a channel flow reactor in a microgravity 
environment. The objective of using high pressure is to maintain single-phase surface composition 
for materials that have high thermal decomposition pressure at their optimum growth temperature. 
Access to micro gravity is needed to maintain conditions of laminar flow, which is essential for 
process analysis. Based on ground based observations we present an optimized reactor design for 
OMCVD at high pressure and reduced gravity. Also, we discuss non-intrusive real-time optical 
monitoring of flow dynamics coupled to homogeneous gas phase reactions, transport and surface 
processes . While suborbital flights may suffice for studies of initial stages of heteroepitaxy 
experiments in space are essential for a complete evaluation of steady-state growth. 

1. Objectives and Approach 

The overall objective of the work described in this paper is to extend chemical vapor deposition to 
super-atmospheric pressure. The specific objective of the experiment in space is to provide 
conditions of laminar flow for the evaluation of the validity of selected process models and input 
parameter sets that are needed for analysis and control of chemical vapor deposition at elevated 
pressure. The motivation for extending chemical vapor deposition to high pressure is to maintain 
stoichiometric single phase surface composition of materials that are characterized by large 
decomposition pressures at their optimum elevated processing temperatures. An example is 
indiumnitride, which under conditions of conventional OMCVD at subatmospheric pressure, is 

limited to processing temperatures < 823 K 1) . This restriction limits the control of formation and 
propagation of extended defects in this material, and is one of the reasons why at present, confined 

GaxIn l-xN heterostructure devices (e.g., diode lasers2) do not include indium-rich compositions. 
This in turn restricts quantum well depth and thereby the accessible color range. Here we focus 
onto deposition temperatures ~ 900 K, requiring nitrogen pressure ~ 100 atm to suppress surface 

decomposition3). Since at p ~ 100 atm the mean free path becomes comparable to molecular 
dimensions interactions between reactive gas phase constituents are inevitable. For growth of InN 
we select trimethylindium (TMI) and ammonia as source compounds, which decompose in the hot 
vapor atmosphere in the vicinity of the heated substrate. Therefore, without special preventive 
measures , interactions of reactive decomposition products of source materials in the vapor phase 
are likely to occur. Thus homogeneous gas phase nucleation of InN particles above the hot 
substrate becomes possible, competing and interfering with nucleation and well defined growth of 
InN epitaxial films on the substrate surface. In order to avoid this problem separately controlled 
flows of TMI and ammonia or hydrazine are injected into the reactor in a timing sequence that 
assures maintainance of their separation by plugs of pure nitrogen carrier gas, as illustrated in Fig. 
1. Thus indium and nitrogen precusors to growth never exist simultaneously in the vapor volume 
above the substrate. A special problem of group PI-nitride epitaxy is the absence of lattice 
matching substrates, resulting in strained layer overgrowth. Thus far SiC and sapphire are the 
most widely used substrate materials for group III nitride growth to which we add for InN 
heteroepitaxy GaP coated silicon as a possible alternative. 
A Department of Materials Science and Engineering, North Carolina State University , Raleigh, NC 27695, U .S.A. 
B Present Address: Motorola Company, Mesa, AZ 85202, U.S.A. 
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Figure 1. Schematic representation of channel 
flow at center line velocity Uo across heated 
substrate S, employing plugs of source vapor 
(TMI and NH3 or N2H4) separated by plugs of 
pure N2 gas; RF rf coil, G SiC coated graphite 

susceptor. 

For GaP heteroepitaxy on silicon substrates we have developed pulsed chemical beam epitaxy 
(CBE) using p-polarized reflectance (PRS) for real-time optical process monitoring and 

triethylgall ium (TEG) and tertiary-butylphosphine (TBP) as source vapors4)-7). Here we focus 
onto recent results concerning initial stages of heteroepitaxy that, in conjunction with theoretical 
predictions of gas phase kinetics, help in estimating the time requirements for the envisioned 
experiments. Figure 2 shows PRS intensity as a function of time for three experiments employing 
continuous flow of TBP and pulsed flow of TEG at 0.3 s pulse width at 0.2 Hz repetition rate. 
Three distinct stages - verified by atomic force microscopy and high resolution cross sectional 

transmission electron microscopy studies8) - are observed: 

(i) In the initial incubation period of length t ~ 'ti surface reactions result in gradual build-up of 
products of source vapor decomposition on the surface of the silicon substrate. During this stage 
no structure coinciding with the arrival of the TEG pulses exists in the PR signal. 

(ii) Once the critical supersaturation for nucleation of GaP islands is reached steps in the PR 
signal are observed, coinciding in time with the arrival of TEG pulses, and indicating GaP 

nucleation and island growth on the silicon surface 5), 8). 

(iii) At t = 'th the contributions to the PRS signal-associated with the early stages of nucleation 
and overgrowth that are described by effective medium theory-join smoothly into the slow 
oscillations in reflectivity-associated with interference of partial waves reflected at the ambient/film 

and filmlsubstrate interfaces4) for steady-state growth of a contiguous GaP film. 
In view of efficient heat transfer from the hot susceptor and substrate surfaces to the vapor phase at 
high pressure, homogeneous gas phase reactions replace pyrolysis of source vapor molecules on 
the substrate surface under conditions of CBE. 
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Figure 2. P-polarized reflectance as 
function of time for growth of GaP 

on Si(lOO): T}=350oC, T2=420 °C, 
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Calculations of the fall-off curves for unimolecular rate constants on the basis of Rice-Ramsperger-

Kassel-Marcus theory9) predict at - 100 atm pressure and T ::::: 900 K faster group ill alkyl 

decomposition rates than observed under the conditions of CBE5). Also, the flux reactive 
molecular fragments instead of intact source vapor molecules to the surface at higher temperature 
than accessible under conditions of low pressure growth can be expected to result in faster kinetics 
of surface reactions, surface transport and incorporation of constituent atoms into the lattice of the 
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nuclei and, in later stages, of the growing epitaxial film. Of course, diffusivities decrease with 
increasing pressure. However this is compensated, in part, by access to higher temperature, which 
increases transport rate, and, in part, by the possibility to sustain at high pressure steeper 
concentration gradients. Therefore, we expect that short periods of time will suffice for studies of 
incubation and nucleation, which thus can be addressed on suborbital flights . Such studies are 
important since both type and distribution of defects in the epitaxial film are determined during 

initial stages of island growth prior to coalescence8). However, a complete investigation, including 
steady-state growth, takes substantially longer uninterrupted experiment time than accessible with 
suborbital flights, that is, requires access to an experiment in space. 

2. Need for Processing at Reduced Gravity 

A necessary condition for realizing pulsed high pressure OMCVD is the absence of contamination 
of the flow by buoyancy-driven recirculation, which would result in mixing of the separately 
injected plugs of source vapors. Based on results of simulations of flow for a variety of reactor 
geometries we conclude that channel flow at high center-line velocity indeed eliminates residual 

buoyancy driven recirculation for Richardson number Ri == Gr/Re2 » 110). Gr and Re stand for 
the Grasshof and Reynolds numbers, respectively. This sets a lower limit for flow velocity, lui » 
(zog~i1T) 1/2 and consequently a lower limit for Re = p I u I zolr), where zo, g,p,~, 11 and i1T refer 
to the characteristic channel dimension, length of the gravity vector, gas density, volume expansion 
coefficient, dynamic viscosity and temperature difference across the channel, respectively. At p ~ 

100 atm for a conventional reactor design (see section 3) Re > 104 on the ground, which makes 
onset of turbulence likely. Turbulent flow involves interactions between many degrees of freedom 
over wide ranges of spatial and temporal scales and thus cannot be adequately simulated with 
present computer technology. Attempts have been made at reducing complexity by eliminating 
inessential degrees of freedom, e.g., on the basis of observations of organized structures (eddies) 

in turbulent flows at low Re I1 ). Proper orthogonal decomposition (POD)12), in particular, 
represents the fluctuating velocity field u(r,t) by the sum over a denumerably infinite set of POD 

modes {cp}m)(r)} that are functions of position r = ciri + cjrj + ckrk and are weighted by 

random coefficients elm(t) that depend on time t. The POD modes are mutually orthogonal 

eigenfunctions of two-point correlation tensor Rij(r,r') = <ui(r)u/(r'», where subscripts refer to 
components parallel to basis vectors ri, rj and < > represents an averaging operation. The set 

{A(m)} of eigenvalues associated with {cp}m)} is ordered so that A(P) > A(q) for any pair of 

integers p < q. For specific cases of low Re channel flow it has been shown 13) that major parts of 
kinetic energy and turbulence generation can be captured by a limited set of low order modes 

cp(m). However, the same set may not represent other properties of the flow, that is, a substantial 
number of POD modes may be required for adequate representation . Although significant progress 
has been made during the past decade with regard to direct numerical simulations of turbulent 

flow I4), their viability for simulations of heteroepitaxy presently is not assured, since local 
variations in reaction rates, associated variations in composition, and localized 
generation/consumption of heat result in a strong interdependence of the evolutions of turbulent 
flow and heteroepitaxial growth. For the e reasons, it appears prudent to address this problem as 
far as possible experimentally, so that future progress in computational methods can be tested 
against experimental results. Reliable results can be obtained by experimentation at reduced 
gravity, where the flow velocity needed for suppression of buoyancy driven recirculation and 
thereby Re are reduced. Thus laminar flow conditions can be realized for high pressure OMCVD 
processes. In this case, the coupling to chemical reactions and transport can be simulated reliably 
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on the basis of known physico-chemical models with proven mathematical methods and validated 
by experiment. 

3. Description of a Ground-Based Reactor 

Figure 3 shows a photograph of the reactor section of a high pressure OMCVD system for 
ground-based studies at relatively low pressure ( p ~ 7 atm) constructed at North Carolina State 
University. The innermost reactor shell R is made from fused silica, and is mounted on base plate 
B. Under operating conditions R is sealed in pressure bearing stainless steel second confinement 
shell C (raised in Fig. 3 for installation of R). Active controls are provided for a selected small 
pressure differential between inside and outside of R and for the absolute pressure inside C. The 
design provides for flexibility in the evaluation of variations in reactor geometry by exchange of 
fused silica reactors without need for changes in pressure bearing parts of the system. For real-time 
monitoring of growth rate, and of changes in surface composition due to sequential pulsed 
exposure of the hot surface to TMI and NH3 or N2H4 we have made provisions for p-polarized 
reflectance spectroscopy (PRS), that is, admission of a chopped p-polarized laser beam through a 
window on the perimeter of C and tube 1 and recovery of the reflected beam through tube 2 for 
phase sensitive detection by a photodiode outside C. In order to establish pulsed exposure of the 
substrate surface to precursors to growth at high pressure, flows of source vapor/carrier gas 
mixtures are either directed into the run line connected to entrance tube 3 on R or into a vent line 
bypassing R. When a source vapor is added to the run line flow a matching flow of nitrogen carrier 

Figure 3. Photograph of the 
reactor section of a high pressure 
OMCVD system. 

gas is subtracted from the run line flow and redirected into the vent line. Thus the total flow 
through the reactor remains unchanged. The gas flow is passed over the substrate wafer mounted 
on a susceptor in vertical fused silica tube 4 attached to R, so that the wafer surface is flush with 
the bottom channel wall and the susceptor is located inside single-turn rf-coil RF. Waste products 
are exhausted through tube 5. Errors in positioning S, resulting in a step in the bottom of the 
channel at the location of the substrate wafer, or irregularities in the channel side walls, can trip 
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eddies in the flow even at low Re. This is demonstrated in Fig. 4 by flow visualization using 
injection of smoke. 

Figure 4. 
Visualization by 
smoke injection of an 
eddy marked E in a 
flow of nitrogen 
through R in x­
direction for Re = 300 
near a large irregularity 
in channel sidewall W. 

Therefore, even under the conditions of low Re flow localized flow instabilities can exist that are 
likely to affect process uniformity. In order to prevent this problem and to verify laminar flow 
conditions, improvements of reactor design and characterization of the flow dynamics as part of 
the experiment are necessary requirements. 

Figure 5 shows the design of a prototype high pressure reactor for work at reduced gravity and has 
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Figure 5. Schematic 
representation of a reactor 
for high pressure OMCVD 
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the following improved features: absence of purge flows perturbing the channel flow and 
composition of the nutrient phase in the vicinity of the substrates, pairing of heated substrate 
prisms that are incorporated into the top and bottom channel walls achieving high symmetry, and 
continuous cross section of the channel from entrance to exit ports of the reactor. 
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Introduction 

The experimental determination of transport properties such as diffusivities and conductivities is 
often contaminated by buoyancy-driven convective effects. The accurate determination of 
transport properties requires convective flow velocities to be eliminated or significantly 
suppressed. This is generally not possible under terrestrial conditions. While it can be argued 
that mass diffusivity measurement techniques such as nuclear magnetic resonance and inelastic 
neutron scattering, that probe rapid molecular motion , are insensitive to convective contributions, 
they are not as precise as macroscopic, averaging techniques . However, all macroscopic 
measurement techniques yield diffusivity data prone to be contaminated by gravity-driven 
convection. The use of narrow capillaries to suppress convective transport has suggested poorly 
understood wall effects. Magnetic fields, widely used for suppressing convection in conducting 
liquids , modify the diffusive motion itself. Earlier liquid (metal) diffusion studies conducted on 
spacecraft have demonstrated the gain in precision resulting from the drastic reduction of 
convection in a low-gravity environments. 

Simple scaling illustrates the difficulty of obtaining purely diffusive transport in liquids. 
In a system of diffusivity 10-5 cm2/s and a typical diffusion distance of 1 cm, the characteristic 
diffusion velocity is of order 10-5 crn/s . Hence, if true diffusion is to be observed, convective 
flow velocities parallel to the concentration gradient must be of order 10-7 crnlS, i.e. 10 A/s, or 
less! Thus, in liquids, the attainment of diffusion-dominated transport over macroscopic 
distances at normal gravity is obviously not a simple task. This is illustrated by modell ing 
results [1] for diffusive-convective transport in capillaries with realistic thermal boundary 
conditions , which indicate that temperature nonuniformities as low as 0.1K, across samples of 
mm dimensions, are sufficient to cause convective domination of transport. Numerical 
modelling results from our research indicate that at the high magnetic fields necessary to 
decrease the convective flow velocity of 1% of the diffusive velocity, a similar, significant 
influence on the diffusive motion will occur. 

Thermal diffusivity measurements in melts are also prone to be contaminated by 
convective contributions. The use of small measuring volumes increases the likelihood that 
asymmetries and imperfections in the measurement apparatus itself leads to errors . The use of 
larger cell volumes on the other hand is prone to result in convective contamination . These 
problems can be especially troublesome with II-VI semiconductors, since their thermal 
conductivity is smaller than that of typical container materials. Levitated drop techniques offer 
little relief of this problem due to the high vapor pressure of II-VI compounds. Modelling of 
these convective contributions is at best problematic since the assumptions for estimating or 
modelling these contributions depends on ground-based data already influenced by convection. 
The above analysis can be applied to thermal diffusivity and/or conductivity measurements as 
well, although the requirements are not quite as stringent as for mass diffusivity [2,3] . Assuming 
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a thennal conductivi ty of 0.0108 W-cm/K (CdTe) the melt thennal diffusivity is 0.010 cm2/s. 
Then for a 1 cm cell , convective velocities need to be less than 0 .0001 cm/sec to obtain precise 
thennal diffusivity values. Earlier liquid thennal conductivity/diffusivity studies conducted on 
spacecraft have demonstrated the gain in precision, and lower absolute values, resulting from the 
drastic reduction of convection in a low-gravity environments [2]. 

Diffusivity and thennophysical properties for the tellurium based II-VI binary 
semiconductors (CdTe, HgTe and ZnTe) have been studied quite extensively in the solid state. 
However, for the molten state only few values exist, and the temperature dependence is 
practically unknown. We wi ll extend our presently employed "novel" diffusivity technique to 
the 

• measurement of binary- and (selected) impurity- diffusivity in melts of Te-based II-VI 
compounds over a temperature range approximately 100 °C above the melting point. 

In additi on, we will measure the fo llowing interrelated thennophysical parameters: 

• densi ty change on melting and the vol ume expansion coefficient of the melt for pure and doped 
materials, 

• melt thennal conductivity and thennal diffusivity. 

Mass diffusivity measurements 

For our MSAD funded proposal to study self-diffusion in molten melts we choose a 
di rect or tracer technique utili zing a mathematical algorithm developed by Codastefano [4]. Our 
experimental hardware was designed to accommodate this mathematical algorithm. This 
technique had previously not been applied to liquids , particularly for diffusivity measurements at 
several temperatures in a single experiment run. This approach is particularly suited to the 
limited availability of experi ment time on space flights. Diffusivities are deduced in-situ and in 
real-time from consecuti ve concentration profiles obtained from radioisotope emjssion using a 
multiple detector arrangement. Two detectors are positioned symmetrically about the half-length 
Ll2 of the capillary ; where the location of the detectors is determined by the sample length at the 
Cindi vidual) measurement temperature . However, by a judicious choice of detector positions, 4 
detectors (2 high, 2 low) may be used for measuring the diffusivity at several temperatures. At 
peri odi c time intervals, the acti vity is simultaneously monitored at the two locations. A single 
temperature hardware unit utilizi ng this approach to measure diffusion coefficients in molten 
indium metal has flown under NASA sponsorship on a MIR flight. The self-diffusivity values 
we have measured both on the ground and in space are among the lowest values reported for this 
material. 

T he ce ll to be used for di ffusion measurements is schematically shown in the Self-diffusion 
in Liquid Elements paper in this vo lume. A small section of activated materials (typically 1 mm 
long) is pl aced in an ampoule with a precast, nonradioactive, section (29 mm long, 3 mm <1» of 
the diffusion matri x material. Please see table for the isotopes to be used. A plunger, spring [19] 
and screw cap are then added to complete the final ampoule assembly . T he ampoule is then 
placed in a metal cartridge (stainless steel ) and welded closed. 

T he completed cartridge is then positioned in the concentric isothennally heater liner/shield 
with holes that act as col limators . After melting, as the radiotracer diffuses through the sample 
its' photon predominately escape though the precisely positioned collimation bores in the sides 
of the liner/shi eld. The di ffusion of the radiotracer is monitored in real-time by a series of 
CdZnTe detectors with their assoc iated electronics. TTL pulses from the radiation detectors are 
di spl ayed and recorded for later data analysis . 
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Since, in this method, the diffusivity determination does not depend on any particular initial 
condition the sample temperature may be changed at any time. Estimates of the time necessary 
at each temperature are precalculated. However, in actual practice, the sample temperature is 
changed from preliminary analysis of the displayed data. 

The three compounds to be used in these studies are CdTe, HgTe, and ZnTe. The radioactive 
tracers of the U-VI elements , to be used in the binary and ternary-dopant (at 5 or 10 mole% 
deviations from stoichiometry) diffusivity measurements are listed in the Table below. In 
addition, we will determine the diffusivity of widely used, extrinsic dopants at concentrations of 
about 0.1 %. Their radiotracers are also listed in the Table. 

Radiotracer Half-life [days] Photon Energies eke V] 

Te-(l23-131) 120 (ave) 27, 160 

Zn-65 244 1115 

Hg-203 46 279 

Cd-l09 464 24, 88 

In-114m 50 24, 190 

Ag-IIO 250 22, 657 

Au-195 183 65,98,120 

Cu-67 62 184 

Thermal conductivity and/or diffusivity measurement 

Both these parameters will be determined a small graphite cell which is schematically 
shown in Figure 1. A CdTe melt (1-5 cm)) is contained in the crucible with a spring-loaded [19] 
graphite plunger to assure good thermal contact with the melt. The cell/material is isothermally 
heated to the measurement temperature using a close-fitting heatpipe arrangement. The input 
energy is transmitted to the graphite cell via a silica optical fiber coupled to a argon laser (not 
shown). The shape of the cell will be optimized for maximum sensitivity, thus the "H" shaped 
depicted in Fig. 1 may not be the final configuration. Depending on whether the thermal 
conductivity or diffusivity is to be measured, this input is pulsed or cw, respectively. 

The temperature measurement system for this cell consists of a series of fine blackbody 
optical fibers with associated (commercial) electronics, with a temperature resolution of 0.01 °C. 
The use of blackbody optical fibers represents a major improvement in the resolution of 
temperature measurement [5-8] . Blackbody optical fibers are capable of temperature resolutions 
of 0.01 °C at l200°C with a repeatability of 0.05% or 0.6 °C at 1100 °C [9].The final position of 
the optical fibers' location will be chosen after numerical modelling of the conductive/convective 
heat transfer in the cell ; therefore the positions shown here are for illustration only. 

We wi II determi ne the thermal conducti vi ty and di ffusi vi ty for the three Te-based 
semiconductors and with various impurities starting at 10 mole%. If no effect is noticed at this 
concentration we do not plan to determine either with lower impurity concentrations. 
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Figurel. Cell for determining thermal conductivty 

Thermal and solutal expansion measurements 

The additional thennophysical parameters that we propose to determine, the melt volume 
expansivity, the volume expansion on melting, do need not be measured in a low-gravity 
environment. These parameters are important in establishing a data base for modelling of heat and 
species transport. In addition they are necessary for establishing the correct sample length for our 
mass diffusion measurements . It should be noted that although various authors typically cite 
individual different references for each of the thennophysical parameters discussed in this 
proposal, most of these can be traced back to a single source [10]. The values given there 
determined by dilatometry or hydrostatic weighing, with a total error of 1.5% for the density (5.67 
gm/cm3 at the mp) . At the same time, however, this group reported a melt volume expansion 
coefficient of 2 x 1O-5/K and a density change on fusion of 0.4%; i.e., in both cases the 
measurement error exceeds the measured change by several hundred percent! Thus, obviously, 
more definitive values need to be determined. With respect to thermal diffusivity only one 
reference is known for either pure CdTe [11] or HgTe [12], in both only two measurements were 
conducted and with the author in [11] noting a large discrepancy in the between the data sets. 
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The thermal and solutal expansion of solids and nonreactive liquids, at temperatures below 
about 600°C, is readily measured by X-ray diffraction [13] or "pycnometric techniques [14,15], 
respectively. For higher temperature melts thermal expansion measurement by X-ray absorption is 
accurate to better than 1 % [16-18]. However, for reactive liquids, such as the Te-based 
semiconductor alloys, with their low reported thermal expansion coefficients of 2 x 1O-5/K [10], 
the X-ray absorption or pycnometric techniques do not provide sufficient resolution. However, 
surfaces of these materials reflect visible light. Therefore, we plan to measure the thermal and 
solutal expansion of these melts with an interferometric technique, see below. 

The thermal expansivity of CdTe, ZnTe and HgTe melts will be determined via an optical 
reflection (interference) technique. A collimated He-Ne laser beam will be reflected from the melt 
surface and recombined with a reference beam to set up an interference fringe pattern. Changes in 
the position of the melt surrace will be determined by a counting the shift of the fringes. Changes 
in position of the melt surface not due to thermal expansion of the melt will be detected by 
reflection of part of the beam from a reference mirror. From the corrected fringe count, the known 
mass of the sample and the geometry of the ampoule, the thermal expansivity of the melt can be 
readily evaluated. 

In the high temperature setup, we have to expect severe beam distortions. Hence, we 
assume that the resolution for surface displacements will be limited to one fringe shift. For typical 
dimensions of sample and ampoule, this results in a resolution for volume changes of 0.001 %, 
compared to the 1.5% of the earlier determinations [5] discussed above. We are also investigating 
the use of a "low-coherence" length laser source. This would allow us to decrease our sensitivity 
to 0.1 %, which may be more reasonable for these systems. 

Bubble formation within the melt may lead to fringe shifts. For instance, the formation of a 
100 mm bubble is sufficient to cause one fringe shift. We assume that will either rise to the 
surface, causing a sudden (detectable) shift in the fringes, or remain entrapped in the melt. 
Trapped bubbles will result in some detectable hysteresis. 

We will determine the expansion coefficient for the three Te-based alloys, undoped and 
with a selection of dopants (Section 3.1) starting at 10 mole%. 

Density change on melting 

The density change on melting will be determined in the "T"-shaped silica glass cell 
schematically shown in Fig 2. This cell consists of a reservoir for the alloy ("" 1 5 cm3

) and an 
upper arm ("" 5 cm3

) with optical windows. After inserting the sample, the cell will be backfilled 
with xenon prior to sealing. A heatpipe will be used to achieve the best possible temperature 
uniformity. 

As schematically shown in the figure, an optical beam will be passed times through the 
upper arm of the cell to set up an interferometric fringe pattern. On sample melting, the 
compression of the xenon gas will change the effective optical path length in the gas. This leads to 
a shift of the interference fringes. For a total optical path length of 5 cm and a practical ratio of 
sample volume to cell volume, again assuming that detectable path length changes are limited to a 
whole fringe shift, this arrangement results in a resolution for density changes of 0.03 %. The 
earlier determinations discussed above had a resolution of 1.5%. 
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Figure 2. Cross section of cell for determining volume change Oil melting 
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With increasing conceptual insight into transport and segregation in solidification and 
crystal growth , reliable data for diffusivities in liquid metals and semiconductors have become 
essential for guidance in process development. However, at this point even self-diffusion in 
elemental liquids is not well understood, let alone binary diffusion. In particular, there is little 
insight into the temperature dependence of diffusivities, D(T) , and its correlation to the 
temperature-dependent structure of the liquid. Although various theories for D(T) have been 
developed over the years, the uncertainties associated with most diffusivity data are too large to 
allow for an unambiguous evaluation of these theoretical models. Currently, the differences 
between several theoretical predictions are often less than those between different sets of data for 
the same system. In addition , most D(T) data are limited to relatively narrow ranges in 
temperature beyond an element' s melting point. Hence, for both theoretical and technological 
developments , there is a clear need for diffusivity measurements of improved accuracy and 
precision over wide temperature ranges for a variety of elements. 

In the planned space experiments , the self-diffusivities of select liquid elements will be 
measured. A technique will be used that yields diffusivities at several temperatures with one 
sample. Thus , wide temperature ranges can be covered with a small number of samples. In this 
approach, which circumvents solidification of the diffusion sample prior to the concentration 
profiling, the evolution of the concentration distribution of a radiotracer is followed in real time 
using two pairs of radiation detectors. Furthermore, by employing an isotope which emits photons 
at (two) sufficiently different energies, transport in the bulk of the sample and near the container 
wall will be distinguished. 

The scientific objectives of the proposed space experiments include the 
• accurate measurement of self-di ffusivities over a wide range in temperature in elements 

selected for their class-like liquid structure properties ; 
• interpretation of the measured diffusivities in terms of diffusion mechanisms and associated, 

temperature-dependent liquid structures; and 
• quantification of the "wall effect" believed by some to contaminate diffusivity measurements 

in capillaries. 

In the following we cover selected topics that either were not addressed during the 1996 
Microgravity Materials Science Conference, or have been completed following this Conference. In 
December of 1997 the Science Concept Review was held for SDLE. We successfully passed that 
review. Additional tasks assigned by the Review panel will be addressed in the next Conference 
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proceeding. 

Background 

For this research to study self-diffusion in molten melts we choose a direct or tracer 
technique utilizing a mathematical algorithm developed by Codastefano [1]. Our experimental 
hardware was designed to accommodate this mathematical algorithm [2]. This technique had 
previously not been applied to liquids , particularly for diffu ivity measurements at several 
temperatures in a single f'xperiment run. This approach is particularly suited to the limited 
availability of experiment time on space flights. Diffusivities are deduced in-situ and in real-time 
from consecutive concentration profiles obtained from radioisotope ernis ion u ing a multiple 
detector arrangement. Two detectors are positioned symmetrically about the half-length Ll2 of the 
capillary; where the location of the detectors is determined by the sample length at the (individual) 
measurement temperature. However, by a judicious choice of detector positions, 4 detector (2 
high, 2 low) may be used for measuring the diffusivity at several temperatures. At periodic time 
intervals, the activity is simultaneously monitored at the two locations. A single temperature 
hardware unit utilizing this approach to measure diffusion coefficients in molten indium metal has 
flown under NASA sponsorship on a MIR flight. The self-diffusivity values we have measured 
both on the ground and in space are among the lowest values reported for this material. 

Application of technique to indium-terrestrial and low-gravity results 

Experimental runs were performed at a single temperature as a verification of the method 
and hardware, both on Earth and aboard the space station Mir. In the ground-based tests we also 
investigated the effect of the initial source activity levels on the signal-to-noise ratio. To ensure 
mission success the hardware for these measurements included a backup set of detectors placed 
180° from the primary set (left/right detectors). All experiments were run until diffusantlemitter 
uniformity was obtained throughout the sample. Typically this requires 100 hours at the low 
temperatures used in the e experiments. 

The first ground-based runs were performed at temperatures near 200 °C. In addition to 
verifing viability of this technique for liquid diffusion measurements, these runs established tha 
approximately 1 mCi of ource activity would be sufficient for our experiments Radiation counts 
were taken continuously and summed every 10 seconds. Diffusant source parameters and apparent 
diffusivity results are summarized in Table 1. 

Table 1. Summary of ground-based results at 200 °C. 

Self-diffusivities in indium [10-5 cm2/s] 

Source activity Left detectors Right detectors 

[/-lCi] 190 keY 24 keY 190 keY 24 keY 

53 2.44±0.16 (3.74)* (only one pair used) 

75 2.60±0.17 2.47±0.16 2.64±0.17 2.43±0.16 

150 2.46±0.16 (3.69)* 2.46±0.16 (2.36)* 

600 2.14±0.14 2.16±0.14 2.21±0.14 2 .24±0.14 

5000 2.33±0.15 2.04±0.13 2.24±0.14 2.06±0.13 

* ground loop/stray capacitance problems: calibration shifts during experiment. 
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All three runs perfonned on Mir utilized samples with an initial activity of 1 mCi. In runs 1 
and 3 the Microgravity Isolation Mount (MIM) was operated in the latched mode, i.e., without g­
jitter isolation. Run 2 was perfonned with active isolation . . Unfortunately, due to hardware 
problems and time constraints, the planned defined input g-pulse runs were not carried out. The 
resulting apparent diffusivities are summarized in Table 2. 

Table 2. LMD Mir results. 

Self-diffusivities in indium [10-5 cm2/s] 

Run Temperature Left detectors Right detectors 

[0 C] 190 keY 24keV 190 keY 24keV 

1 (latched) 186.5 ± 0.8 1.99±0.13 2.07±0.13 1.98±0.13 2.06±0.13 

2(isolated) 185.0 ± 0.4 2.09±0.13 1.98±0.13 2.07±0.13 unusable 

3(latched) 186.5 ± 0.4 2.08±0.13 2.09±0.13 2.05±0.13 unusable 

Several aspects of these results are noteworthy. First, within the experimental uncertainty, 
the results are reproducible. Furthennore, the agreement between the left and right detector pairs 
indicates that at these low temperatures either convective transport contributions are insignificant 
or, less likely, affect the concentration distribution in the measurement plane rather symmetrically. 
The latter could result from a convection roll that is oriented nonnal to the plane of measurement. 

Another important result is that the data obtained in space and on Earth are essentially the 
same. However, what is important it the low scatter of the Mir-acquired data. It is significant to 
note that the 6 data sets (three runs, high and low energy for each run) are within one-half a 
standard deviation of each other. It is not surprising that the space measurements reveal no g-jitter 
effects; due to both the rather low value of g and the g-jitter on the Mir and the relatively high 
viscosity of the melt at the measurement temperature. 

Overall, these results are on the low end of the range of publi hed values for DIn (200°C) 
which are from (2.2 - 3.8 ) x 10-5 cm2/s. 

Several diffusion runs with indium were carried out. Each run covered three consecutively 
lower temperatures. The results are summarized in Table 3, together with the self-diffusivities of 
In measured by other authors [3-7] are plotted in Fig. 1. The wide scatter of the data well 
illustrates that diffusivities obtained in liquids at nonnal gravity are prone to be contaminated by 
uncontrollable convection. As emphasized for liquid diffusivity measurements by Verhoeven [8], 
any horizontal component of a density gradient result in convection without a thre hold. We have 
recently estimated convective contributions to transport in our experiment [9]. The numerical 
modeling results for self-diffusion in In at 730 °C in 30 mm long capillaries with 3 mm diameter, 
show that at nonnal gravity convective contributions become significant when an applied horizontal 
temperature non-uniformity 11Th exceeds 0.01 K. Often, flow due to horizontal density gradient 
can be reduced by keeping, as is the case in our experiments the top of the sample slightly warmer 
than its bottom. However, the above simulations [9] show that this can be rather ineffective and 
under certain conditions may even increase the apparent diffusivity. 
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Table 3. Apparent self-diffusivities obtained with indium at the two photon energies in four 

experiments. 

Temperature [0C] 190 ke V [ 105 D cm2/sec] 24 keY [ 105 D cm2/sec] 

800 9.84 ± 0.59 10.07 ± 0.61 

600 7.69 ± 0.48 8.02 ± 0.50 

400 5.25 ± 0.34 5.01 ± 0.34 

700 7.72 ± 0.47 -

500 6.20 ± 0.39 -

300 4.60 ± 0.33 -

900 8.95 ± 0.54 8.61 ± 0.52 

800 9.80 ± 0.59 10.16±0.61 

700 8.93 ± 0.55 9.62 ± 0.60 

900 11.75 ± 0.70 11.63 ± 0.59 

600 8.04 ± 0.49 8.09 ± 0.50 

300 4.54 ± 0.29 4.78 ± 0.3 1 

From the above, it is not surprising that our data show evidence of convection in the 
samples. For instance, the apparent D at 700 °C deduced from the 900 - 700 °C run is significantly 
higher than that of the 700 - 300°C run. This may be due to the longer time the first sample wa at 
high temperature before the measurement at 700 °C was made. Thus there was more time for 
convective contamination of the diffusive transport. Note however, that the uncertainties for the 
two measurements at 900 °C do not overlap. We assign this to convective contributions 

Finally, it should be noted that for all data, transport in the bulk of the sample and near the 

container wall were indistinguishable, i.e. , no 'wall effect' was detected. 
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Fig. 1. Experimental data for self-diffusivities in indium: CO) this work; C.&.) Foster and Reynik 

[6]; C~) Lodding [4]; ce) Mathiak et al. [5]; CVi') and CT) Carreri, Paoletti and Vincentini [3] with 

1.6 and 0.83 mm diameter capillary, respectively, C-) Oglobya, Lozovoi and Chumakov [7] with 

0.5 mm diameter capillary. 

Application of technique to tellurium 

We have applied the multiple temperature hardware to 123mTeffe over the temperature 
range 500-740 0c. The two samples investigated had activities of approximately 200 ).lCi and 
17 ).lCi, respectively. The diffusivity results for these experiments are shown in Table 4. Due to 
the low initial activity we were only able to measure at two temperatures in the first run and a single 
temperature in the second run. 

Table 4. Apparent self-diffusivities obtained with tellurium. 

Tempt~rature [0C] 159 keY [ 105 D cm2/sec] 27 keY [ 105 D cm2/sec] 

740 9.76 ± 0.59 9.60 ± 0.58 

580 5.82 ± 0.36 6.02 ± 0.37 

500 4.53 ± 0.28 4.26 ± 0.26 
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In comparison to the published values [10], our measurement at 500 °C produced a lower 
diffusivity. This can be attributed to less convective contamination of the transport using our 
technique. The two diffusion coefficients at 580°C and 740°C are the only existing measured 
values at higher temperatures. There is again no apparent difference between transport (diffusion) 
in the bulk and near the wall. Within this small data set there does not appear to be any abrupt 
change in diffusion at higher temperatures. This supports the gradual structural rearrangements 
noted in the neutron scattering data after the initial change at just above Tm. 

Determination of Collimator Geometry 

Geometric factors as well as radiation properties of the shielding material must be 
considered in optimizing the collimator geometry. Obviously, the radiation shield must be thick 
enough to absorb a large fraction of the radiation. Otherwise the detector signal is not 
representative of the radiation escaping through the collimation bores . Furthermore, due to the 
conical shape of the radiation beam transmitted by the collimation bore, rc's larger than the sample 
diameter will not result in a commensurate increase of the radiation dose received by the detector. 
These arguments are further complicated by the scattering of and fluorescence induced by the 
primary radiation [11]. Our samples C 14mln) emit about 95% gamma and 5% beta radiation, with 
the average beta energy in excess of 750 keY. Both cause fluorescence in the shield. In addition, 
gamma radiation is Compton-scattered in the shield and, in particular, upon grazing incidence on 
the collimator surface. Each scattering process reduces the energy of the radiation. Thus, multiple 
scattering and fluorescence can lead to photons that are counted in energy windows different from 
those corresponding to the primary photons and beta particles. 

We have experimentally investigated various collimator geometries for their effect on total 
radiation received by the detector. Hence, we used lead for the collimator optimization 
experiments, that were conducted at room temperature. Collimation holes of 1, 1.5 , 2 and 3 mm 
diameter were drilled into lead shields of 12.7, 25.5 and 38.3 mm thickness. A 3 mm diameter 
cylindrical radioactive indium sample was placed consecutively behind the collimation bores. The 
detector signals were energy-discriminated; see Sect. IV.C. Table 5 summarizes the results. The 
signal-to-noise ratio is defined as the signal amplitude obtained in the energy window (± 0.3 keY 
about the chosen energy) divided by the sum of amplitudes measured in all other channels outside 
the energy window . 

From these data, we can draw the following conclusions. Since the signal to noise ratio 
(SNR) for the 1 mm collimator hole is essentially 1, the smallest usable diameter is 1.5 mm. As 
expected, with the 3 mm sample diameter very little additional radiation is received on expanding 
the collimator diameter to more than 2 mm and, hence the SNR remains essentially unchanged or 
even decreases. Furthermore, the signal-to-noise ratio increases with the increase in the thickness 
of the radiation shield, from 12.7 mm to 25.5 mm, while a 38.3 mm thickness results in little 
further improvement. 
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Table 5. Signal to noise ratios obtained with various collimator geometries 

Diameter Lead Thickness S ignal/N oise Signal/Noise 

[mm] [mm] at 24 keY at 190 keY 

1 12.7 1.1 1.1 

1.5 12.7 1.4 1.25 

2 12.7 1.67 1.5 

3 12.7 2.1 2 .0 

1 25 .5 1 1 

1.5 25.5 1.6 1.6 

2 25 .5 2.0 1.8 

3 25.5 2.0 2.1 

1 38.3 1 1 

1.5 38 .3 1.9 1.5 

2 38.3 2.2 1.9 

3 38.3 1.7 2.2 

Copper, initially planned as the high-temperature radiation shield material, showed 
intolerably high fluorescence levels. For the actual high-temperature experiments, the radiation 
shield consisted of gold with a wall thickness of 15.5 mm. As calculated from absorption data 
[11], this wall thickness provides the same absorption for 190 keY photons as the 25.5 mm of lead 
used above. This results in an overall diameter of the radiation shield/isothermal liner of 41 mm. 
With this collimator geometry and 10 mm square detectors, the maximum distance between the 
outside edge of the collimator and detector must not exceed 30 mm if all radiation from the 
collimators is to be collected. 
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Introduction 
The vast majority of metallic engineering materials are solidified from the liquid phase. 
Understanding the solidification process is essential to control microstructure, which in turn, 
determines the properties of materials. The genesis of solidification is nucleation, where the first 
stable solid forms from the liquid phase. Nucleation kinetics determine the degree of under cooling 
and phase selection. As such, it is important to understand nucleation phenomena in order to 
control solidification or glass formation in metals and alloys. 

Early experiments in nucleation kinetics were accomplished by droplet dispersion methods [1-6]. 
Dilitometry was used by Turnbull and others, and more recently differential thermal analysis and 
differential scanning calorimetry have been used for kinetic studies. These techniques have 
enjoyed success; however, there are difficulties with these experiments. Since materials are 
dispersed in a medium, the character of the emulsion/metal interface affects the nucleation 
behavior. Statistics are derived from the large number of particles observed in a single experiment, 
but dispersions have a finite size distribution which adds to the uncertainty of the kinetic 
determinations. Even though temperature can be controlled quite well before the onset of 
nucleation, the release of the latent heat of fusion during nucleation of particles complicates the 
assumption of isothermality during these experiments. 

Containerless processing has enabled another approach to the study of nucleation kinetics [7]. 
With levitation techniques it is possible to undercool one sample to nucleation repeatedly in a 
controlled manner, such that the statistics of the nucleation process can be derived from multiple 
experiments on a single sample. The authors have fully developed the analysis of nucleation 
experiments on single samples following the suggestions of Skripov [8]. The advantage of these 
experiments is that the samples are directly observable. The nucleation temperature can be 
measured by noncontact optical pyrometry, the mass of the sample is known, and post processing 
analysis can be conducted on the sample. The disadvantages are that temperature measurement 
must have exceptionally high precision, and it is not possible to isolate specific heterogeneous 
sites as in droplet dispersions. 

Experimental Method 
Levitation processing of refractory materials in ultra high vacuum provides an avenue to conduct 
kinetic studies on single samples. Two experimental methods have been identified where ultra 
high vacuum experiments are possible; electrostatic levitation in ground based experiments and 
electromagnetic processing in low earth orbit on TEMPUS [9]. Such experiments, reported here, 
were conducted on zirconium. Liquid zirconium is an excellent solvent and has a high solubility 
for contaminants contained in the bulk material as well as those contaminants found in the vacuum 
environment. Oxides, nitrides, and carbides do not exist in the melt, and do not form on the 
surface of molten zirconium, for the materials and vacuum levels used in this study. 
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Ground based experiments with electrostatic levitation have shown that the statistical nucleation 
kinetic experiments are viable and yield results which are consistent with classical nucleation 
theory [9]. The advantage of low earth orbit experiments is the ability to vary the flow conditions 
in the liquid prior to nucleation. The purpose of nucleation experiments in TEMPUS was to 
examine the effects of fluid flow on nucleation. 

The primary evidence for a change in nucleation behavior is a shift in the mean undercooling. It is 
not necessary to know the functional fonn of the nucleation rate equation, or the operative 
mechanism to make the comparison of nucleation behavior under two different flow conditions. 
Simply stated, if the nucleation rate is different for two experimental conditions, then the parent 
distribution of nucleation events is different and the mean undercooling is different. 

Null hypothesis testing is used to determine if the difference in means of two samples reflects a 
significant difference in the means of parent distributions for two experimental conditions. Two 
sets of data (A and B) can be compared by analysis of means using the null hypothesis. 

The null hypothesis (Ho) is: 

The mean nucleation temperature in experiment A and experiment B are identical. 

and, the alternate hypothesis (HI) is: 

The mean nucleation temperature in experiment A and experiment B are different. 

If Ho is rejected and HI supported, then the means ofthe parent distributions are different and 
therefore the nucleation rate as a function of temperature is different. 

The central limit theorem states that the means of samples from a population will be distributed 
nonnally, even if the population is not nonnally distributed. Nucleation temperature 
distributions, particularly those at low activation energies, are not nonnally distributed. However, 
in invoking the central limit theorem, no assumptions about the underlying distributions are 
necessary, and the means of two samples can be compared by using Student's "t" distribution [10]. 

Results and Conclusions 
Statistical distributions of undercoolings were generated in "free cooling" experiments on 
TEMPUS. During free cooling the heater power is set to the lowest value, and the power input to 
the sample comes from the positioning field. One sample was repeatedly melted and cooled to 
freezing, holding all experimental variables constant except for the positioner power settings on 
cooling. Two different power supply settings were used; the lowest positioner power capable of 
stable positioning of the sample, and a high positioner power. The pure radiation cooling rate for 
this sample is 53Ks·I. At the low positioner power the cooling rate was 50Ks·I, and at the high 
positioner power the cooling rate was 48Ks·'. Fluid flow calculations for the lower positioner 
power indicate the undercooled liquid is in the laminar flow regime with flows of approximately 4 
cm S·I and Reynolds numbers of about 200[11]. Modeling is continuing to characterize the flow 
regime corresponding to the higher positioner power which is know to be greater than the low 
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power. The experiments were interspersed to minimize any effect of sample history on the 
companson. 

The distributions of under coo lings for these experiments and the nucleation kinetic fits are shown 
in figure 1. A t-test for mean undercooling at the 95% confidence level supports the null 
hypothesis and rejects the alternate hypothesis. These experiments revealed there is no significant 
change in the nucleation behavior in the range of flow conditions tested. 

The kinetic determinations made from the distributions, assuming the classical nucleation 
expression [12] are given in table 1. These kinetic determinations are consistent with ground based 
experiments on zirconium using the electrostatic levitator. The kinetic values are similar to those 
for arc melted samples, and are lower than the maximum values (~Tmean=348K, K,=1043

, 

~G*=88kT) obtained on a machined sample in the electrostatic levitator. The kinetic 
determinations are believed to be lower because of the temperature measurement uncertainty 
caused by sample translations on MSL-l. The maximum mean undercoolings from MSL-l scale 
to the maximum achieved in the ESL if volume and cooling rate are considered. 

Other experiments were conducted to determine the surface tension and viscosity of the 
undercooled melt [13 J, and to examine the heat capacity by noncontact modulation calorimetry 
[14] . To accomplish these experiments in the undercooled melt, the heater power was used to 
hold liquid samples at the desired temperature and pulsing or modulation of the heater was used 
to excite surface oscillations or to modulate the temperature of the sample. Experiments at low 
temperatures (and heater powers) were followed by free cooling to the nucleation temperature, 
which, in all cases was within the bounds of the distributions in the previous experiments. In 
experiments near the melting temperature, at heater voltages above 220 V, the undercooling of 
the samples was significantly limited as shown in figure 2. At 220 V heater the flows are estimated 
to be 50 cm S· I. Initial analysis by Hyers and Trapaga indicates that at these flows the dynamic 
pressure is equal to the static pressure in the samples, a condition which is known to cause 
cavitation in fluid flows [15]. The collapse of cavitation bubbles creates sufficient pressures to 
raise the melting point of the material through the Clapyeron equation such that nucleation of the 
solid occurs [16-18]. 

Additional evidence of nucleation by cavitation can be found in the modulation experiments. A 
compilation of specific heat/total hemispherical emissivity (Cp/E) determinations from the drop 
tube, electrostatic levitator and TEMPUS is shown in figure 3. The drop tube data was derived by 
measuring the release temperature of Zr pendant drops, the free fall time to recalescence in 
vacuum, and the nucleation temperature. In 135 experiments with masses around 0.23 g, the 
average ratio of specific heat to total hemispherical emissivity was 1.57 with a one sigma standard 
deviation of 0.03. In the electrostatic levitator, 332 cooling curves (four samples, mass range from 
0.013 to 0.057 g) were evaluated by a sliding boxcar fit of the cooling curves to the radiation 
cooling equation solving for Cp/E. The average value over the temperature range was 1.54 ± 0.12 
(1 a). The TEMPUS modulation Cp/E data falls within the bounds of these other determinations 
except for the experiment at the melting temperature. This determination is apparently 13-15% 
higher than the rest of the data. Other determinations indicate that there is no temperature 
dependence of Cp/E in the measured range and do not support the findings of the TEMPUS 

73 



modulation experiment at the melting temperature. In essence, the melting temperature data 
showed a smaller modulation in temperature for the applied power modulation. The temperature 
modulations in this experiment were 10K above below the melting temperature at a frequency of 
O.1Hz. A cyclic phase transformation including nucleation by cavitation and subsequent remelting 
provides a heat source during cooling and a heat sink during melting which explains the decrease 
in the temperature modulation around the melting point. This explanation is consistent with the 
above fluid flow calculations. 

These experiments indicate that fluid flow has no effect on nucleation until the cavitation 
phenomenon occurs, and that cavitation induced nucleation is responsible for limiting bulk 
undercooling in the higher flow regimes. 
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Figure 1: Two distributions from "free cooling" experiments on MSL­
IR. The Low Positioner distribution is in the laminar flow regime and 
the High Positioner is believed to be in a transitional flow regime. 
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INVESTIGA TION OF THE RELATIONSHIP BETWEEN UNDERCOOLING AND 
SOLIDIFICA TION VELOCITY 

INTRODUCTION 

B. T. Bassler, A. Altgilbers, W.H. Hofmeister and R. 1. Bayuzick 
Department of Chemical Engineering, Vanderbilt University, 

Nashville, TN 37235 

The overarching driver for this work is the heart of Materials Science, namely the understanding of 
microstructure and its genesis. For solidification processing, two dominant factors for microstructural 
development are undercooling and solidification speed but these are not, at this time, nominally fully utilized 
as parameters. One reason is that the effects of under cooling and solidification velocity on microstructure are 
not quantitatively understood. Furthermore, the relationships between undercooling and solidification velocity 
are not completely understood. Two pivotal aspects of the lack of understanding are disagreement between 
theory and experimental results on "bulk" samples and the disagreement between experimental results. 

Thus, the principal objective of this work is to accurately and systematically quantifY the solidification velocity 
as a function of deep undercooling for pure metals and alloys. The primary hypothesis to be tested is that 
present theories on the effect of under cooling on solidification velocity do not predict the actual behavior. 
Within this framework and the framework of flight definition, another objective is to pinpoint the adequacy of 
ground based experimentation and, conversely, the need for micro gravity experimentation. 

The general approach is to use direct imaging at high frame rates (up to 1,000,000 frames per second) to 
measure the speed of solidification at high undercoolings. Electromagnetic and electrostatic levitation 
techniques are to be used to limit heterogeneous nucleation and to obtain an unobstructed direct view. Pure 
nickel, pure titanium, pure silicon, nickel based alloys and titanium based alloys are the materials of interest. 

EXPERIMENTAL METHOD 

Utilizing electromagnetic levitation, six millimeter specimens are levitated, heated, melted and cooled. At 
chosen undercoolings, nucleation is triggered by touching the side of the sample with a needle. The specimen 
is observed over its lower hemisphere through a mirror by a high speed array of photodiodes to track the 
solidification event). Because of the release ofthe heat of fusion, a thermal field defining hot solid and 
undercooled liquid is produced with the interface clearly delineated by the brightness difference. The 
instrumentation that has been developed to follow the trace of the interface over the lower hemisphere 
consists ofa IOxIO array of2.5 nun square photodiodes. Voltage outputs from each photo diode is monitored 
simultaneously for up to a total of 8192 frames of data acquisition at speeds ranging from 2 msec to I Ilsec 
per frame at 8 bits per channel per image. The position of the interface is located by the voltage responses and 
spatial transformations are used to place the position of the solidification interface within the specimen over 
time. From this, the solidification velocity (V) can be obtained with an error of about 10 % V. 

EXPERIMENTAL RESULTS 

Table 1 shows a summary of alloys processed along with the range of undercootings within which 
solidification velocities have been detennined . Figures 1, 2 and 3 give the graphical representations of the 
solidification velocity determined as a function of undercooling for the nominally pure nickel specimens. 
Figure 4 is an overlay of the previous three figures. Differences shown are attributed to effects of interstitial 
solute on the solidification velocity. Nickel processed in HefH2 results in a reduction of residual oxygen 
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content as compared to pure nickel. On the other hand, processing nickel with a leak results in an increase of 
oxygen content as compared to pure nickel. 

The effects on solidification velocity/undercooling relationships for carbon additions to nickel are graphically 
illustrated in Figure 5. The graphs are overlaid in Figure 6. Significant effects of the carbon additions on 
solidification velocity are evident. Figure 7 shows the behavior of solidification velocity with undercooling for 
nickel-I.2a10 titanium and Figure 8 illustrates the graphical comparison between the alloy and pure nickel. The 
solidification velocity dependence on undercooling for pure titanium is shown in 
Figure 9. 

COMPARISONS TO THEORY 

The theory according to Boettinger, Coriell and Trivedi (BCT theory)2 is a theory relating solidification 
velocity to undercooling that is somewhat further along the evolutionary ladder in that, in essence, it attempts 
to describe behavior at higher undercoolings with non-equilibrium interface conditions. Hence, the theory is 
being used as a benchmark with which to compare experimental results. Figure 10 shows some comparisons. 

In all cases given in Figure 10, there is a major departure from the theory at high undercoolings. The theory 
predicts a continual increase with undercooling whereas actual behavior shows an arrest in the solidification 
velocity. Also, at low undercoolings, conformation with theory is obtained only if a smaller stability constant 
than that used by BCT is applied. In contrast to the other materials studied, pure titanium does not exhibit an 
arrest in solidification velocity with undercooling in similar undercooling regimes. In addition, no 
conformation with theory can be obtained by simply changing the stability constant. Furthermore, in the 
nickel-carbon alloys as well as in nickel containing residual elements, it is noted that solute effects are 
indicated in a regime which is expected to be thermally dominated. 

Figure 11 represents an attempt at comparing experimental results for nickel-carbon alloys with BCT theory 
at lower undercoolings, incorporating solute drag3 into the theory. The correlation is less than satisfactory. 
Solute drag incorporation for Nickel-2.8a10 C predicts the form of the dependence but would predict lower 
solidification velocities as a function of undercooling. In Ni-l. 7a10 C alloys there is an indication of a fit but 
only in a limited portion of the undercooling regime. 

OBSERVED TRENDS 

Some trends are evident from the data obtained thus far. With the exception of the behavior in pure titanium, 
at high undercoolings, a transition in the dependency of solidification velocity on undercooling is indicated at 
a critical undercooling. The undercooling and solidification velocity at the transition is a function of material, 
solute type, solute concentration and processing environment. A second transition is indicated at intermediate 
undercooling in higher solute alloys. 

Three different stages of solidification velocity dependency are also indicated by microstructural analysis. 
Stage 1 would correspond to coarse widely spaced dendrites; stage 2 would correspond to refinement and 
closer spacing of dendrites; and stage 3 would correspond to closely spaced dendrites without secondary 
arms. Since theory is based on a model of an isolated dendrite, stage 3 would depart significantly from the 
assumptions, resulting modeling, and resulting predictions of the theory. Stage 2 would likewise be 
compromised. 

In nickel and the nickel alloys, the BCT theory correlates with experiment in the lower undercooling regimes 
if the stability parameter is changed from the Jl4n2 value of Langer and Muller-Krumbhaa/ . Fits are obtained 
using 1/8n2 for Ni processed in Hell-h. For Ni. Ni-O.6a10 C and Ni-l.2a10 Ti, fits are obtained if the stability 
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parameter is set at 1I121t2
• The results for titanium can not be made to correlate with the theory utilizing the 

LangerlMuller-Krumbhaar value or any modification thereof. 

Incorporation of solute drag into the theory brings experiment and theory closer together for the higher 
nickel-carbon alloys. However, significant discrepancy remains. 

NEAR TERM DIRECTIONS 

The data base utilizing electromagnetic levitation and heating will be expanded. Work in nickel-carbon alloys 
and nickel-titanium alloys will be continued. To this will be added experiments in nickel-silicon and nickel-tin 
alloys. In addition, various titanium alloys will be investigated. Experiments utilizing electrostatic levitation is 
of great interest. Development of the equipment and techniques for conducting these experiments will 
continue. At the earliest opportunity, electrostatic levitation experiments will be carried out. 
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Material Processing Liquidus Minimum Maximum 
Environment Temperature TM U ndercoolin Undercooling 

g 

Nickel UHPHe 1726K 4.4 %TM 15.5 %TM 
Nickel He w/air leak 1726K 5.0 %TM 13.7 %TM 
Nickel He-20H2 1726K 4.6 %TM 15.8%TM 
Titanium UHPHe 1933 K 8.0 %TM 14.4 %TM 
Ni-0.6 alo C UHPHe 1723K 3.2 %TM 14.1 %TM 
Ni-1.7 alo C UHPHe 1712 K 5.6 %TM 14.9 %TM 
Ni-2.8 alo C UHPHe 1699 K 5.4 %TM 13.6 %TM 
Ni-1 .2 alo Ti UHPHe 1712 K 4.1 %TM 14.1 %TM 

Table 1. Undercooling ranges of processed alloys. 
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Figure 1 - Solidification velocity as a 
function of undercooling for pure nickel 
processed in UHP He. The error b' ars 
represent ±10% of the velocity value. 

Figure 2 - Solidification velocity as a 
function of undercooling for pure nickel 
processed in He-20w/o H2• The error bars 
represent ±10% of the velocity value. 
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Figure 3 - Solidification velocity as a function of under cooling for pure nickel 
processed in UHP He with an air leak in the gas inlet to the electromagnetic 
levitator. The error bars represent ±1O% ofthe velocity value. 
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Figure 4 - Solidification velocity as a function of undercooling for pure nickel 
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velocity value are not shown in order to present the data as clearly as possible. 
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Figure 6 - Graph of all of the nickel-carbon together 
with the results for pure nickel. The data illustrates 
the increasing effect of carbon concentration on the 
solidification velocity of nickel with increasing 
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velocity value are not shown in order to present the 
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Department of Mechanical Engineering 
The University of Iowa 
Iowa City, IA 52242-1527 

OBJECTIVES 

Co-Investigators: 
I. Steinbach, ACCESS e. V. 
A. Karma, Northeastern University 
H.C. deGroh III, Nasa Lewis 

The objective of the research is to quantitatively determine and understand the fundamental 
mechanisms that control the microstructural evolution during solidification of an assemblage of 
equiaxed dendritic crystals. A microgravity experiment will be conducted to obtain benchmark 
data on the transient growth and interaction of up to four equiaxed crystals of a pure and 
transparent metal analog (succinonitrile, SCN) under strictly diffusion dominated conditions. Of 
interest in the experiment are the transient evolution of the primary and secondary dendrite tip 
speeds, the dendrite morphology (i.e., tip radii, branch spacings, etc.) and solid fraction, the tip 
selection criterion, and the temperature field in the melt for a range of initial supercoolings and, 
thus, interaction "strengths" between the crystals. The experiment thus extends the micro gravity 
measurements of Glicksman and coworkers for steady growth of a single dendrite [Isothermal 
Dendritic Growth Experiment (IDGE), first flown on USMP-2] to a case where growth transients 
are introduced due to thermal interactions between neighboring dendrites - a situation more 
close to actual casting conditions. Corresponding earth-based experiments will be conducted to 
ascertain the influence of melt convection. The experiments are supported by a variety of 
analytical models and numerical simulations. The data will primarily be used to develop and test 
theories of transient dendritic growth and the solidification of multiple interacting equiaxed 
crystals in a supercooled melt. 

NEED FOR MICROGRA VITY 

Experimental validation of present equiaxed dendritic solidification models is very limited, with 
only a few bulk solidification experiments conducted (on earth) using metal alloys [1]. There are 
basically four issues that have hampered the testing of such models: (i) the inability to control 
and quantify nucleation, (ii) the presence of uncontrolled, gravity-driven melt convection and 
crystal movement, (iii) the difficulty to observe growth in metallic systems, and (iv) the 
complications associated with coupled thermal and solutal undercoolings when using alloys. 
The Equiaxed Dendritic Solidification Experiment (EDSE) is designed to be simple, yet 
overcomes all of these limitations. In particular, even with an initially isothermal sample, 
gravity-driven convection caused by latent heat release can only be minimized in a microgravity 
environment. Due to our inability to analyze solidification microstructure evolution in the 
presence of this convection, it is important to first generate benchmark data for the diffusion 
limit. 
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RESULTS 

The research to date has concentrated on: 

(i) development of the science requirements for the proposed micro gravity experiment; 

(ii) design, construction, and testing of a ground-based version of the experiment; 

(iii) modeling of the growth of an assemblage of equiaxed dendritic crystals. 

These efforts have culminated in the passing of the Science Concept Review (SCR) held at Nasa 
Lewis in February of 1998. The research team is now preparing for the Requirements Definition 
Review (RDR). Some of the experimental and theoretical research is described in greater detail 
below. 

Ground-Based Experiments 

We have conducted preliminary experiments involving an assemblage of equiaxed crystals using 
a setup that is functionally similar to the planned EDSE. A schematic of the setup together with 
a photograph taken during an experiment is shown in Figure 1. 

Tetrahedron Arrangement of Dendrites 

ca~ • 
Growth Chamber 

.J4--.:....-l~:-1r-- Stinger 

Dendritic Solidification Apparatus 

Fig.1 Schematic of the equiaxed dendritic solidification apparatus and a photograph 
showing the tetrahedron arrangement of the dendrites 

A glass growth chamber is contained within a temperature regulated bath. Four CCD cameras, 
with light sources, provide orthogonal images from four sides. The growth chamber contains 
pure SCN, several thermistors, and four stingers on which the dendrite growth is initiated. The 
tips of the stinger tubes are located at the comers of a tetrahedron with edge lengths, and hence 
spacing between the tips, of 10 mm. Thermoelectric coolers are mounted on the stinger ends 
opposite to the tips. An experiment starts by melting the SCN, then cooling the liquid to 
establish the desired supercooling in the growth chamber. The thermoelectric coolers are 
initiated and, after some time, dendrites start to emerge at the stinger tips. Although the present 
setup does not yet allow for a quantitative evaluation of the growth phenomena, we have 
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I~ 

perfonned image analysis in order to demonstrate some of the measurement techniques. We 
have also used this setup to examine numerous issues regarding the design of the planned 
micro gravity experiment, including dendrite initiation, imaging requirements, stinger design, and 
others. We have clearly established the feasibility of the proposed experiment and measurement 
techniques. 

Modeling 

The proposed micro gravity experiment is supported by several modeling efforts, that are not only 
intended to provide the theories that will be tested using the micro gravity data, but will also be 
used to simulate the experiment. Work has concentrated on the development of four models: 

(i) Modified lvantsov Theory 
A modification to the lvantsov theory describing the heat flow around a dendrite tip has 

been proposed that takes into account the presence of other dendrites at a finite distance. This 
theory relies on the presence of a quasi-steady growth regime and the validity of the usual tip 
selection criterion. Figure 2 shows the predicted effect of interactions on the growth Pec1et 
number for SCN and four crystals. By measuring the variation of both the tip velocity and radius 
in the planned micro gravity experiment it will be possible to verify this theory. 
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Fig. 2 Modified lvantsov theory (El): predicted effect of the dendrite proximity parameter, !:,., on 
the Peclet number-supercooling relation for an assemblage of four equiaxed crystals (SCN); 

the solid line is for an infinitely large proximity parameter (no interactions). 
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(ii) Modified Unit-Cell Model 
We have developed a modified unit-cell model for predicting the internal solid fraction 

evolution in equiaxed dendritic solidification. Such unit-cell models can be used as rnicro­
models in simulations of casting processes. While the original model for a single crystal was 
recently verified using data from the IDGE (Figure 3a) [2] , the modified model is designed for 
an assemblage of multiple crystals and will be validated using EDSE data. As shown in Figure 
3b, it predicts a transient variation in the tip speeds, as well as a transition from a fully dendritic 
structure to a more globulitic structure with increasing thermal interaction. 
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Fig. 3 Unit-cell model: (a) predicted evolution of solid fraction for a single dendrite and 
comparison with IDGE data [2]; (b) predicted evolution of solid fraction, tip position, and tip 

velocity for an assemblage of equiaxed crystals (initial supercooling is O.2K, SCN). 

(iii) Mesoscopic Model 
In this model [3,4], the thermal interactions between the equiaxed crystals are fully 

accounted for by numerically calculating the three-dimensional, transient temperature field in the 
supercooled melt. The shape evolution and crystallographic orientation of the crystal envelopes 
are calculated by linking the numerical solution with a local analytical solution for the dendrite 
tip speeds. The mesoscopic model was validated for the steady growth of a single crystal using 
IDGE data. The full model is used to establish the requirements and parameters for the planned 
EDSE. Ultimately, we also plan to use the model to simulate the microgravity tests, in order to 
quantify the thermal field in the growth chamber and to test the validity of the local analytical 
solution under transient growth conditions. An example of simulation results for multiple 
equiaxed crystals is shown in Figure 4. Presently, the simulations are limited to diffusion 
dominated (microgravity) conditions. 
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Fig. 4 Simulation results for the growth of mUltiple equiaxed crystals using the mesoscopic 
model; shown are the dendrite envelopes at an intermediate growth time 

(SCN, supercooling is O.4K). 

(iv) Phase-Field Model 
We have also performed direct numerical simulations on a microscopic scale using the 

phase-field model [5 , 6] to study the growth interactions of equiaxed dendrites and the resulting 
transients in the dendrite tip speeds and radii. An example of such simulations is shown in 
Figure 5. While simulations cannot yet be achieved for the conditions of the planned 
experiment, they do provide fundamental insight into issues such as dendrite tip operating point 
selection in the presence of growth interactions and transients. 
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Fig. 5 Example of a phase-field simulation of two interacting equiaxed dendrites growing 
towards each other (left panels: phase-field contours, right panels: isotherms). 
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Investieations of Carbon Nanotube Growth and Mechanical Properties 

Jerry Bernholc and Christopher Roland 
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Introduction 
The discovery of carbon nanotubes [1-3] has revitalized and refocused much of the 
fullerene research. The interest and excitement in carbon nanotubes derives largely from 
their unusual structural and electronic properties. Experiments and theory indicate that they 
are superstrong fibers, with a remarkable resilience to extreme conditions of strain. Simply 
put, because of the uniqueness of the graphene sp2 bond, carbon nanotubes may be the 
ultimate strength fibers produced by nature. Furthermore, nanotubes hold considerable 
promise as composites, catalysts, field emitters, photonic material, molecular straws, 
molecular devices, and as MicroElectricalMechanical Structures (MEMS) materials [4-10], 
which should allow for unique space-oriented applications. 

In this brief report, we give a description of some of our recent theoretical investigations of 
carbon nanotubes, with a focus on aspects of their growth and mechanical properties. This 
research has been carried out with a series of complementary theoretical methods covering 
different length and time scales, including ab initio, classical molecular dynamics and 
kinetic Monte Carlo simulations. 

Noncatalytic Growth of Nanotubes 
The problem of nanotube growth remains an important issue that needs to be understood if 
nanotubes are ever to reach their full potential as a technological material. Because carbon 
nanotubes typically form under highly nonequilibrium conditions, the kinetics of their 
growth represents a problem of considerable complexity. While nanotubes were first 
produced in carbon arcs [1-3], they have since been synthesized through laser vaporization, 
catalytic combustion, chemical vapor deposition and ion bombardment [10-16]. Given 
these different methods of synthesis, it is likely that a variety of mechanisms are operating 
in the formation of the tubes and in their assembly into nanoropes [13-19]. However, two 
common features have emerged. First, the type of nanotube that is produced is sensitive to 
the presence and/or absence of catalysts: multiwalled nanotubes are the primary product 
formed in the absence of catalysts, while single-wall nanotubes are the dominant product in 
the presence of transition metal catalysts. Second, experiments have shown that carbon 
nanotubes actually remain open during noncatalytic growth [3] . This is surprising, because 
the large number of dangling bonds present at the open tips definitely favor a closed-tube 
geometry. 

A number of reasons have been given to explain the open-ended growth. Initially, it was 
believed that it is the high electric fields present at the nanotube tips that keep them open 
during growth [20]. However, detailed ab initio simulations [17 ,21], and the subsequent 
development of other non-arc methods of synthesis , show that the electric field cannot be 
responsible for keeping the tubes open. Similarly, other reasons such as the temporary 
saturation of the dangling bonds with hydrogen, or thermal gradient effects, may similarly 
be eliminated. There are, however, strong indications from theory that tube closure is 
associated with the formation of curvature-inducing defects such as adjacent pentagon pairs 
and other related structures [17]. This suggests that nanotube growth may indeed proceed 
in an open-ended fashion provided that the formation of such defects is somehow 
suppressed. Energetically, we have shown that the formation of these defects is favored 
only for narrow nanotubes, so that tubes with diameters greater than about 3 nm should 
remain open. Under conditions of catalytic growth, it is believed that the presence of small 
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metal particles encased by the nanotu be [17 ,22], a root growth mechanism [18], or the 
action of Co or Ni atoms on the tips of the nanotubes (the so-called "scooter" mechanism) 
prevents the nucleation of such defects and leads to the formation of single-wall nanotubes 
with narrow diameters [19]. 

Multiwall carbon nanotubes, however, have another kinetic alternative open to them in the 
form of the so-called "lip-lip" interaction [13]. Such an interaction arises when atoms or 
small clusters deposit themselves at the tips of the nanotubes. These then form bridges or 
"spot-welds" between the adjacent tube tips, which are thereby kept open for continued 
growth. Lip-lip interactions are also conjectured to be particularly important in stopping the 
unraveling of carbon nanotube under conditions of field emission [9]. 

To investigate the importance of the lip-lip interactions in keeping carbon nanotubes open, 
we have carried out extensive molecular dynamics (MD) simulations [23]. Surprisingly, we 
find that the lip-lip interaction itself does not stabilize open-ended growth, but rather 
facilitates the closing of the tubes by mediating the transfer of atoms between the inner and 
outer shells. Details of our simulations are as follows. Carbon atoms were modeled with a 
classical many-body Tersoff-Brenner potential, which is known to adequately reproduce 
many of the important features of carbon bonding [24]. We then constructed a number of 
double wall tubes, with a height of 12 to 24 atomic layers. These were uniformly heated up 
to 3000 K over a 40 ps period of time, keeping the bottom layer of the tube fixed. Although 
there was no initial interaction between the open tube tips, bridging bonds were first 
observed to form at about 900 K, when the radial distortions were large enough to bring 
the carbon atoms of the tips within the interaction range. These bonds have a fluctuating 
character, breaking and reforming into similar configurations on a time scale of several 
picoseconds. Continuing with the annealing process, we find that the various double-wall 
tubes close spontaneously on a time scale of hundreds of picoseconds, as illustrated in Fig. 
1. Because of the fluctuating nature of the lip-lip interactions, at some point a curvature­
inducing defect nucleates on the inner tube, which then curves inwards. However, because 
of the lip-lip interaction connecting the two tubes, the outer shell is also forced to curve 
inwards and there is a transfer of atoms between the two shells further enhancing the 
inward bending of the nanotube tips. Ultimately, there is a general collapse of the upper 
parts of the tubes, which then forms a two-layer cap closing off the double-wall tubes. 
Simulations of nanotubes with different numbers of shells and different chiralities display 
similar behavior, showing that the lip-lip interaction itself cannot maintain the tubes open, 
and that the time cale for tube closure is set by the diameter of the inner tube. 

How then can growth proceed in the absence of catalysts? A possible scenario is that 
initially a single nanotube with a reasonably large diameter forms. Shells can then readily 
nucleate and grow via a "step-flow" andlor coalescence mechanism, using the initial 
nanotube surface as a template. This process is under current investigation. For step flow, 
atoms or small clusters landing on the surface of the nanotube make their way via diffusion 
over to edges of shells, where they are more readily incorporated into the growing tube. 
Diffusion itself takes place via a kick-out mechanism, with an energy 
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a) 

b) 

c) 

Figure 1: Top and side views of (l8,0)@(21 ,0) double-wall tubes from top and side. (a) 0 ps; 
(b) 45 ps; (c) 180 ps . 

barrier that is about 1 eV [25]. Larger nanotube fragments on the surface of the nanotube 
are actually expected to be more mobile, because of the relatively weak interaction between 
the different nanotube shells. Provided that there is sufficient feedstock and the carbon flux 
is sufficiently high, the outer shell is likely to catch up with the inner tube. The growth of 
the resulting multiwalled tube will then continue for some transient period of time, and then 
the tube will close. These notions are supported by the apparent independence of the 
lengths of different shells, the varying number of shells per nanotube, and the observations 
of multiwalled nanotubes with nested inner caps of varying lengths. 

If the lip-lip interaction does not prevent nanotube closure, the maximum time to closure of 
the inner tube severely limits the lengths of nanotubes that can be formed during growth. 
To address this issue, we have carried out an extensive annealing study of the time to 
closure of open, ingle-wall tubes, both as a function of temperature and tube diameter 
[25]. We concentrated on single-wall tubes, as the time to closure of the largest and the 
smallest diameter shells provide both an upper and lower bound estimate for the closing of 
a given multiwalled tube within the context of the lip-lip interaction. In tum, these estimates 
were combined with the fa test growth rate for defect-free growth, as obtained from MD 
simulations. This procedure gives an upper bound estimate for the length of carbon 
nanotubes that can be grown. Qualitatively, the results are as follow . As expected, the 
higher the temperature, the shorter the length of nanotube that can be formed. This is due to 
a more rapid nucleation of defects at higher temperatures and suggests that lower 
temperatures are needed to optimize the lengths of non-catalytically grown nanotubes. 
Indeed, these results are consistent with experimental data from both carbon arc and laser 
ablation method. For instance, laser ablation leads to defect-free nanotubes with diameters 
in the 2-20 nm range and with lengths of about 200-300 nm at about 1500 K, consistent 
with our theoretical results . At lower temperatures of about 1200 K, nanotube with a large 
number of defects are observed to form. This is likely due to a chamber growth rate that is 
larger than the maximum rate for defect-free growth. In a carbon arc growth temperatures 
are consistently higher, in the 2400-3000 K regime. Here, large diameter 10 nm tubes are 
observed to grow out to several _ m's, which is also in agreement with our theoretical 
results. 
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Mechanical Properties 
Many of the unique applications of carbon nanotubes are intimately related to their 
mechanical properties. For instance, there is considerable experimental and theoretical 
evidence that nanotubes display a remarkable resistance to bending, twisting, and other 
deformations [4,26,27] . Our theoretical investigations show that it is the extraordinary 
flexibility of the hexagonal network that allows the system to sustain very large bending 
angles, kinks and other highly distorted regions. In addition, nanotubes are observed to be 
extremely resilient, suggesting that even largely distorted configurations can be due to 
elastic deformations with no atomic defects involved. 

Our recent investigations of the mechanical properties of nanotubes have focused on the 
strain release mechanisms under both uniaxial tension and compression [27] . Using 
dynamical first-principles and classical molecular dynamics simulations, we have been able 
to identify the initial stages of the mechanical yield of tubes. Beyond a critical value of the 
tension, the system releases its excess strain via the spontaneous formation of topological 
defects. The first defect to form corresponds to a 90 degree rotation of a carbon-carbon 
bond about its center, the so-called Stone-Wales transformation [28], which produces two 
pentagons and two heptagons coupled in pairs (5-7-7-5). Static calculations under a fixed 
dilation show a crossover in the stability of this defect with respect to the ideal hexagonal 
network. This crossover is observed at about 5% tensile strain in (5,5) and (10,10) 
armchair tubes . For example, in a (5,5) tube, the formation of such defects costs about 
2.34 eV in the absence of strain. Under a 10 % strain, such a defect costs -1.77 eY, 
showing that this defect is effective in releasing the excess strain energy in a nanotube 
under tension. Moreover, through its dynamical evolution, this defect acts as a nucleation 
center for the formation of dislocations in the ideal graphitic network and is the cause of 
possible plastic behavior in carbon nanotubes. An example of this shown in Fig. 2, which 
illustrates a long-time 2.5 ns simulation of a (10,10) tube at 2000 K under 10 % axial 
strain. Within the first 1.1 ns a few (5-7-7-5) defects are formed in the tube, and each one 
remains localized in its region of formation. After 1.5 ns another defect forms with a 
distinctive time evolution. Approximately 100 ps after its formation, the two pentagon­
heptagon pairs split and eventually one of them starts diffusing within the helical structure 
of the tube, while the other defect remains trapped in its original position. After another 350 
ps, the 5-7 defect that has migrated transforms into a (5-7-5-8-5), i.e., an octagon and a 
pair of pentagons were added to the original pentagon-heptagon pair. 

The introduction of topological defects can change the index of the nanotube . A 5-7 defect 
is the smallest defect that can change the tube index or chirality without drastically altering 
the local curvature of the nanotube. What we observe during the simulation is actually an 
index change in the (10,10) tube, and the strain-induced formation of a 
(10,10)/(10,9)/(10,10) heterojunction. This is produced by the splitting of the two 
pentagon-heptagon pairs comprising the original defect. It is important to note that a (5-7-7-
5) defect does not introduce any changes in the tube index. Similarly, the addition of an 
octagon and a pair of pentagons to the pre-existing pentagon-heptagon pair, as in the last 
simulation, also leaves the index unchanged. The unique electronic and transport properties 
of heterojunctions formed by joining carbon nanotubes of different indices have already 
been extensively investigated [29]. Here, we show that the formation and splitting of the 
(5-7 -7 -5) defect, followed by dislocation glide, can also lead to the formation of 
heterojunctions. 
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a) 

b) 

Figure 2: Time evolution of a particular 
(5-7 -7 -5) defect from a classical 
simulation for a (l 0, 1 0) tube at 2000 K 
under 10 % uniaxial strain. The defect 
structure is highlighted in black. (a) 
Formation of defect; (b) defect splits and 
starts to diffuse; (c) another bond rotation 
leads to the formation of a (5-7-5-8-5) 
defect. 

Summary 
In summary, we have investigated 
aspects of both carbon nanotube growth 
and their mechanical properties with both 

c) quantum and classical molecular 
dynamics simulations. Our recent 
investigations of nanotube growth have 
focused on the role of the so-called lip­
lip interaction, which is important during 
the non catalytic growth of multiwalled 
carbon nanotubes. We have shown that 
the lip-lip interaction does not keep the 

tubes open for growth, but actually aids in the closure of the outer tube by facilitating the 
transfer of atoms between the inner and outer nanotube shells. Based on this mechanism 
for closure, we have estimated the lengths of defect-free nanotubes that can be formed as a 
function of temperature and nanotube radius. Turning to the mechanical properties, we 
investigated the behavior of nanotubes under uniaxial tension. At high temperatures, the 
spontaneous formation of a double pentagon-heptagon pair was observed for tubes under 
strains greater than about 5 %. These topological defects act as nucleation centers for the 
formation of dislocations in the originally ideal graphite network, and mark the onset of 
plastic or brittle behavior. The mechanism of the formation, the energetics and kinetic 
transformations of these and similar defects as a function of the nanotube indices are under 
current investigation. 
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Introduction 

Ceramics provide a potentially very useful class of materials owing to their physical 
properties; they are light, hard, resistant to abrasion, chemically inert, stable at high 
temperatures, and excellent thermal and electrical insulators [1]. Further, by casting from a 
liquid suspension and subsequently sintering, many complex parts and shapes can be 
fabricated [2]. Although the resultant properties of ceramics can be outstanding, they often 
suffer from extreme brittleness. This brittleness is caused by the propagation of cracks, 
which is in tum due to microstructural defects. These defects may be caused by a number 
of different factors, such as particle agglomeration, migration or segregation prior to 
sintering, or due to inhomogeneous volume change upon sintering. If a ceramic's 
microstructure can be controlled and rendered homogeneous prior to (and after) sintering 
optimal material properties may be realized in an economic way. 

Typically, high-performance ceramics are produced using monodisperse submicron-sized 
particulate suspensions from which the ceramics are cast. By controlling the size and 
processing a dense uniform microstructure may be formed prior to sintering. This route has 
met with limited success even though the maximum volume fraction of ceramic particulates 
that can be achieved prior to sintering is 0.74. The limited success may stem from the fact 
that a perfect crystal of mono-sized particles has slip planes that yield easily, and from the 
fact that there is still a large amount of void space that must be eliminated upon sintering. 

An alternate approach is to use a mixture of particle size [3,4], It is well know that solids 
fractions of 90% can be obtained with a bidisperse suspension of spherical particles. And 
even greater loadings are possible with tridisperse systems. Crystalline slip planes can be 
eliminated with a mixture of particle sizes. In addition to achieving high solids fractions, 
and therefore reducing potential sintering inhomogeneities, a mixture of two different types 
of particles can also impart desirable properties in a 'composite' ceramic. For example, 
zirconia in alumina has been used to arrest crack propagation owing to the transformation 
toughening of zirconia under stress [5]. Of critical importance for processing is the fact 
that particles that differ in size or composition are subject to gravitational phase separation. 
Hence, processing in a gravity-reduced environment offers substantial benefits. 

Research Objectives 

For bi- or poly-disperse suspensions to be successful, the microstructure must be 
controlled during processing. It has been observed experimentally that for the same total 
volume fraction, a mixture of two particle sizes leads to a reduction in the suspension 
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viscosity, with obvious advantages for ease of processing [6-14]. Although there are 
several heuristic models to explain this viscosity reduction phenomena, there is no 
fundamental explanation and very little theoretical work has been done. Furthermore, the 
viscosity reduction is only one factor. Of much greater importance is the microstructure 
formed during processing, for this determines the ultimate success or failure of the ceramic. 
As an example of the importance flow has on microstructure, figure 1 shows the flow­
induced ordering that can occur in monodisperse Brownian suspensions [15,16]. To date 
there have been no studies of microstructure formation during flow of bidisperse 
suspensions. 

Results 

Figure 2 shows the results for the steady shear viscosity of a bidisperse suspension of 
Brownian hard-spheres at a total volume fraction of 0.45 determined by Brownian 
Dynamics. The size ratio is 2 to 1. The figure shows the variation in the total viscosity as 
a function of the fraction of small particles, Xs' and nondimensional shear rate or Peclet 

number based on the radius of the small particles, Pes = ya21D, with a the radius of the 

small particles and Aa that of the large. The bidisperse viscosities are intermediate between 
the monodisperse results as one would expect. This is in agreement with the intuitive 
notion that the maximum packing of solids is largest at this ratio and therefore at a total 
solids content of 0.45, one is further from the maximum packing than at either extreme of 
large or small particles. The shear thinning viscosities can all be collapsed onto a single 

curve if the Peclet number is based on the volume mean particle size, Pe = y<a2>I<D>, and 

<D> = kT/61tT\<a>. These results are in agreement with the recent experiments of 
Rodriguez et al [8] and Shikata, et al [18]. 

Also of interest is the microstructure formed during shear. As seen in figure 1 the 
monodisperse suspension at the same solids concentration and shear rate orders completely 
into flowing strings. For the bidisperse suspension at Xs = 0.25 the small particles are 
disordered, but the large particles order, although not as completely as the monodisperse 
case. How this ordering extends over a range of total solids concentration, size ratio and 
fraction of small particles is not known. 

Future Work 

Future work will be to extend the simulations to a greater range of volume fractions and 
size ratios. Over what range does the ordering persist? Can one see evidence of phase 
separation by depletion forces? And how is this influenced by flow? Also, the simulation 
results are for Brownian particles that do not interact hydrodynamically. For the shear 
thinning behavior shown here, it is known that hydrodynaimc interactions have only a 
quantitative, and not qualitative, effect on the results. Does this carry over to mixtures as 
recent experiments suggest? At high shear rates, however, hydrodynamically interacting 
hard-spheres show shear thickening due to the formation of lubricationally bound clusters 
of particles. Will these clusters be disrupted by the addition of small particles that can get 
into the lubrication gaps between the large particles and break the connectivity and thereby 
prevent shear thickening? To answer this question, we will need to improve the speed of 
the simulation of hydrodynamically interacting particles, and work is in progress in 
developing a fast O(N In N) Accelerated Stokesian Dynamics simulation capability. 
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Bidisperse Ordering: Xs = 0.25 
Pes = 1000, vorticity-gradient plane 

.. -

monodisperse large-large small-small 

Figure 1. Projections of the pair-distribution function for monodisperse and bidisperse 
suspensions of Brownian hard-spheres at a volume fraction of 0.45 determined by 
Brownian Dynamics simulation. The size ratio is 2 to 1. The projections are in the 
velocity-gradient -- vorticity plane and show the suspension to be completed ordered into 
strings in the flow direction (monodisperse), partial ordering of the large particles and no 
ordering of the small particles in the bidisperse suspension. The nondimensional shear rate 
or Peclet number is 1000 based on the radius of the small particles. 
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Figure 2. Shear thinning visco ities determined by Brownian Dynamics simulation for a 
bidisperse mixture of hard-spheres at a total volume fraction of 0.45. The size ratio is 211 . 
The viscositie for intermediate fractions of small to large (by volume) particles X, fall 
between those for the monodi perse suspensions. 
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Figure 3. Scaled shear thinning viscosities determined by Brownian Dynamics simulation 
for a bidisperse mixture of hard-spheres at a total volume fraction of 0.45. The size ratio 
is 2/1. The viscosities fo r intermediate fractions of small to large (by volume) particles Xs 
fal l between those for the monodisperse suspensions. The shear rate is scaled with the 
volume averaged particle size and self diffusivity. 
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Several investigators have studied the self propagating high temperature synthesis 
(SHS) of titanium nitride during the past decade and found that one of the most important 
scientific issues is increasing the conversion yield of the nitride. In general, conversion 
yield has been limited by the melting of titanium particles during the combustion 
synthesis because the melting point of titanium is lower than the combustion temperature. 
The titanium liquid tends to penetrate into interstitial spaces between the unreacted or 
unmelted particles especially in earth gravity leading to reduced reactant porosity. The 
reduction in porosity leads to less contact of nitrogen with the remaining titanium 
particles and low nitride conversion results. Recently, a technique was developed to 
increase the conversion yield of titanium nitride by using a fixed powder bed and 
supercritical nitrogen [1]. The high initial nitrogen density at the supercritical condition 
provides the reactant particles with enough initial nitrogen that the conversion yield 
achieved was 74%, without significant formation of liquid barriers. The yield achieved 
was a significant improvement over those obtained by other techniques. 

PRELIMINARY EXPERIMENTAL RESULTS 
In order to increase the yield further, the fixed powder bed has been transformed 

into a fluidized bed with homogenous uniform dispersion. The dispersion is produced in a 
quartz tube thirteen-millimeters in diameter. The dispersion is comparable to the static 
dispersion to be achieved eventually in microgravity. The fluidized dispersion obtained 
in the laboratory and which is being studied in preparation for rnicrogravity experiments 
is created by purging particles through a dual particle injection system into a co-flowing 
nitrogen stream that has passed through a sintered stainless steel base plate, Fig. 1. The 
titanium particle dispersion appears to be both homogenous and uniform. As a result of 
fluidization, the interparticle distances are increased and controllable so that nitrogen 
accessibility to the titanium surface is increased. Testing of the yield dependence of the 
combustion synthesis on nitrogen accessibility IS achieved by using a tungsten igniter coil 
affixed medially in the quartz tube. 

For the tungsten igniter to be able to initiate the combustion synthesis process, the 
fluidized bed must provide a homogenous dispersion of titanium dense enough to reach 
the ignition limits in nitrogen. Particle loading and corresponding densities have been 

101 



found for successful ignition ofthe fluidized titanium particles. Successful ignition leads 
to propagation of a flame counter to the direction of the flow of fluidizing nitrogen. The 
dispersion density necessary for flame propagation is maintained by the addition of 
purging particles throughout the experiment including an observed afterburn period. 
During this afterburn period, after the propagation of the flame, conversion to nitride 
continues apparently without significant melting of the remaining titanium. The final 
titanium nitride product recovered from the successful fluidized bed experiments is a 
sintered matrix with some unreacted titanium particulates as indicated by scattered silver 
colored titanium particles in a mostly yellow-brown titanium nitride matrix. The titanium 
nitride from these investigations shows a spherical morphology with diameters ranging 
from sixty to one hundred microns, Fig. 2. These spherical products are produced from 
rodlike titanium precursors. The titanium nitride product also is more porous than that 
reported in published investigations and is probably due to the fluidization process. 
During fluidization, the percolating titanium-nitrogen mixture aids in dissipating heat as 
well as forming the dispersion. This additional heat dissipation decreases the molten 
titanium that has lowered the yield in reported investigations. The product from these 
experiments do not show regions of molten titanium plated by titanium nitride, rather a 
sintered matrix of titanium nitride with some titanium sparsely intermixed. The measured 
yield of this sintered matrix of titanium nitride based on the weight of the initial titanium 
powder is approximately 61 %. This yield is much higher than the value of24% obtained 
at much higher pressures (2.28MPa) in room temperature nitrogen [1]. Fluidization 
clearly improves conversion yield. 

FUTURE WORK 
Currently, the morphology of the titanium nitride product is examined using 

scanning electron microscopy (SEM). Photographs of the initial pure titanium as well as 
the titanium nitride are taken using SEM for comparison and are the basis for the 
discussion above. In future experiments, X-ray diffraction analysis also will be performed 
to determine the microstructure of the resultant titanium nitride. Similarly, in future 
experiments the flame propagation speed will be measured using two type-C 
thermocouples (W-5%Re by W-26%Re) as a function of temperature fluctuations at the 
flame fronts. 

Preparations are currently underway to continue these investigations using 
supercritical nitrogen in the KC-13 5 parabolic flight plane, where microgravity effects 
will be attained. Better results in microgravity are expected since a true homogenous, 
non-stratified dispersion can be created without gravitational field effects and without the 
mixing effects due to the turbulent flow required to maintain fluidization on earth. 
Without turbulence, micro gravity is expected to further increase the conversion yield and 
produce a dispersed particulate product instead of the sintered product presently found. 
The KC-13 5 will be used for these investigations due to the long observation time in the 
SHS of titanium nitride, which surpasses the five seconds allotted by the drop tower. The 
use of supercritical nitrogen has already been shown to increase the yield [1]. 

Before progressing to micro gravity conditions, further investigations aimed at 
optimizing the fluidized bed will be conducted at normal gravity. Further investigations 
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are expected to lead to a more uniform product and increased product yield based on 
recent preliminary experiments with a fluidized bed of spherical titanium particles, Fig. 3. 
The combustion synthesis of TiN from these particles showed better fluidization, more 
well defined flame propagation and more spherical product particles. 
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Figure 2. Morphology of titanium nitride product 

Figure 3. Morphology of spherical titanium powder 
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Introduction 

The quality of metal oxide and semiconductor crystals grown from the melt depends fundamentally 
on heat, mass, and species transport in the melt and crystal and on the interactions of these fields 
with the formation of microstructure, microdefects, dislocations. and voids in the grown crystal. 
Modeling of these individual processes for understanding their complex interactions is essential to 
the successful growth of crystals in a microgravity environment and to the interpretation of 
experiments from ground-based and micro gravity research. The complexity of mathematical 
models of these phenomena makes numerical simulation essential. The goal of this project is to 
develop modem numerical simulation methods for calculation of complex models of transport 
processes in crystal growth and of microdefect formation using modem scaleable parallel 
computing. 

Research to date has focused on the development of numerical methods for two types of 
mathematical models: development of parallel numerical algorithms for solutions of complex 
models of transport processes in material processing. and the development of algorithms for 
computation of mesoscale microstructure in materials processing. In parallel, we have continued 
our investigation of the dynamics of small-scale crystal growth systems of interest in microgravity 
applications, especially of the thermal-capillary and hydrodynamic dynamics of small-scale floating 
zone systems. This later research will not be discussed in this report. 

Parallel Solution of Materials Processing Models 

In the first study, implementation of scaleable parallel numerical algorithms are developed for the 
solution of the large, sparse systems of linear algebraic equations that arise when Newton's 
method is applied to the solution of the nonlinear algebraic equations formed from finite element 
discretization of transport problems, such as the description of natural convection in crystal growth 
melts, or of the free-boundary problem that describes heat transfer, phase change, and convection 
in solidification systems. Here we have focused on the development of Schwarz-Krylov methods 
for solution of the discrete modified-Stokes problems that arise at Newton iterations of nonlinear 
fluid mechanical problems. We have developed a block preconditioned Krylov iterative method 
based on the bi-conjugate gradient stabilized (Bi-CGST AB) algorithm. The preconditioner is a 
Schur compliment factorization of the Jacobian based on the pressure variables and coupled with 
an additive Schwarz, domain decomposition iterative solution of the associated linear system. A 
coarse-grid preconditioner for the pressure variables also is used and direct LV decomposition is 
applied to the coarse-grid problem and to the domain-sized problems within the additive Schwarz 
method. This block-preconditioned Bi-CGST AB method was implemented for a prototype 
problem of nonlinear, two-dimensional natural convection and tested on a single processor Hewlett 
Packard 735 computer. The iterative method compared well with a state-of-the-art direct solution 
method for varying Grashof number. Because the i of Schwarz-Krylov method does not require 
the storage of any zeros, larger problem sizes also are tractable than for the direct method. 
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The Schwarz-Krylov method was implemented in parallel using the recursive spectral dissection 
method to partition elements to processors, as implemented in the program CHACO. The code 
was written in the MPI language. Parallel efficiencies scaled well with increasing problem size and 
number of processors. These results suggest that the Schwarz-Krylov method will be robust for 
the solution of much more complex materials processing problems; application to a representative 
solidification problem is underway. 

Parallel Simulation of Microstructure in Silicon Crystals 

The second class of applications has been the development of models and numerical algorithms for 
simulation of microdefect formation in crystalline silicon, as occurs during the cooling during 
Czochralski and floating zone crystal growth. Although commercial semiconductor silicon is 
nearly perfect, comparison of the predictions of our models with experiments have shown that 
native point defects - self-interstitials and vacancies - in silicon diffuse, combine, and aggregate 
to form mesoscopic clusters that affect semiconductor device performance. We have constructed 
models of point defect dynamics and aggregation using statistical mechanical concepts for 
diffusion-limited reaction to model the interactions of point defects as chemical reactions. The 
distribution of point defect aggregates is modeled by combining discrete kinetic rate equations for 
small cluster sizes en < 20) and a continuous size distribution governed by a Fokker-Planck 
equation for the description of very large cluster sizes (20 < n < 1 x 1010

). The numerical solution 
of these equations combines two very different discretizations: a variable finite difference 
approximation constructed to maintain the monotonicity of the continuous cluster size distribution 
for discretization of the n-space Fokker-Planck equation and a Galerkin finite element discretization 
of variables in physical space. Because clusters of point defects cannot diffuse, the Fokker-Planck 
and discrete rate equations describing their dynamical evolution are hyperbolic equations in 
physical space and diffusive only in the state-space n of the size distribution, as written in the 
Fokker-Planck equation. 

The solution of these models involves parallel implementation transient methods for simultaneous 
solution of the models describing point defect formation and aggregation. We have developed a 
mesoscale-macro scale splitting method for time integration formed from a couple discontinuous 
finite element/finite-volume solution of the Fokker-Planck equation and discrete rate equations for 
the non-diffusing clusters with an implicit transient finite element analysis of the reaction-diffusion 
point defect equations. The result gives a decoupled algorithm in which the discretized 
representations of the defect distributions are easily computed sequentially at each point in the 
crystal, and so are very amenable to parallel computing by considering simultaneous solution along 
parallel solution characteristics. This approach, coupled with implementation of the Schwarz­
Krylov method for solution of the discrete-diffusion reaction problem, will yield a highly parallel 
and robust algorithm for simulating very complex microdefect formulation. 

The application of these models is already bearing fruit. Comparison of experiments and quasi­
one-dimensional simulations for the formation of microvoids - voids in silicon of 50 to 500 nm in 
radius - that are formed by vacancy aggregation during crystal growth show the accuracy of the 
calculations for predicting the formation of these defects in silicon and for connecting microdefect 
formation with macroscale processing conditions. These simulations are the first detailed 
description of the formation of microdefects in silicon and are the foundation for detailed analysis 
of the evolution of defects throughout silicon processing. The parallel transient analysis will yield 
the first fully two-dimensional simulation of microdefect dynamics in silicon. 
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Abstract 

We report on the effects of melt processing temperature on structure formation in Pol y( ether-ether­
ketone), PEEK. Real time Small Angle X-ray Scattering, SAXS, and thermal analysis are used to 
follow the melting behavior after various stages of processing. Assignment of peaks to structural 
entities within the material, the relative perfection of the crystals, and the possibility of their 
reorganization, are all influenced by the melt processing history. With the advent of high intensity 
synchrotron sources of X-radiation, polymer scientists gain a research tool which, when used 
along with thermal analysis, provides additional structural information about the crystals during 
growth and subsequent melting. 

PEEK is an engineering thermoplastic polymer with a very high glass transition temperature (145 
0c) and crystal melting point (337°C). PEEK has been the subject of recent studies by X-ray 
scattering in which melt and cold crystallization were followed in real-time. X-ray scattering and 
thermal studies have been used to address the formation of dual endothermic response which has 
been variously ascribed to lamellar insertion, dual crystal populations, or melting followed by re­
crystallization. Another important issue is whether all of the amorphous phase is located in 
interlamellar regions, or alternatively whether some is located in "pockets" away from the 
crystalline lamellar stacks. The interpretation of scattering from lamellar stacks varies depending 
upon whether such amorphous pockets are formed. Some groups believe all of the amorphous 
phase is interlamellar. This leads to selection of a smaller thickness for the crystals. Other groups 
suggest that most amorphous phase is not interlamellar, and this leads to the suggestion that the 
crystal thickness is larger than the amorphous layer within the stacks. To investigate these ideas, 
we used SAXS and Differential Scanning Calorimetry to compare results of single and dual stage 
melt crystallization of PEEK using a treatment scheme involving annealing/crystallization at Tal 
followed by annealing at Ta2, where either Tal <Ta2 or Tal>Ta2. 

We proposed a model to explain multiple melting endotherms in PPS, treated according to one or 
two-stage melt or cold crystallization. Key features of this model are that mUltiple endotherms: 1. 
are due to reorganization/recrystallization after cold crystallization; and, 2. are dominated by 
crystal morphology after melt crystallization at high T. In other words, multiple distinct crystal 
populations are formed by the latter treatment, leading to observation of multiple melting. 

PEEK 450G pellets (rCI Americas) were the starting material for this study. Films were 
compression molded at 400 °C, then quenched to ice water. Samples were heated to 375 °C in a 
Mettler FP80 hot stage and held for three min. to erase crystal seeds before cooling them to Tal = 
280 °C. Samples were held at Ta2 for a period of time, then immediately heated to 360 °C. In the 
second treatment sample~ were held at Tal = 310 °C for different crystallization times tc' then cooled 
to 295 °C and held 15 l1lln. 

In situ (SAXS) experiments were performed at the Brookhaven National Synchrotron Light Source 
with the sample located inside the Mettler hot stage. The system was equipped with a two-
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dimensional position sensiotive detector. The sample to detector distance was 172.7 cm and the X­
ray wavelength was 1.54 A. SAXS data were taken continuously during the isothermal periods 
and during the heating to 360°C at 5 °C/min. Each SAXS scan was collected for 30 sec. Since the 
samples were isotropic, circular integration was used to increase the signal to noise ratio. 

After dual stage melt crystallization with Tal <Ta2, the lower melting endotherm arises from holding 
at Tal' During cooling a broad distribution of crystals forms, and the low-melting tail is perfected 
during Tal' Heating to Ta2 melts these imperfect crystals and allows others with greater average 
long spacing to form in their place. After dual stage crystallization with Tal> Ta2, the amount of 
space remaining for additional growth at Ta2 depends upon the holding time at Tal' The long period 
of crystals formed at Ta2 is smaller than that formed at Tal due to growth in a now-restricted 
geometry. 

Perfection of crystals is seen as an increase of the intensity of the population scattering at higher s, 
while the intensity of the population scattering at lower s stays constant. During heating from 
below to above the minor endotherm, we see rapid decrease of the intensity of the X-ray scattering 
corresponding to the population of crystals scattering in the shoulder. Another important 
observation is that after the sample is annealed at 295 °C, the shoulder intensity is restored once 
again. The population scattering at higher s remains longer before it disappears in the sample 
treated to the second stage of melt crystallization, compare to the sample crystallized with a single 
stage. This could be interpreted as an effect of continued perfection of the less perfect population, 
which is also reflected in the increased melting temperature of the smaller endotherm as the holding 
time at 295 °C increases. In the corresponding DSC scans we see a shift in the area and the peak 
temperature of the lower melting endotherm with an increase of the annealing time. 

Research was supported by NASA Grant NAG8-1167. 

108 



THREE-DIMENSIONAL VELOCITY FIELD CHARACTERIZATION IN A 
BRIDGMAN APPARATUS: TECHNIQUE DEVELOPMENT AND EFFECT ANALYSIS 

Introduction 

James S. Slepicka, Yi Ge, and Soyoung Stephen Cha 
University of Illinois at Chicago 

Chicago, IL 60607 
312-996-9612; SSCha@uic.edu 

The integrity of crystal structures is strongly influenced by the existence of thermally-induced 
flows as well as local nucleation particles and their growth in the melt, which may act in a 
detrimental manner. In both ground-based and microgravity experiments, these physical 
properties that involve three-dimensional C3-D) fluid or particle motions need be characterized to 
identify their effects on material processing. In spite of the efforts to alleviate detrimental flow 
problems, their influence cannot be completely eliminated. Such 3-D flows make instantaneous 
gross-field evaluation practical impossible with existing point probes. Two-dimensional two­
component measurement methods such as particle imaging velocimetry (PIV) can provide 
valuable information but still pose limitations in investigating 3-D fields . Consequently, 
providing means for detecting 3-D three-component (3-C) velocity or particle fields and 
characterizing pertinent solidification parameters is very important for crystal growth 
experiments in optimizing production parameters. It is also vital to validation and improvement 
of numerical modeling for material processing. 

In the effort to overcome the intrinsic limitations of the current techniques , two complementary 
optical techniques have been developed and tested for measurement of 3-D 3-C particle or flow 
motions, which reflect the peculiar aspects of restricting experimental conditions in crystal 
growth and material processing. One, termed Holographic Diffraction Image Velocimetry 
(HDIV),I ,2 utilizes double-reference-beam off-axis holographic recording and reconstruction of 
two independent time-sequence images of a particle field. The other, called Stereoscopic 
Imaging Velocimetry (SIV),3 is based on dual solid-state camera observation from different 
vantage points. These two techniques are believed to meet a broad range of experimental 
requirements , being complementary with respective strengths and limitations. The HDIV 
technique offers velocity extraction of an extended area with high spatial resolution and dynamic 
range from a single observation direction but it does not provide a real-time capability. It is also 
complex in setup. In contrast, the SlV technique is appropriate for observing a restricted area 
only with limited resolution and dynamic range but it allows continual near-real -time velocity 
monitoring. Its experimental configuration is also simple, including hardware and software. In 
both of these techniques, the illumination beam is not restricted to any specific plane of focus as 
in PIV, and can be reasonably thick to provide true vo lume illumination since the images are 
recorded in three-dimensions . 
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Description of the Methods and Experimental Results 

In IIDIV, two successive exposures of a displacing particle field are recorded on a single 
holographic plate, using a separate reference beam for each exposure. It thus provides the 
capability of measuring an instantaneous 3-D 3-C velocity field from a single observation 
direction. After recording, each individual scene of particle diffraction is independently 
reconstructed and scanned section-by-section with a solid state camera without requiring specific 
particle focusing. Intensity data from the resulting local particle fields is then computationally 
processed by employing statistical correlation algorithms for matching local sections in the time­
sequence 3-D images to extract velocity components. The IIDIY system provides a large 
effective angular aperture defined as the smallest value among scattering lobe angle of the 
particles, subtended angle e of the holographic plate, and angular aperture of the imaging system. 
This serves to give the technique the capability to reconstruct a 3-D particle field with high 
resolution and short depth of field. 

In the research, a breadboard setup for IIDIY has been built and testing has been conducted for 
evaluation of the concept, data acquisition system, and processing algorithms. Initially, some 
simple experiments were performed using spherical particles lOllm in diameter dispersed on a 
plane surface or imbedded in a transparent plastic volume. In the plate-field experiment, the 
entire particle fields were captured twice on a holographic plate, once before and again after 
rotation of the plane. These rotations thus produced known particle displacements for assessing 
measurement accuracy, which increase with distance from the center of rotation. Figure 1 shows 
a typical results for out-of-plane displacement measurement. Our experiments with static 
particles undergoing in- and out-of-plane rotations demonstrated the ability of the IIDIY 
technique to extract 3-D 3-C particle displacements with good accuracy and dynamic range. 
While in-plane accuracy was shown to be limited by the finite pixel size of the CCD array, 
typical uncertainty in out-of-plane detection from these experiments was found to be on the order 
of -O.2d2/A, where d=Al8 is the in-plane resolution corresponding to the smallest identifiable 
image structure and A is the laser wavelength. This is without interpolation in correlation peak 
detection and with a relatively low resolution translation stage. It is a significant improvement 
over other techniques which generally can only produce lower out-of-plane resolutions. Further 
testi ng was' conducted with a 3-D flow for the flow around a 12mm diameter sphere, which was 
dropped in a vertical test section containing glycerin seeded with 51lm diameter polystyrene 
spherical particles. A double-pulsed laser was employed to holographically record a horizontally 
illuminated particle volume including the bottom-front quarter of the sphere. The resulting 
velocity fie ld at a typical plane is shown in Fig. 2. Without the exact field known for 
comparison, only qualitative interpretation is possible for this experiment. As can be seen, the 
symmetrical character of this type of flow is evident as well as the increase in velocity for planes 
closer to the sphere. For some of the upper scans, velocity vectors did not show at the points 
where the surface of the sphere was present. 

The IIDIV technique was tested in various situations and operational modes for fundamental 
investigations to characterize the important experimental parameters, which affect its 
performance, as well as to identify some remedial solutions to minimize the effects. These 
include emulsion shrinkage, wavelength change, and plate mispositioning in recording and 
reconstruction . To further enhance the out-of-plane resolution, the approach of comparing the 
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intensity variances of the diffraction images of individual particles is being investigated. The 
approach appears to be promising to provide the measurement accuracy much better than the 
current value of 0.2d2/A. 

The SIV measurement consists of camera calibration, particle identification through superposed 
image decomposition and centroid detection, particle tracking for each camera image, 
stereoscopic 3-D matching of individual particle tracks, and velocity vector extraction and 
validation. Images of individual particles or equivalently data points are not completely 
recoverable. The data loss mostly occurs during the processes of centroid identification of 
individual particles and the optimization phase of particle tracking. The lost becomes more 
prominent as the particle density increases. In order to maximize the data recovery and to 
enhance the measurement accuracy, artificial neural networks were implemented in these two 
phases of processing. A very important feature of these networks is their adaptive nature, where 
learning by example replaces programming in solving problems.4

,5 The back propagation neural 
network has proven to be very useful in particle identification and overlap decomposition 
because of its ability and efficiency in pattern recognition and classification . The test results 
demonstrated higher efficiency and speed in identifying single or superimposed particles as 
compared with conventional models. The tracking algorithm takes as its input the particle 
positions found in the particle identification process. It then provides the output of particle 
image track assignments across time-sequence image frames . The Hopfield neural network was 
utilized to select an ideal track from the database of potentially-valid tracks found through four 
time-sequential frames. It identifies those that correspond to a global optimization scheme in 
order to get a high successful recovery rate. The utilization of the HopfieJd neural network has 
proven to be very successful in attaining valid tracks. 

For the SIV approach, computer simulations and experimental measurements have been 
conducted with the developed prototype hardware and software to assess the performance of the 
technique. The results have shown that on the average the success rates for particle identification 
decomposition are better than 98%, 87%, and 91 % for single, double, and triple particles, 
respectively. The particle tracking was also tested but with the synthetically generated data in 
order to compare its output with the tracks contained in a known flow field. The particles 
position in the flow were randomly produced. Figure 3 shows the flow field with 600 particle 
tracks. The success rates for tracking were 100%, 98.5%, and 97.7% with 200, 400 and 600 
particles, respectively, in the field. To investigate and test the performance in a more realistic 
manner, a laminar water jet emerging from a circular tube was measured with the SIV system. 
At the tip the velocity profile was parabolic, as expected, in good agreement with the analytical 
profile. 

Conclusions 

Our initial testing has proven HDIV and SIV to be a viable candidate for reliable measurement of 
3-D 3-C flow velocities of a particle field, intentionally seeded or formed by natural nucleation. 
The strengths of the technique include greater experimental freedom in volumetric field 
illumination and observation , both of which can be arbitrary in direction and shape unlike 
conventional PIV and in-line holographic techniques. For SIV, the results have demonstrated 
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significant advantages in using the neural networks . For HDlV, no specific particle focusing is 
required and seeding of higher concentration particles is possible during recording unlike other 
two-dimensional techniques. These features of HDlV and SlV are very appropriate in 
conducting flow experiments. With current acti vities are focused on further improving the 
processing efficiency and overall accuracy and automation , it is believed that these methods can 
become important flow diagnostic tools with the ability to meet the increasing demands for 
applications to flow velocity and particle size characterization of crystal growth and material 
processing. Future investigation will be focused on the applications to crystal growth 
investigations including microgravity experiments. These involve mini aturization of the 
experimental systems and fUl1her refinement of the processing algorithms. 
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Step Bunching: Influence of Impurities and Solution Flow 
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1. The Problem 

Step bunching results in striations even at relatively early stages of its development and in inclusions of 
mother liquor at the later stages. Therefore, eliminating step bunching is crucial for high crystal 
perfection. At least 5 major effects causing and influencing step bunching are known: 

1. Basic morphological instability of stepped interfaces. It is caused by concentration gradient 
in the solution normal to the face and by the redistribution of solute tangentially to the 
interface which redistribution enhances occasional perturbations in step density due to 
various types of noise. 

2. Aggravation of the above basic instability by solution flowing tangentially to the face in the 
same directions as the steps or stabilization of equidistant step train if these flows are 
antiparallel [1-4]. 

3. Enhanced bunching at supersaturation where step velocity v increases with relative 
supersaturation s much faster than linear [5]. This v(s) dependence is believed to be 
associated with impurities. The impurities of which adsorption time is comparable with the 
time needed to deposit one lattice layer may also be responsible for bunching [6, 7]. 

4. Very intensive solution flow stabilizes growing interface even at parallel solution and step 
flows [5]. 

5. Macrosteps were observed to nucleate at crystal corners and edges [8, 9] . Numerical 
simulation, assuming step-step interactions via surface diffusion also show that step 
bunching may be induced by random step nucleation at the facet edge and by discontinuity in 
the step density (a ridge) somewhere in the middle of a face. The corresponding bunching 
patterns produce the ones observed in experiment [10-12]. 

The nature of step bunching generated at the corners and edges and by dislocation step sources, as well 
as the also relative importance and interrelations between mechanisms 1-5 is not clear, both from 
experimental and theoretical standpoints. Furthermore, several laws controlling the evolution of 
existing step bunches have been suggested [13, 14], though unambiguous conclusions are still missing. 
Addressing these issues is the major goal of the present Project. 
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2. Theory [15] 

Linear perturbation analysis was applied to a stepped interface on which step density is, respectively 
linear and non-linear functions of supersaturation and also to the case when the step rate is a non-linear 
function of supersaturation. The approach and codes developed earlier [1-4] were employed. 

2.1 Linear increase of vicinal slope with supersaturation. 

First vicinal slope, p, is kept constant. This is the case of, e.g., lysozyme faces or prismatic, KDPjADP 
faces on which steps are generated by strong dislocation sources at high supersaturation. If p = const = 
5.10-3 and the solution is stagnant, the interface is unstable within the area surrounded by solid line in 
Fig. 1. This solid line presents the perturbation wavevector k){ as a function of the normal growth rate, 
V = pv. As the solution flow velocity in the stabilizing (counter, or up-step) direction rises, this area of 
instability shrinks and disappears at a certain shear flow (-<1s-1 for the ADP growth parameters). The 
instability area expands if the flow is destabilizing (down-step). 

If the vicinal slope p linearly increases with relative supersaturation (p=0.117s), the interface is stable in 
the area inside the dashed line in Fig. 1. In this case the instability region expands at higher growth rate 
rather that shrink, contrary to the region surrounded by the solid line and corresponding to p = const. 
Such dramatic change in behavior comes from much stronger sensitivity of the surface self stabilization 
to the average step density than to step velocity inducing the self stabilization. 

2.2 Non-linear increase of step velocity and hillock slope with supersaturation. 

Step velocity was chosen to fit the experimental data for prismatic ADP face making use of the 
following relationship 

(1) 

with bl = 4.0 1O-3cm/s, b2 = 3.1O-2cm/s. b3 = 20, s* = 0.041. The square brackets present the stepwise 

function of s with the change from ~2 == bl at s«s* to ~2 == at s»s*. 

The resulting stability areas at different shear flows are seen in Fig. 2. The slope varied with 
supersaturation as p = 0.117 ·s. Besides the instability area in the upper right part of Fig. 2, similar to 
the one shown in Fig. 1, the instability also occurs at supersaturations s = s* where the kinetic 
coefficient changes most steeply with s. This confirms the experimentally observed and intuitively clear 
weaker stability of the interface to perturbations at the supersaturations corresponding to the strongest 
response of the interface to the local supersaturation changes i.e. impurity induced instability [5]. 

As it can be seen from Fig. 2 by comparing stability borders at various solution flow shear rates, S, the 
stability strongly depends on solution flow: the instability region in the middle of Fig. 2 may shrink to 
zero at high stabilizing shear flows, S > 0, and expands at S < O. Experimentally, the impurity induced 
instability actually remains at any flow rates while theory predicts its elimination at sufficiently intense 
stirring. However, no systematic measurements at various flow rates have been performed so far. 

If we assume that the hillock slope approaches constant value at rising supersaturations as it happens for 
powerful dislocation step sources, then the region in the upper right corner of Fig. 2 naturally 
disappears. 
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3. Experiment 

3.1 The average surface profile. 

So far, stability of lysozyme bipyramidial face was studied. The experimental setup was described 
earlier [11]. The observation scheme and flows are shown in Fig. 3, upper row. The face profile was 
determined from interferograms. The local face growth rate and local vicinal slope, i.e. the step density, 
were measured in points #1, 2, 3 marked by crosses on each of the face interferograms (Fig. 3, lower 
row). Point #1 is in the upper left corner, point #2 is the upper right, and point #3 is the lover left. In 
each point, the interface positions by two adjacent laser beams, ca. 3j...lm apart was simultaneously 
measured. Each testing point includes such pair of laser beams with the pair oriented normal to the 
average step direction (interference fringes). Techniques for measurement and evaluation of these 
fluctuations were described in ref. [11]. As the interferograms demonstrate. The step source was 
located in the upper left corner of the face. This source is probably of dislocation origin because there 
was no growth cessation at supersaturation s = 004. In the experiments under consideration, s ::. 1. 

The surface profiles hex) along the dashed lines in horizontal and vertical cross sections are attached to 
the corresponding interferograms. The profiles in the direction normal to the flow (between the points 
#1 and #3) shown at the left from each interferogram in Fig. 3. These profiles are about flat, in Figs. 3b 
and c, while in Fig. 3b this profile is concave. 

The profiles along the flow behave differently. Under conditions of only natural convection, Fig. 3a, the 
hex) profile shows that the face is slightly concave in the region 30 < x < 80j...lm/s. 

At the forced flow rate u=105 j...lm/s (Fig. 3b) the face is convex. The profile convexity disappears if the 
crystal is turned by some 20° or more around the axis normal to the face and solution flow. Such a turn 
means changes in flow patterns and, also, that mutual azimutal orientation of the flow and step 
directions changes significantly. 

At flow rate, u=265 j...lm/s the hillock slope is about constant. The face flatness may be attributed to a 
deeper kinetic control of the growth and thus essentially more constant supersaturation along the face. 

3.2 Fine Structure of the Surface: Fluctuations. 

Figs. 4, 5 and 6 corresponding to the Fig. 3a, b, and c, present the temporal fluctuations of normal 
growth rate and local slopes in testing points # 1, #2 and #3. 

These temporal fluctuations are the result of step bunches passing through the testing points, possessing 
different slopes, p, and thus providing different local normal growth rates, V = pv. 

No essential difference can be seen between fluctuations in a and c of Figs. 5, and 6. This might be 
expected since the flow in all cases is essentially parallel to the steps in testing points #1 (a) and #3(c) 
and thus should not strongly influence step bunching. A larger amplitudes of normal growth rate 
fluctuations can be noted in test point #2 as compared to #1 under conditions of natural convection 
(Fig. 4), In this case, indeed, the flow is stabilizing in #2 and destabilizing in #1. This effect was 
reported earlier in [1,5, 12]. 
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Comparing the fluctuation amplitude, in a and b in Figs. 5 and 6, we note that fluctuations are stronger 
in Figs. 5b, 6b as compared to Figs. 5a, 6a. This corresponds to an increase in average slope, pay, from 
a to b. Similarly, the fluctuation are stronger in Fib 4b at larger paY= 7.10-3 as compared to Fig. 4b at 
resulting Pay=5.1Q-3. Corresponding decrease in average step rate, VSl, with increase of pay, may also be 
noted since the average normal growth rate, Ray = (PV)ay remains unchanged. The numbers for pay and 
Vay are given in the figures. 

Much stronger effect have the increase in the flow rate from 1Q5~m/s to 265 ~m/s: fluctuations in 
normal growth rate in Fig. 5 are noticeably less intense than these in Fig. 6, i.e., the flow rate rise 
essentially damps the fluctu~tions. This effect takes place in both the upstream and the downstream 
testing points #1 and #2 in Figs. 6a and b. Simultaneously, an increase of the pet) and R(t) fluctuations 
measured in the downstream points #2(b), as compared to the upstream point #l(a) can be seen in Fig. 
5. 

4. Discussion and Conclusions 

The role of bulk transport in formation of the overall face profile, i.e. the hex) and p(x) dependencies 
(Fig. 4), can be estimated making use of convectional boundary layer thickness above thin plate. With 
R=2·1Q-7Cm/S, D=1Q-6cm2/s, v=IO-2g/cm.s, crystal size - 100~m and the ratio of the protein 
concentration in crystal to the one in solution = 30, this estimate suggest the diffusion boundary layer 
thickness = 2.3·1Q-2cm and about 10% decrease in supersaturation along the face. This is insufficient to 
provide the observed slope change of the order of 100%. 

This large slope increase may be associated with step bunching resulting in effectively lower average 
kinetic coefficient of the face. The corresponding modeling based on strong step-step interaction is 
consistent with this large increase - cf. Figs. 9 and 16 in reg. [10]. 

Existence of fluctuations corresponding to step bunches passing the test point #1, close to the step 
source, along with the ones in #2 and #3, suggests that the experimentally observed bunching might 
occur at the very beginning, during the step generation and is merely enhanced in course of propagation 
along the face. Therefore, the theory analyzing only onset of instability is probably insufficient to treat 
the data: evolution of bunches, along with their generation at the dislocation and/or nucleation sources 
is needed. 

The mechanism of step bunching in the close proximity to the step source is not clear. One may think of 
step pairing noted on the KDP crystals by AFM [17], on bunching provided by irregular step generation 
at the edge with essential contribution of surface diffusion [12], on the coupled impurity adsorption, 
step nucleation and propagation [18] at supersaturations close to the transfer from the dislocation to the 
2D nucleation driven growth and at the supersaturations close to the impurity assisted non-linear steep 
increase of the step rate with s, like the one discussed in Sec. 2. 

Suppression of fluctuations by the faster solution flow may be associated with weaker coupling of step 
generation by either dislocations or 2D nucleation (both non-linearly dependent on supersaturation) with 
diffusion and impurity adsorption in the very vicinity of the step generation area. 
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Enhanced fluctuations in the downstream portion of the step train is qualitatively consistent with the 
theory developed in Sec. 2. However, extension of the theory to the evolution of the already formed 
surface corrugations to form the more pronounced dissipative step structure in needed. Equally 
important are relevant future experiments. 
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Dynamic Reduction and the Creation of Fine-Grained Ceramics 
from Inviscid Oxide/Silicate Melts 

Reid F. Cooper 
Department of Materials Science and Engineering 
University of Wisconsin 
1509 University Avenue 
Madison. WI 53706 
Phone: (608) 262-1133 
E-mail: cooper@engr.wisc.edu 

The overall materials science objectives of this research program are to discern, characterize, and 
develop a useful approach to the creation of fme-grained ceramics from inviscid (low-viscosity) 
ionic melts. The scientific problem centers on the need to control the density and spatial 
distribution of crystalline nuclei in such melts. We (my graduate students and I) have identified a 
new, unique "alternative" approach to controlled nucleation, for which microgravity containerless 
processing is required: dynamic reduction. In transition-metal-cation-bearing, multicomponent 
ionic melts, the redox dynamics are such that relatively rapid processing is possible. 

Melts that contain multiple cations can be forced to undergo a dynamic reduction reaction, given 
appropriate control of the activity of oxygen of the process environment. In the case where a 
transition metal oxide component is a minority constituent of the melt, such a reaction can result in 
the uniform distribution of metal (either as fine crystals or as fme, discrete droplets. depending on 
the temperature) within the (now) transition-metal-cation-depleted ionic melt. Because of the 
presence of the transition metal cation species, the kinetics of the process involves the diffusive 
motion of cations that is charge-compensated by the rapid motion of electronic defects (i.e., 
polarons: localized electrons or electron holes); as such, reduction should occur at an internal 
front. (One objective of the research, then, is to characterize the morphology and possible 
variations of morphology of such reduction dynamics in melts.) In this approach, then, the fmely 
and uniformly dispersed metal phase can act as a substrate for the heterogeneous crystalline 
nucleation of the remaining ionic melt upon its cooling. This reduction approach could prove 
effective, too, in controlling the coarsening of the metal nuclei: Ostwald ripening processes would 
require redox reactions at the metal/ceramic interface, which could be rate limiting. At present. we 
are pursuing control experiments on Fe2

+ -doped aluminosilicate melts, which are sufficiently 
viscous to be effectively suspended by refractory wire in a conventional furnace. Initial reaction 
morphologies match the cation-diffusion-dominated and rate-limited reduction dynamics articulated 
above; theoretical analysis/modeling of these dynamics are underway. The extension to inviscid 
liquids will be first approached on ferromagnesian orthosilicate, prepared by melting natural and 
synthetic ferromagnesian olivine, (Fex,Mgl.x)2Si04' The control experiments on aluminosilicate 
and orthosilicate liquiqs will be extended to AeroAcoustic Levitation (AAL). The AAL 
experiments involve levitation on a gas jet of controlled oxygen activity, created by reacting 
mixtures of ~ and CO2 gasses. Initial levitation of specimens will be at an oxygen activity in 
which the material is stable against reduction; subsequent treatment will drive the reduction 
reaction. 

The postulate for these experiments was founded on the results of oxidation studies of melts° and 
glasses, previously supported by the NASA Microgravity Sciences program. In these earlier 
experiments, we were able to prove unequivocally the applicability of the "semiconductor 
condition" to the understanding of redox dynamics in iron-bearing alumino silicate melts and 
glasses. Specifically, the polaron behavior decouples the diffusive motion of cations and anions; 
one consequence is that, when exposed to a gradient in the chemical potential of oxygen, the 
dynamic response allowing internal oxidation can avoid the motion of an oxygen species (ionic or 
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atomic/molecular) altogether. While we were able to demonstrate "isothennal undercooling" via 
oxidation that resulted in the uniform, internal heterogeneous nucleation of silicate phases on 
intemal-oxidation-induced ferrite precipitates (homogeneously nucleated at the oxidation front), 
one difficulty was the coarsening of the ferrite nuclei. The dynamics of reduction should be the 
mirror-image, kinetically, of oxidation in such materials (our present work will confIrm/deny this 
hypothesis). 

Microgravity and containerless requirements merge in this research as both chemical and physical 
constraints of the surface condition are critical process parameters, as well as the need for 
quiescence in the melt droplet and the need to avoid gravity-effected separation of metal and 
ceramic liquid phases. 

Understanding the dynamics of redox reactions in transition-metal-cation-bearing aluminosilicate 
melts, specifically because of this research, has already resulted in an important technological spin­
off. We have recently successfully learned to push upward the maximum temperature for the 
"float" processing of silicate glasses (i.e., so as to form very flat sheet), from 1100 °C (the 
maximum temperature for float processing of soda-lime-silicate glass on pure molten tin) to 
approximately 1450 0c. The temperature transition allows the float processing of more refractory 
alumino silicate compositions for application (e.g., in high-value-added flat-panel displays). The 
breakthrough required the combination of solution thermodynamics (the float medium is an 
exothermic, liquid metallic alloy) with the ability to control, by appropriate doping, the chemical 
diffusion process in the silicate melt that allows for its reduction. 

The results of this present melt-reduction research will also impact our understanding of our solar 
system: the reduction morphology witnessed in chondrules in the most primitive chondritic 
meteorites (natural micro gravity processing of ceramic melts) is similar to that seen in our 
preliminary experiments. We may, thus, be able to articulate thennodynamiclkinetic constraints on 
the evolution of the protosolar nebula. 
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Gravity Induced Settling in Interconnected Liquid-Solid Systems: Simulation 

T. H. Courtney, 1. A. Spencer and S. 2. Lu 
Department of Metallurgical and Materials Engineering 

Michigan Technological University 
Houghton, MI 49931 

Research Objectives 

Settling (sedimentation) of the solid phase in a two-phase solid-liquid mixture takes place 
in a gravity environment. If the solid phase is less dense than the liquid, the solid floats; 
if it is more dense, it sinks. The two-phase morphology can be divided into three 
categories. In one, isolated solid particles are distributed in a liquid matrix, and 
sedimentation is rapid and its rate apparently described by Stokes law. A second 
morphology is called "interconnected;" that is, both the solid ·and liquid phase have a 
skeleton-like structure. In this case, sedimentation rates, although much less than for the 
previous situation, remain rapid enough so that observable sedimentation is observed on 
time scales on the order of hours. A third morphology is described by pockets of liquid 
isolated within a continuous the solid phase. In this situation, sedimentation rates are 
much less than for the two previous cases. 

Our work focuses on sedimentation in interconnected structures for the mechanism(s) by 
which this takes place remain unresolved. In brief, there are two schools of thought on 
the matter. One holds that for a system in which the solid phase is denser than the liquid, 
creep of the solid takes place as a result of its self weight (compensated for to some 
extent by liquid buoyancy)[1-3]. However, there are problems with this concept. First. 
the solid head is minimal and, thus, the creep rates should also be [4].1 Second, the creep 

rate is predicted to increase with the solid phase volume fraction [1]. This is both counter­
intuitive and at variance with experimental observations [5]. Third, the model cannot 
account for the (inverse) settling observed in systems in which the solid has a lesser 
density than the liquid. In this situation, there is no "head" that could cause creep. 

Work sometime ago in our laboratory [6] argued that sedimentation is due to particle 
"extrication. " That is, occasionally a particle "works itself' free from the solid skeleton, 
settles a distance about equal to the interparticle spacing, and reattaches (by sintering) 
itself to the skeleton. Repetition of the process results in the slow "slumping" observed in 
interconnected liquid-solid structures. Support for this view was provided by selected 
experiments in which a two-phase compact was suspended in a liquid having the same 
composition as the liquid in the two-phase mixture. It was found that particles did, in fact, 
extricate themselves from the skeleton and either float to the top of the liquid (for Fe-Cu 
mixtures) or sink to its bottom (for W-(Ni,Fe,W) mixtures) . However, extrication here 
takes place at the surface of the two-phase mixtures (that is, at the interface between the 

1 _ When the solid is not contiguous, creep rates can be substantial. The matter has been 

treated by several authors[7-9]. 
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two-phase mixture and the liquid). The process should occur more rapidly there than in 
the interior of the two-phase mixture. (This is so due to the greater connectivity of solid 
particles in the interior. ) 

In this program we hope to unequivocally unravel the mechanism of sedimentation in 
interconnected two-pha e liquid-solid mixtures. This is to be accomplished by a 
combination of modeling and experiment. The program only initiated in the spring of this 
year and experimental results to date are modest. Thus, this paper focuses on how we 
model sedimentation and presents initial results of such modeling. We also describe 
selected experiments that will be used in our attempt to delineate the settling mechanism. 

Relevance to Microgravity 

Since settling takes place in, and as a result of, a gravity environment, it would occur only 
minimally in a microgravity environment. Thus, our work is linked to the gravitational 
force. In addition, a variety of other phenomena - including some related to materials 
processing - are affected by sedimentation of the type with which we are concerned. 
Liquid phase sintered structures, the focus of our experimental work, is one such area. 
But so are phase separation in polymer blends and settling instigated coagulation during 
processing of colloidal ceramics. In addition, hyper-monotectic alloy solidification in a 
gravity environment results in a settling-induced phase separation not unlike that we are 
tudying. ("Sedimentation" kinetics, of course, are much more rapid in monotectic 
olidification.) Thixotropic processing of solid-liquid slurries and certain geological 

phenomona also have things in common with the topic of this program. 

Preliminary Modeling Studies 

As noted, experimental studies have just initiated. Their crux is described later. 
However, we have carried out some initial modeling studies and have their results to 
report. In this section we also describe the basic approach taken in the modeling and the 
physics on which it is based. 

Consider an interconnected solid-liquid mixture. Although the solid has a skeletal form, it 
can be viewed as a collection of particles of effective radius r making contacts with 
similar particles. Solid contiguity is determined by the neck size of the contacts and the 
number of contacts per particle. Neck size is dictated by the relative values of the solid­
solid and solid-liquid surface energies (low solid-liquid surface energies result in lesser 
neck size/particle radius ratios) while the number of contacts per particle increases with 
solid phase volume fraction (Vp). We designate the number of particles per unit volume 

as Nv; Vp is related to Nv and r through Nvr3=ex.Vp where ex. is a constant having a value 

of order unity. (Its precise value depends on the relative surface energies and on the 
number of contacts per particle.) 

We take a slab of length L having, to begin with, a uniform distribution of the solid 
along its length. The lab is placed in a gravity environment, and sedimentation begins. 
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The situation can be mimicked numerically as follows. We divide the slab into N 
sections of thickness Dx. As a result of the gravity force, particles of solid "drift" into 
each specific slab and also drift out of it. Boundary conditions are stipulated, of course. 
Particles do not drift out of the "Nth" slab; they only accumulate there. Further, they do 
not drift into the first slab, but only out of it. The situation can be described by the finite 
difference equation: 

[DNv/DtJi = -[Nvlt]i + [NvI1:Ji-l (1) 

Equation 0), as written, is generic. That is, the sedimentation time constant (-r) can be 
made a function of V p (for the extrication model, it is expected to increase with V p) and 
particle radius. Because of the latter, concurrent particle coarsening (the rate of which 
also depends on Vp) can be incorporated into the simulation. But it is always best to start 
with a simple case, and Fig. 1 shows the results of one such simulation where -r is taken 
constant. Input data for the simulation include Nv, rand Vp (only two of these variables 
are independent). Model output is converted into a graph of V p vs. distance along the 
sample length for different sedimentation times. We have permitted, in this initial 
modeling, a value of V p= I to be obtained at one end of the sample. In reality, the 
effective maximum value of Vp is less than this and corresponds to the situation where 
isolated liquid pores form in the two-phase mixture. The value of V p at which this 
transition takes place is system specific. In this initial effort we have neglected this factor. 
It can be easily be incorporated into later simulations. 
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Figure 1: Variation of solid phase volume fraction with position in a sample in a gravity 
environment for different sedimentation times. Gravity force is from left to right. In this 
simulation, the settling "time constant" was taken constant (i.e" independent of solid 
particle radius and volume fraction) and the initial volume fraction of solid - uniform 
along the length - was equal to 0.3 
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As indicated by Fig. 1, when 't is constant the particle volume fraction is, excepting for 
the zones at the sample ends, constant along the sample length. (This result can be 
intuitively deduced from Eq. (1).) Figure 2 displays results for different initial values of 
V p, still keeping 't constant; the behavior is qualitatively similar to that shown in Fig. 1. 

The extent of the solid denuded zone can be plotted as a function of sedimentation time 
(Fig. 3). The incubation time for formation of this zone depends mildly on Vp.2 The 

slopes of the line in Fig. 3 represent effective "creep" rates ; i.e. , d(x/L)/dt has 
dimensions of inverse time. Were the denuded zone length to be measured 
experimentally, the rate at which it extends could be tied to an effective sedimentation 
creep rate or, in the case of the extrication mechanism it could be linked to the particle 
extrication time. 

The unnormalized slopes of Fig. 3 represent "velocities." They are tied to the partial 
differential representation of Eq. (1) which has the form 
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Figure 2: Variation of solid phase volume fraction along sample length for different 
values of the initial, uniformly distributed, solid phase volume fraction . The results 
pertain to a specific sedimentation time. As in Fig. 1, the characteristic settling time 
constant is taken as a constant. 

2 _ We have defined the incubation time as the time required to reduce V p in the first slab 

to 0.001. Likewise we have defined any slab to be solid free when its volume fraction 
has a value less than 0.001. 
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Figure 3: Extent of solid denuded zone as a function of sedimentation time for different 
initial solid phase volume fractions. The slopes of the lines indicate a modest dependence 
of sedimentation rate on particle volume fraction, even when - as assumed in constructing 
this figure - the characteristic settling time constant is taken as constant. The inset shows 
that the incubation time for formation of a denuded zone also scales - almost linearly -
with initial solid phase volume fraction. 

aNv/at + (2r1'r)( aNv/ax) = 0 (2) 

and a general solution to this equation is [7] 

Nv == f(t - (x't12r)) (3) 

The "velocity" of Eq. (3) in this instance is the slab width divided by the extrication time. 
On a fundamental basis, the slab width selected should be on the order of the particle 
diameter in which instance the velocity is simply 2rl't. 3 

Future Work 

Modeling such as that described here is but a framework within which to analyze 
experimental results. For example, measurement of the sedimentation rate and how V p 

3 _ As noted, a lower limit on slab width is 2r. In the examples shown, we have used 1000 

slabs. Assuming a 2 cm long sample, this corresponds to a particle diameter of 20 ~m. 
Such a particle size is typical of liquid phase sintered structures. 
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varies with distance along the gravity direction permits estimation of 't by means of 
"curve fitting." In and of itself, such a procedure is not of much fundamental use. A 
physical interpretation of't is called for. This can be done in (at least) two ways . First, 
particle extrication times can be measured (albeit with some uncertainty for reasons noted 
previously). These times should relate directly to the sedimentation time constants. Good 
correlation with experimental settling rates would buttress the extrication model for 
settling. If such correlation is not obtained, the experimentally derived settling times can 
be correlated to creep models [8,9]. In this instance, the resulting creep "time constant" 
should directly relate to measured sedimentation time constants . 

Sedimentation studies in Pb-rich Pb-Sn alloys have j ust commenced. This is a convenient 
system to study for alterations in alloy composition and settling temperature permit 
extensive variations in solid phase volume fraction and liquid composition. (The latter 
should affect the neck-to-particle diameter ratio as a result of the change in liquid-solid 
surface energy with liquid composition.) In addition, we will investigate settling in 
tungsten heavy alloys. There is a considerable extant data base on settling in these 
materials and this will aid in analysis. 

Conclusions 

We have presented preliminary results on numerical mimicking of settling in solid-liquid 
interconnected systems. Such modeling can be couched in terms of an effective time 
con tant for settling. The settling rate relates directly to this constant and, when the 
constant does not depend on solid phase volume fraction, the solid phase concentration is 
- excepting for regions near the sample ends - uniform along the sample length. When the 
settling time constant increa es with V p, this variation is not as uniform. 

Modeling results will be used in conjunction with experimental studies in an attempt to 
determine the mechanism of solid phase sedimenation in solid-liquid interconnected 
structures. This will be done by reconciliation of experimental results with numerical 
simulati9ns of the type described here. 
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Abstract: 

The potential for serious health risks from solar particle events (SPE) and galactic cosmic 
rays (GCR) is a critical issue in the NASA strategic plan for the Human Exploration and 
Development of Space (HEDS). The excess cost to protect against the GCR and SPE due 
to current uncertainties in radiation transmission properties and cancer biology could be 
exceedingly large based on the excess launch costs to shield against uncertainties. The 
development of advanced shielding concepts is an important risk mitigation area with the 
potential to significantly reduce risk below conventional mission designs. A key issue in 
spacecraft material selection is the understanding of nuclear reactions on the transmission 
properties of materials. High-energy nuclear particles undergo nuclear reactions in 
passing through materials and tissue altering their composition and producing new 
radiation types. Spacecraft and planetary habitat designers can utilize radiation transport 
codes to identify optimal materials for lowering exposures and to optimize spacecraft 
design to reduce astronaut exposures. To reach these objectives will require providing 
design engineers with accurate data bases and computationally efficient software for 
describing the transmission properties of space radiation in materials. Our program will 
reduce the uncertainty in the transmission properties of space radiation by improving the 
theoretical description of nuclear reactions and radiation transport, and provide accurate 
physical descriptions of the track structure of microscopic energy deposition. 

Introduction 

Estimating the effectiveness of spacecraft shielding on reducing the health effects 
galactic cosmic rays (GCR) and solar particle events (SPE) is a major issue for HEDS. 
Spacecraft shielding composed of low Z materials is expected to be advantageous 
because of reduction of high energy and charge ions (HZE), and target fragments , 
especially neutrons, in comparison to higher Z materials such as aluminum. Projectile 
fragmentation reactions in shielding are advantageous because lower charged ions of 
equal velocity are less biologically damaging than the projectile ion. Materials composed 
of lower atomic mass atoms are more efficient per unit mass in producing projectile 
fragmentation. Target fragmentation events are highly dependent on material type. These 
events are the major nuclear reaction effect for SPE's and are an important contributor to 
GCR transmission. Quantitative evaluations for material selection must rely on physical 
descriptions of radiation transmission properties including nuclear reactions. An 
important factor in the development of nuclear cross section databases is the ability to 
describe nuclear structure and clustering aspects of specific materials constituents and 
GCR components. The quantum based QMSFRG model has been shown in previous 
limited studies to provide this capability. Source terms for nuclear fragments can be 
included in the state-of-the-art, radiation transport codes, GRNTRNIBRYNTRN and used 
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for space applications. We are developing theoretical descriptions of nuclear interactions 
and radiation transport, and fast computational software that will provide accurate 
predictive capability and an engineering design tool in support of the HEDS enterprises. 

An objective of the HEDS Strategic Plan is to understand the effects of space radiation on 
humans including possible unique effects from heavy ions. The relationship between the 
transmitted radiation fields at organ sites and biological risk is poorly understood and 
awaits fundamental understanding in molecular and radiation biology. Determination of 
the impact of biological counter-measures will be dependent on knowledge of transmitted 
radiation for specific materials and the microscopic energy deposition events of heavy 
ions since it is expected that such countermeasures will work on some but not all GCR 
components. Radiobiology experiments to understand biological risks and potential 
countermeasures are supported by the Code UL Office of Life and Microgravity Sciences 
and Applications. Our research program will support these efforts by providing tools to 
study the combined effects of risk mitigation areas, including relationships between 
shielding properties and biological counter-measures. We will study the effectiveness of 
shielding material using conventional risk assessment, and track structure models that 
quantitatively represent proton and HZE biological response data. 

Radiation Transport in Materials 

The physics of high-energy heavy ion transport in single or multi-layered materials has 
been developed at Langley Research Center over the last 25 years by Wilson and co­
workers [I]. Several computer codes were developed for application to space or 
laboratory boundary-value problems. The BRYNTRN code describes the transport of 
laboratory or space light-ion beams (p,n,d,t,h, and ex) and the local distribution of heavy 
target fragments and recoils (A>4). The HZETRN code solves the Boltzmann equation 
using the straight-ahead approximation for GCR transport in multi-layer materials. The 
GRNTRN code solves the laboratory heavy ion transport code and is being developed for 
space application. The HZETRN code contains BRYNTRN as a subroutine and the 
GRNTRN code is being extended in this manner. Other developments of the model 
include a multi-group approach for low-energy neutron transport [2] and future 
extensions of the codes to include meson, muons, and electrons. In Table I we show 
comparisons of the HZETRN/BR YNTRN code to measurements on-board the space 
shuttle on STS-81 [3] where several polyethylene spheres were flown with TEPC's 
inserted . Good agreement for both dose and dose equivalent comparisons are found, 
however spectral components show larger differences and have indicated areas for 
improvement in the codes [2,4] . 

Table I. Comparison of HZETRNIBRYNTRN to GCR Measurements on STS-81 [3] 

Diameter Measured Dose Calculated Dose Measured Dose Eq. Calculated Dose Eq. 
0.0, g/cml .147 mGy/day .135, mGy/day .479, mSv/day .521, mSv/day 
1.934 .138 .138 .441 .400 
4.322 .129 .118 .316 .368 
7.903 .128 .113 .371 .322 
12.68 .116 .111 .290 .298 
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Nuclear Data Bases: The QMSFRG Model 

Nuclear interaction cross section data bases are required for the transport of cosmic rays 
with energies below lOMe V /amu to energies above tens of Ge V /amu, including a large 
number of projectile and target material combinations. The types of cross sections 
required for transport involve total yields and secondary energy spectra for one­
dimensional transport and double differential cross sections in angle and energy for three­
dimensional transport. Neutron and proton cross sections have been studied at some 
length in the past. NI.:tclear-reaction modeling is required, especially for both light and 
heavy ion projectiles, to understand the basic physical processes, and to extrapolate 
limited experimental data between projectile energies and projectile-target combinations. 
Our efforts in data base developments have focused largely on quantum multiple 
scattering theories (QMST), Monte-Carlo approaches to nuclear reactions use an intra­
nuclear cascade that imitates the QMST, however neglecting quantum interference 
effects and nuclear structure effects. In the QMST a the many-body integral-equation for 
the transition operator for nucleus-nucleus scattering [5] is considered, 

(1) T=K+KGT 

where K is the interaction kernel and G the Bethe-Salpeter propagator representing two 
nuclei in intermediate states. The kernel is the sum of all irreducible diagrams for 
projectile-target constituents. The solution of (1) is made using appropriate high energy 
approximations for momentum and energy transfers typical of nuclear reactions, 
development of bound state function models for transitions of interests, and new methods 
to deal with many particle phase problems for the description of fragmentation channels. 

The microscopic QMST theory for the description of nuclear fragmentation, denoted 
QMSFRG, proceeds by summing the QMST for heavy ion reactions in terms of response 
functions for an arbitrary number of particle knockouts for the heavy ion abrasion 
dynamics [5]. The microscopic theory can be shown [5] to reduce to the optical-model 
formulation of abrasion and the geometric abrasion model. The reaction dynamics for 
fragmentation processes are unified by the development of a single function, the multiple 
scattering amplitude, in terms of the momentum vectors of all secondary reaction 
products. The production cross sections for the fragments are found by considering the 
phase space for an arbitrary [mal state where there are n abraded particles, leaving a 
projectile pre-fragment with energy denoted Ep. Conserving energy in the pre-fragment 
formation after interactions with the target are complete, the scattering amplitude ffi and 
cross sections are related by [5-7] 

where the kj are the abraded nucleon wave vectors, Ei and Ef are the energies in the initial 
and final states, and q is the total transverse momentum in the reaction. Equation (2) is 
summed over the final states of the target nuclei, X. In the abrasion-ablation model there 
is a causal assumption that separates the time evolution of ablation processes from the 
abrasion. It follows that for the emission of v nuclei from the excited pre-fragment with 
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energies Er we have EF* = EF+ L\Er where r=O is allowed in order to include the 
possibility that the pre-fragment excitation energy is below the lowest particle-emission 
channel. The abraded particle momentum distribution is 

where we are integrating over all variables except the momentum of one abraded 
particle. The excitation spectra of pre-fragment nuclei are obtained from equation (2) as 

The decay of the pre-fragment nuclei into the final fragment opens the phase space 
further, and this description is required for predicting the final mass yields as well as 
momentum distributions of ablated nucleons or light nuclei. Good accuracy for predicting 
proton and neutron production in heavy ion collision's [6] is found with the model. The 
development of the scattering amplitude in terms of abrasion response functions has been 
made using the eikonal approximation. For proton-nucleus and light ion-nucleus 
collisions, the Watson or Faddeev multiple scattering theories are used directly to 
perform cluster summations with the eikonal approximation for four-point functions that 
occur in the expansion. Important interference effects are seen in these calculations (ref. 
[5] and earlier references cited therein) that are neglected in a Monte-Carlo approach. 
Many-body response functions are modeled as convolutions of one-body response 
functions using the shell model. Figure 1 shows results of the model for \60 

fragmentation. Ablation is described by solving the Master equation for de-excitation of 
the pre-fragments [5 ,7]. For light nuclei (A<16) experimental decay paramters are used. 

Track Structure and Space Radiation Risk Assessment 

Particle energy spectrum for shielding/mission scenarios as determined by transport 
equations can be used to determine biological risk after a biological response function is 
defined. Conventional risk assessment uses LET dependent quality factors and risk 
coefficient's decided on by committee to estimate cancer risk. Track structure models 
predict [8] that biological response will depend on several aspects of particle tracks 
including the radial extension and the 8-ray energy spectra, and the spatial structure of 
biological target molecules. Deviations from LET dependence are especially important 
when considering complicated radiation fields and are supported by experimental data. 
Track structure models are applied to represent biological response data for protons, 
neutrons, and heavy ions [8]. These models are than used to evaluate shield material 
characteristics using radiation transport codes [9]. Important deviations are seen on 
material properties when using conventional or track structure models. This approach to 
studying shield effectiveness has been recently recommended by the National Academy 
of Science' s Space Science Board. We are continuing these studies using improvements 
in the physical description of particle tracks [10,11] and new models [12] ofradiobiology 
experiment's supported under NASA's Radiation Health Program. Figure 2 shows 
comparisons of the track model [10] to the average specific energy deposited as a 
function of radial distance from 14 MeV /u Ge ions in 0.5 and 1.0 ~m sites. A similar 
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approach has been developed for nanometer volumes [11]. The model can also be 
extended to describe micro-electronics damage by heavy ion tracks. 
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Fig . 1. Comparison of QMSFRG to experiments for 2.1 GeV/u 160 fragmentation on 12C 

Fig . 2. Comparison of track model to mean specific energy as function of radial distance from ion . 
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Introduction 
This research applies a state of the art X-ray Transmission Microscope, XTM, to image (with 

resolutions up to 3 micrometers) the solidification of metallic or semiconductor alloys in real-time. We have 
successfully imaged in real-time: interfacial morphologies, phase growth, coalescence, incorporation of phases 
into the growing interface, and the solute boundary layer in the liquid at the solid-liquid interface [1-9]. We have 
also measured true local growth rates and can evaluate segregation structures in the solid ; a form of in-situ 
metallography. During this study, the growth of secondary phase fibers and lamellae from eutectic and 
monotectic alloys have been imaged during solidification, in real-time, for the ·first time in bulk metal alloys. 

Current high resolution X-ray sources and high contrast X-ray detectors have advanced to allow 
systematic study of solidification dynamics and the resulting microstructure. We have employed a state-of-the­
art sub-micron source with acceleration voltages of 10-100 kV to image solidification of metals. One useful 
strength of the XTM stems from the manner an image is formed. The radiographic image is a shadow formed by 
x-ray photons that are not absorbed as they pass through the specimen. Composition gradients within the 
specimen cause variations in absorption of the flux such that the final image represents a spatial integral of 
composition (or thickness). 

The ability to image these features in real-time enables more fundamental and detailed understanding of 
solidification dynamics than has previously been possible. Hence, appl ication of this technique towards 
microgravity experiments wi ll allow rigorous testing of critical solidification models . 

XTM Results: 
The XTM has been applied to obtain information fundamental to solidification of metallic systems. 

(Refer to ref. [2,6,8] for a good description of the technique.) A diverse array of alloys have been studied with 
theXTM: 

I. The solid-liquid planar interface of pure aluminum was studied with and without second phase insoluble 
particles (spherical voids, cylindrical holes , and zirconia spheres). 

2. Single-phase alloys of Al with Cu, Ag, Au, and Mg were examined to observe solutal distribution effects 
at the interface, interface instabilities from planar to cellu lar, or interactions with the interface shape due 
to the thermal field perturbations caused by insoluble second phase particles both at equilibrium and 
during solidification. One major aspect of this was the study of particle pushing in support of the PEP 
flight experiment. The dynamics of solid/liquid interface shape evolution near an insoluble particle 
showed the limits to the applicabi li ty of some analytical models. 

3. Two-phased eutectic alloys of Al with CuAI2 or AuAI2 were studied to observe lamellar and fibrous 
growth morphologies respectively . 

4. Two-phased monotectic alloys of Al with In, Bi , or Pb were studied to observe growth morphologies and 
solute distributions . Fibers were observed to form in AI-Pb and AI-Bi. 

5. AI-Mn-Si alloys were examined for nucleation and growth of precipitates in the melt. 
6. Planar interfaces in pure Zn were observed to demonstrate that other base materials than AI could be 

used. 

Solid-Liquid Interface in the Vicinity of an Insoluble Particle in the Melt 
The distribution of insoluble particles in a metal casting depends primarily on the interaction of the 

particles with the solid/liquid (s/l) interface during the solidi fication process. This is true whether the particles 
are solid, liquid or gaseous. It has been experimentally demonstrated that there exists a critical interface 
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velocity, Vcr at which the transition from particle pushing to engulfment occurs and Vcr decreases as particle 
radius increases, following a power law. 

It has been postulated that the thermal conductivity rat io, 1-1 between the particle and the liquid matrix 
affects the transition from particle pushing to engul fment. When ~<l the particle acts as a heat sink and this 
results in a lower temperature and faster growth velocity of the interface just below the particle. Subsequently a 
convex protuberance or a bump is formed on the solid ification front behind the particle. For systems with ~> I 
the particle acts as a source of heat and this lowers the growth velocity of the interface behind the particle. This 
result in a trough formation or a concave depre sion below the particle. Finally, when ~= I the thermal field is 
unperturbed and consequently, the interface remains planar. Neglecting forces due to convective flow and 
gravitational acceleration, the two main forces acting on a particle suspended in liquid metal are due to drag and 
interfacial energies. The (attractive) drag force between the particle and the s/l interface is expressed as: 

1 

where FD= drag force, h = viscosity, V= interface velocity, R = particle radius and d = distance between the 
interface and the particle. Equation I accounts for the contribution of localized deviations from planarity when 
the interface approaches the particle. The (repulsive) interfacial force is expressed as : 

2 

where , F\ = interfacial force , .0.<Jo = difference in interfacial energies between particle/liquid and particle/solid 
and ao = interatomic di stance. Eq uations I and 2 how that the force field acting on the particle is influenced by 
the localized deviation of the s/l interface in the proximity of the particle. Furthermore, the localized deviation 
wi ll also effect the critical veloc ity for engulfment. Hence, the objective of this investigation was to 
experimentally quantify the nature and extent of this deviation as a function of ~, particle radius, R , and the 
distance between the particle and the interface, d. 

Figure I illustrate the effect of a 500 ~m diameter Zr02 particle on a stationary and a growing 

interface [I] . When the stationary interface ha almost made contact with the particle, that is d::::8 ~m (Figure 
I a) , a convex perturbation or a bump formation on the interface is noticed. The behavior of a growing s/l 
interface interacting with 500 ~m diameter Zr02 particle is, however, different compared to a stationary 

interface. With a tran lation veloci ty of 3 ~mls , a distinct depression or trough formation was noticed on the tip 
of the original convex protuberance (Figure I b), at a distance of d=40 ~m. Whereas , for a stationary interface 
interacting with the particle no such trough was detected. 

The two dimen ional analytical solution (in spherical co-ordinates) which describes the shape of an 
interface near a particle has several simplifying assumptions. For example, it neglects the effect of latent heat of 
fusion of the matrix and the panicle heat capaci ty. Further, the thermal conductivities of the liquid and so lid 
matrix are assumed to be equal. Consequently, the effect of these parameters is not accounted for by this 
analytical model. After app lying appropri ate boundary conditions, the isotherm for the melting point of the 
interface is de cribed as: 

1- .u 
where a = --

, 2 +.u and ( d)3 
b = I+R 

By definition, the interfacial radius of curvature, R\. below the particle can be expressed as: 
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2a-b 
R/ =--(R+d) 

3a 4 

Here, only the analytical solution for interface shape prediction is compared to the experimental results. 
Fig. 2(a) shows the experimental results and the analytical solution for a pure AI stationary interface at a 
distance of 8 11m from a 500 11m diameter spherical Zr02 particle. Since the thermal conductivity of Zr02 is less 
than liquid AI, a protuberance is expected at this separation. Indeed, the analytical model is in agreement with 
the experimental measurements. Fig. 2(b) is a comparison of the shape of the growing interface with that 
predicted by the analytical model. The analytical model predicts a convex protuberance for these conditions, in 
contradiction with the experimental observations. In the absence of latent heat effects, the predictions of the 
analytical model are consistent with the experimental results for equilibrated interfaces. However, the analytical 
model fails in the case of a moving interface probably due to the continuous evol ution of latent heat. Based on 
the above analysis it can be stated that the initial stages of interaction between a particle and an interface is not a 
steady state process. There appears to be a constant adjustment of the equilibrium distance between the particle 
and the interface as dictated by the thermal field and the force field (attractive and repulsive). The thermal field 
is not only dictated by the thermal conductivity ratio but also the latent heat entrapment between the particle and 
the interface during solidification. 

Eutectic and Monotectic Second Phase Structures 
The application of XTM for the study of solidification fundamentals was initially limited to a resolution 

of 25 11m for real-time imaging. The study of the dynamics of formation of secondary eutectic and monotectic 
droplets and fibers required a resolution on the order of 5 11m. Our recent advances in XTM furnace design have 
increased the real-time magnification (during solidification) for the XTM from 40X to 160X. The increased 
magnification has enabled for the first time XTM imaging of real-time growth of fibers and particles with 
diameters of 3-8 11m and of eutectic lamellae with 12 11m spacing. Figure 4 and 3a, illustrate these respectively. 
To ensure the lamellar features observed were not artifacts, the lamellar spacings were measured during growth 
and after growth by sectioning and conventional metallography. All the spacings measured were consistent with 
themselve and with previously published measurements; Figure 3b. 

At low growth rates (211m/sec) rejection of solute into the liquid by the solid was frequently observed 
using XTM in the Pb and In based AI monotectic alloys. The solute boundary layer was also observed in Bi 
monotectic specimens but unlike the In and Pb monotectics, was found to be clear of precipitated droplets. 
Generally, the solute layer was observed to extend 75 to 100 11m from the solid into the melt at the sll interface 
for the growth rates used. 

We have tudied the kinetics of formation and morphological evolution of secondary fibers and 
particles in AI-Bi monotectic alloys. We observed a previously unreported velocity dependent thermo-capillary 
depletion mechanism for Bi-rich liquid which can penetrate many fiber diameters. At a reduced velocity 
approaching zero, the secondary liquid (L2) rods intersecting the interface began to 'drain' or exude from their 
cylindrical cavity and form droplets at the solid-liquid interface that grew to about 22 11m diameter. They 
detached and moved quickly up the thermal gradient. Within about 3 minute the Bi-rich L2 rods were depleted 
to a distance of about 50 11m into the solid. This i illustrated in Figure 4a. Some Bi-rich droplets were seen to 
migrate up the gradient during solidification as well. Contrast this [0 the formation of droplets within the solute 
layer in the melt of the AI-Pb and AI-In monotectics. The e droplet stayed where they formed only to be 
engulfed by the matrix. One hypothesis is that the alternate behaviors tern from interfacial energy differences 
between the three systems. We feel from the rate of depletion effects, and the observed migration of the droplets 
during solidification, that the phenomenon be con idered in solidification kinetic models for monotectics. 

Figure 4b hows the real-time image resulting from a translation rate increase from zero to 5 11m/ ec. 
This image was taken following the 'depletion ' scenario described above. The depleted zone behind the 
interface i visible in thi radiomicrograph. The olidification tran ient developed a band of olid aluminum with 
very little bismuth . Only in a few place can some fiber or droplet be seen to form until composite growth is 
established as seen on the left side of this image. The so lute had to build-up to a sufficient degree for the 
formation of the second phase precipitate. At the 5 11m/sec translation rate, it required about 100-200 11m of 
growth to permit the formation of the fully developed composite interface structure. 
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As far as we know, we have made the first real-time observations of bulk solidification morphology for 
AI-7.4 weight % Au on-eutectic alloy. Examples are shown in Figure 6. We observed this alloy with 5 Ilm 
resolution fonning Al2Au fibers (Figure 6a) or plates (Figure 6b, depending on growth rate) in an Al matrix. 
Additionally, the intermetallic fibers in this system were found to grow in advance of the s-l interface for growth 
rates above the fiber-plate transition velocity of -1 Ilmlsec (Figure 6b). The extended AhAu phase fibers 
survived in the melt after translation was set to zero velocity for approximately 2 minutes. We noted thickening 
(ripening) of these AhAu phase fibers at this time. Some ripened fibers were about 25 Ilm thick and extended 
about 100 Ilm into the melt. It was observed over time (several minutes), that the coarsened, extended portions 
of the intermetallic phase eventually loosened from the matrix and settled to the bottom of the crucible. The 
existence of such a process and subsequently its kinetics would be nearly impossible to study with conventional 
solidification and quench techniques. We are not aware that this phenomena has been previously reported. 

Solute Distribution in the Melt 
Recently , the work focused on the quantification of the solute distribution in the melt in the vicinity of 

the s-l interface. A gas-quench apparatus was installed into the XTM furnace to permit post-solidification 
composition analysis. Very dilute (0.34 and 0.84 weight %) AI-Au alloys were solidified around the planar­
cellular transition and gas-quenched. Quench rates were not suffIciently high (to date) to prevent cellular or 
dendritic breakdown of the interface. The resulting micro segregation made high-resolution solute proftiing 
impossible. Fortunately, the solute boundary layer extends up to 2000 Ilm or more depending on growth rate so 
the solute concentration variation could be measured with lower resolution. Solute profties were measured from 
low magnification film radiographs of the specimens grown at various rates. The quenched interface proftie was 
measured as an intensity average across a 1 mm wide strip of the sample for 4 mm. One example growth rate 
will be shown here and compared to a model. 

This measured proftie was used to create a two-dimensional synthetic radiograph image such that the 
shade of gray used depended on the intensity value at each point along the proftie. Using image processing 
techniques, this image was reduced in contrast (mathematically the proftie amplitude was linearly reduced) until 
the gray level of the solid side of the interface matched the gray level of the specimen radiograph. This 
produced an image that matched the original in appearance. Each step required a different computer program 
because some steps require operator interaction and because a similar approach was taken to create a synthetic 
radiograph image from a model. 

Using the Tiller, Rutter et al. model for interface diffusion and phase diagram data, a solute 
concentration curve was determined for AI-0.8Au growing at 5 Ilmlsec with the solute diffusion coeffIcient of 3 
x 105 cm2/sec. 

These images were assembled into a single composite graphic shown in Fig. 5 a. Instead, the 
comparison needs to be made from graphs of these intensities or compositions. Figure 5b shows how well the 
images above match graphically. This figure superimposes the normalized gray level plots of the measured 
profile with the modeled profile for direct comparison. For proftie measurements made on other specimens (not 
shown here), the solute distribution (concentration variation into the melt) in the quenched melt is nearly linear 
at the interface. The concentration profties do not have the classic exponential rise to the interface. The model 
comes quite close with its diffusion limited profile shape and depth. 
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Fig. 1. (a) A x-ray radiograph of a planar sl1 Al interface interacting with 500 Ilm diameter Zr02 particle at a 
distance of d=8 Ilm and (b) a video image of a transient sl1 AI interface at a distance of d=40 Ilm from the Zr02 
particle. 
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Fig. 2. Experimental results and analytical solutions for (a) a stationary sl1 AI interface interacting with a 500 Ilm 
diameter Zr02 particle. The interface is at a distance of d=8 Ilm from the particle and (b) a moving sl1 AI interface 
interacting with a 500 Ilm diameter Zr02 particle. The interface is at a distance of d=40 Ilm from the particle. 
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Figure 3 a and b. A) Digitally enhanced image showing lamellar morphology forming at solid-liquid interface. 
Translation rate 0.5 Ilm /sec, gradient 4160 KIm, A. '" 15 Ilm . L is liquid. The lamellae are growing at a slight angle 
to the interface isotherm. B) Measured lamellar spacings compared to literature values. Optical and radiographic 
measurements coincide and all are consistent with Clark & Elliott. 

143 



....... 
+:> 
+:> 

Fig . 4 a,b. Real-time XTM images of AI -3 .4 Bi monotectic. a) The translation at 3 )..l.m/sec was halted for a few minutes and some of the liquid-2 fibers at the 
interface ejected themselves leav ing a whiter region behind (arrows). Note also the 3D particle array on the right. b) Captured during the resumption ofthe growth, 
now at 5 )..l.m/sec translation rate. Here, a band of so lid with lower Bi concentration [AJ is seen adjacent to the previously halted interface with some sporadic 
liquid-2 fibers and droplets forming within thi s transition [BJ . The solid-liquid interface has returned to a composite structure [C] . 
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Figure 5 a and b. Results from comparison of synthetic radiographs from diffusion model to measured solute 
concentration induced intensities. a) Top shows post-quench radiograph of AI-O.8 Au grown at 5 11m/sec. Melt 
is on the left of interface. Next, is a segment smoothed by unidirectional blurring and then below that the 
synthetic radiograph made from a 2-D contour plot of the measured intensity profile from a I mm wide band in 
the radiograph. The bottom image was constructed from a diffusion model for the same solidification conditions 
and selective x-ray absorption by the constituents for the x-ray spectrum applied . b) The gray level intensities 
from the bottom 2 images in a) are superposed to show the reasonable fit between the model and the radiograph. 
Note how the measured composition contour has a linear form in the melt. 
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Figure 6 a (left, rate of about 211m/sec) and b (right, rate of about 111m/sec). Radiomicrographs of AI-Au 
eutectic during solidification. The microstructure is fibrous AuAI2 in an Al matrix in a. b shows the 
degeneration of the fibers into plate-like features. The growth direction is to the left in a thermal gradient of 52 
Klcm . 
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Dendrites are the primary component of solidification microstructures in metals. Their properties 
have been a topic of intense study in the past 10-15 years. Experiments [1,2J by Glicksman and 
coworkers on succinonitrile (SCN) and other transparent analogues of metals have provided tests 
of theories of dendritic growth, and have stimulated considerable theoretical progress [3- 5J. The 
experiments have clearly demonstrated that naturally growing dendrites possess a unique steady 
state tip, characterized by its velocity, radius of curvature and shape, which leads the to a time­
dependent sidebranched dendrite as it propagates. 

Insight into the steady state dendrite problem was first obtained from local models [6-9J describing 
the evolution of the interface, and incorporating the features of the bulk phases into the governing 
equation of motion for the interface. These models showed that a nonzero dendrite velocity is 
obtained only if a source of anisotropy - for example, anisotropic interfacial energy - is present in 
the description of dendritic evolution. It was then shown that the spectrum of allowed steady state 
velocities is discrete, not continuous, and the role of anisotropy was understood theoretically, both 
in the local models and the full moving boundary problem [5,10, llJ. Moreover, only the fastest 
of a spectrum of steady state velocities is stable, thus forming the operating state of the dendrite. 
It is widely believed that sidebranching is generated by thermal or other statistical fluctuations on 
a microscopic scale, which are amplified by advective diffusion. This body of theoretical work is 
generally known as solvability theory. 

Brute force solution of the time-dependent Stefan problem requires front tracking and lattice de­
formation to contain the interface at predefined locations on the grid [12J. The phase-field model 
avoids this problem by introducing an auxiliary continuous order parameter cP(r) that couples to 
the evolution of the thermal field. The phase field interpolates between the solid and liquid phases, 
attaining two different constant values in either phase, with a rapid transition region in the vicinity 
of the solidification front. The level set of ¢(r) = a is identified with the solidification front, and 
the dynamics of ¢ are designed to follow the evolving solidification front [13- 23J. The phase-field 
parameters can be derived from parameters of the Stefan problem [14,24]' however this mapping 
is not very sensitive to the precise form of the phase-field model [25J. 

While the phase-field model finesses the problem of front tracking, it is still prohibitively expensive 
for large systems, because the grid spacing must be small enough everywhere that the phase-field 
model converges to the the sharp interface limit [14,24J. Caginalp and Chen [26J showed rigorously 
that the phase field model converges to the sharp interface limit when the interface width (and hence 
the grid spacing) is much smaller than the capillary length. This result is necessary for acceptance 
of the phase field model, but is not sufficient for computational tractability in the experimentally 
relevant regime. 

However, more recently Karma and Rappel [24J presented a different asymptotic analysis in powers 
of the ratio of the interface width to the diffusion length. Their procedure allows selection of 
parameters such that the phase field model corresponds to the sharp interface limit when the 
interface width (and hence the grid spacing) is of order the capillary length - a much more tractable 
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regime. Furthermore, their improved analysis allows the kinetic coefficient to be tuned to zero, 
which corresponds to the experimentally realized situation at low undercooling in succinonitrile 
[2J. Karma and Rappel's numerical results are in excellent agreement with solvability theory at 
dimensionless undercoolings as low as 0.30, but fail to access the range of experimentally-realizable 
undercoolings near 0.1. What is needed is an effective adaptive technique [27J which dynamically 
coarsens the grid spacing away from the front. 

In this work we show how the phase field model can be solved in a computationally efficient manner 
that opens a new large-scale simlliational window on solidification physics. Our method uses a finite 
element, adaptive-grid formulation, and exploits the fact that the phase and temperature fields 
vary significantly only near the interface. We illustrate how our method allows efficient simulation 
of phase-field models in very large systems, and verify the predictions of solvability theory at 
intermediate undercooling. We then present new results at low undercoolings that suggest that 
solvability theory may not give the correct tip speed in that regime. 

We model solidification using the phase-field model used by Karma and Rappel [24J. We rescale 
temperature T by U = cp(T - TM)/L, where Cp is the specific heat at constant pressure, L is the 
latent heat of fusion and TM is the melting temperature. The order parameter is defined by </J, 
with </J = 1 in the solid, and </J = -1 in the liquid. The interface is defined by </J = O. We rescale 
time by To, a time characterizing atomic movement in the interface, and length by Wo, a length 
characterizing the liquid- solid interface. The model is given by 

A2(r1) 

+ 

au = D\l2U ! a</J 
dt + 2 at 

a</J = \l . (A2(r1)\l</J) + (</J - AU(l - </J2))(1 - </J2) 
dt 

! (1\7</J12 A(r1) a:J,:)) + :y (1\7</J12 A(r1) a:J,~)) , 

(1) 

where D = CtTo/W; and Ct is the thermal diffusivity, and where A controls the coupling of U 
and </J. Anisotropy has been introduced in Eqs. (1) by defining the width of the interface to be 
W(r1) = WoA(r1) and the characteristic time by T(r1) = ToA2(r1) [24], with A(r1) E [0,1]' and 
A(r1) = (1 - 3(0) [1 + ~ (</>"Y+(</>,y)4 ] . The vector r1 = (,/, x +,/, y~ )/('/'2 +,/,2 )1/2 is the normal 1-3e 1V'</>14 'P,X 'P,y 'P,X 'P,y 

to the contours of </J, and </J ,x and </J,y represent partial derivatives with respect to x and y. The 
constant 10 parameterizes the deviation of W(r1) from WOo We expect the results to be similar for 
other definitions of anisotropy [14J. 

We use the asymptotic relationships given in [24J to select the parameters in Eqs. (1) such that it 
operates in the sharp interface limit, defined by U at the interface satisfying Uint = -d(r1)K.-/3(r1)Vn . 

The variable d(r1) is the capillary length, K. is the local curvature, (3(r1) is the interface attachment 
kinetic coefficient and Vn the normal speed of the interface, all in dimensionless form. In terms 
of A(r1), d(r1) = do [A(r1) + a§A(r1)], where do = 0.8839/A and () is the angle between r1 and the 
x-axis. In this formulation, the constants Wo, To and A may be chosen so as to simulate arbitrary 
values of {3. In particular, A = 1.5957D makes (3 = ° [24J, a limit which is appropriate for SeN. 

We compute four-fold symmetric dendrites in a quarter-infinite space, initiated by a small quarter 
disk of radius Ro centered at the origin. The order parameter is initially set to its equilibrium value 
</JoUl) = - tanh((lil - Ro)/V2) along the interface. The initial temperature decays exponentially 
from U = 0 at the interface to -6. as i --t 00. 

We simulate Eqs. (1) on an adaptive grid of linear isoparametric quadrilateral and triangular finite 
elements, formulated using Galerkin's method. Following Ref. [28], elements are arranged on a 
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two dimensional quadtree data structure, which makes our code scalable when implemented using 
dynamic memory allocation_ The largest system sizes we have considered thus far correspond to 
2D uniform lattices having 217 x 217 grid points. The grid is locally refined to have a higher density 
of elements in the vicinity of the interface, identified by large fluxes in a composite field based on 
both <p and U. Typically, the grid is adapted about every 100 time steps, which permits <p and U 
to remain within the refined range between regriddings. We allow a difference of at most one level 
of refinement between neighboring quadrilateral elements. In such a case the quadrilateral element 
of lower level of refinement has an extra side node. The extra nodes are resolved with triangular 
elements. 

On an adaptive grid, the concept of a grid spacing is replaced by that of a minimum grid spacing 
~Xmin, representing the finest level of spatial resolution. We found that for solutions to converge 
properly, the grid must be layered such that the highest density of elements appears around the <p 
interface, while the U-field, whose width is of order D /Vn can be encompassed by a mesh of larger 
grid spacing. Convergence of our solutions is relatively insensitive to ~Xmin' For a test case of 
dendrites grown at ~ = 0.55, D = 2, E = 0.05, and integration time step dt = 0.016, our solutions 
for the steady state velocity converge to that given by solvability theory to within a few percent 
for 0.3 ~ .6.xmin ~ 1.6. 

Fig. 1 shows a dendrite 105 time steps into its evolution computed using our adaptive grid method, 
using the parameters just mentioned above. The system size is 800 x 800, with .6.xmin = 0.78, 
and about half of the computational domain is shown. Sidebranching is evident, and arises due 
to numerical noise. This calculation took approximately 10 cpu-hours on a Sun UltraSPARC 2200 
wor kstation. 

We examined the cpu-scalability of our algorithm with system size by growing dendrites in systems 
of various linear dimension LB and measuring the cpu time Rf for the dendrite branches to traverse 
the entire system. We once again use the same parameters as above, except ~Xmin = 0.4. The 
relationship between Rf and LB is shown in Fig. 2, where we see that Rf rv L~. The number of 
calculations performed, per time step, is proportional to the number of elements in our grid, which 
is set by the arclength of the interface being simulated multiplied by the diffusion length D /Vn . For 
a parabolic shape the arclength rv LB. Thus, since the dendrite tip moves at a constant velocity Vn , 

then Rf = [R~DV; / ~x~]L~ , where R~ is a constant that depends on the implementation. The 
cpu time Irt needed to compute the same case on a uniform grid scales as Rf = [R~/(Vn~x~)]L1. 
For large system sizes, Rf / Rf rv LB. 

We tested the effective anisotropy of our dynamically adapting lattice in two ways. Following the 
method outlined by Karma [24], we find an equilibrium shape for the interface when the background 
field is adjusted dynamically so as to maintain the velocity of the interface at zero. The effective 
anisotropy is inferred by fitting an equation to the computed interface. We found Eeff to be within 
5% of the intended value for input E = 0.02 - 0.04. We also tested for grid anisotropy by rotating 
the grid by 45 degrees, which should represent the lowest accuracy for square elements. In this 
case, the steady state tip-velocity was within 1% of its value in the original orientation. 

We further verified our algorithm by comparing measured tip-velocities and shapes for dendrites 
grown using the same undercoolings, parameter sets and systems sizes reported in [24]. We found 
very good agreement for ~ = 0.65,0.55,0.45,0.30. We next investigated the effect of system size. 
Fig. 3 shows the time evolution of tip-velocity for several undercoolings and system dimensions. 
The two cases for ~ = 0.65 are typical of results at intermediate .6., showing a relatively rapid 
leveling to an asymptotic speed within a few percent of that predicted by solvability theory. 

At lower 6., however, we found that the tip-velocity deviates from that predicted by solvability 
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theory. Fig. 3 also shows the evolution of the tip-velocity for 6. = 0.25 in two different sized boxes. 
Whereas the computed tip-velocity falls a few percent below the solvability value in the 6400 x 400 
box, it exceeds by 8% the solvability value in the 6400 x 3200 box. This effect is even larger at 
6. = 0.1 , also shown in Fig. 3, where the tip speed is about 3 times larger than that predicted by 
solvability theory. 

The explanation for this behavior is that at low 6. , the thermal fields of the two dendrite branches 
overlap, violating the assumptions of solvability theory, which models an isolated single dendrite. 
At large undercooling, each dendrite arm quickly outruns the other 's thermal boundary layer , and 
solvability theory should apply. (See Fig. 1, 6. = 0.65.) The conditions of solvability theory can 
also be approximated at lower undercooling if simulations are performed in a domain which is 
small in one direction. For. the simulation performed with 6. = 0.25 in the small box (6400 x 400), 
the branch in the y-direction is extinguished by its interaction with the wall and agreement with 
solvability theory is obtained. However, when both branches are present, as in the simulation with 
6. = 0.25 in the larger box (6400 x 3200), their interaction leads to an increased tip-velocity because 
the dendrites are embedded in a circular rather than parabolic diffusion field. This is clearly seen 
in Fig. 4, where the dendrite shape and its associated field are shown for 6. = 0.10 (D = 13, 
do = 0.043, co = 0.05, 6.x = 0.78, dt = 0.08). The dendrite arms never became free of each other in 
this simulation, causing the observed deviation from solvability theory shown in Fig. 3. This latter 
simulation was performed in a 102400 x 51200 domain, chosen to contain about 10D /Vn . We note 
that the ratio of the largest to smallest element size in this simulation is 217 . A fixed mesh having 
the same resolution would contain 9 x 109 grid points, clearly beyond current computing capability. 

We can estimate the time t* when the growth of the dendrite tip crosses over from the transient 
regime where the branches interact to that where they become independent by equating the length 
of the full diffusion field, 3(Dt*) 1/2, to the length of a dendrite arm, Vnt* . This gives the crossover 
t ime as t* = 9D/V;. The values for t* corresponding to the cases 6. = 0.65, 0.25 and 0.10 in Fig. 3 
are 2.5 x 103 , 1.6 X 104 and 5.9 x 107 , respectively. Inspection of Fig. 3 confirms this scaling. 

These results have important implications when comparing theory to experimental observations at 
low undercooling. We find that in this regime, the appropriate theory to use is one which explicitly 
takes into account the long range effects of other branches [29J. In particular, study of real dendrites 
with sidebranches, growing at low undercooling, will require such treatment. An investigation of 
t his effect, as well as results in 3D, applications to directional solidification and other solidification 
processes, and a more detailed description of our algorithm will appear in future publications. 

We thank Wouter-Jan Rappel for providing the Green's function steady-state code used to test some 
of our simulations, and Alain Karma for generously providing us with his unpublished results. 
We also thank Robert Almgren and Alain Karma for helpful discussions of our results at low 
undercooling. This work has been supported by the NASA Microgravity Research Program, under 
Grant NAG8-1249. 
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Figure 1: A dendrite grown using the adaptive­
grid method for 6. = 0.55, D = 2, E = 0.05. 
Clockwise, beginning at the upper right the fig­
ures show contours of the U-field, the contour 
4> = 0, contours of the 4>-field and the current 
mesh. 

6=0.55, 1:=0.05 

time-La' 

_1 L-______ ~ ________ ~ ______ ~ 

• Log(system size) 

Figure 2: CPU time vs. the system size, illustrat­
ing the computing time for a dendrite to move 
through the system of linear dimension LB using 
our adaptive mesh method. 

0.<0 ,----__ ----~----~----_--__, 
~ oT=O.25, 6400x400 
- oT-<l.25, 6400x1600 

o T -0.65, 8OOxSO 
- .6.T-o.65, 8OOXSOO 

~ 0.30 _ dT=O.10 , 102400x51 200 
> •..•. So/vabllily oT=O.25, 0.65 
"6 --- Sotvabllily oT=O.10 

i 020~ 
~ 

f! 0.10 
- ~ . --- - -- --- - --. - -- -- --

O.OO'O~---::'10;----""103--==;10;===10:r=----d'0' 
Time (units of t) 

Figure 3: The time evolution of the tip-velocity 
for undercooling 6. = 0.65,0.25 and 0.10. 

Figure 4: Dendrite silhouette and isotherms from 
-0.01 to -0 .9 for undercooling 6.T = 0.1. Full 
domain dimensions are 102, 400 x 51, 200. The 
dendrite tip is approximately 1, 300 units from 
the origin, while the temperature field spreads 
to about 5, 000 units. 
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Introduction 

This is a flight definition project with the specific objective to investigate the kinetics of 
nucleation and crystal growth in micro gravity for high temperature inorganic oxide melts that 
have the potential to form glass when cooled. The present project is related to of our previous 
NASA projectl that was concerned with glass formation for high temperature containerless 
melts in microgravity. The previous work culminated in two experiments2,3 which were 
conducted aboard the space shuttle in 1983 and 1985 and which consisted of melting 
levitated, spherical (6 to 8 mm diameter) samples in a Single Axis Acoustic Levitator 
(SAAL) furnace at 1500° C. 

Of special relevance to the present project was the finding that glass formation for a CaO­
Ga20 r Si02 composition melted in microgravity was nearly three times more likely than for 
the same composition melted at I-g (on earth). This finding was based on the comparison 
of the critical cooling rate for glass formation (defined as the slowest rate at which a melt can 
be cooled without crystallizing) for the identical composition measured at I-g (on earth) with 
the cooling rate which the containerless melt experienced in micro-g (space), see Fig. 1. The 
improvement in glass formation for the containerless melt prepared in micro-g was attributed 
to the suppression of heterogeneous nucleation that usually occurs at the melt-container 
interface on earth (I-g). Unfortunately, the maximum improvement in glass formation for 
containerless melts in microgravity could not be determined because of the unplanned 
termination of the third flight experiment due to the Challenger accident. 

A second important finding of equal importance was that the glass obtained from the space 
melted sample, which had been prepared from a deliberately, chemically inhomogeneous 
(hot-pressed) sample, was considerably more chemically homogeneous than the control 
sample prepared on earth (I-g). Melt homogenization or mixing at I-g is known to be 
caused primarily by gravity-driven convection. Why a glass prepared in micro gravity, 
where gravity-driven convection is ideally absent and the melt would be more nearly 
stagnant, was more chemically homogeneous, remained unclear. 

It is interesting to note, however, that similar results have been obtained from other 
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microgravity experiments4
-
9

, even for glasses processed in containers. The following list 
summarizes the most important results that have been consistently reported for glass fonning 
melts in microgravity. 

(1) Glass formation is enhanced for melts prepared in space2
-
4 

• . 

(2) Glasses prepared in microgravity are more chemically homogeneous2
-8 and 

contain6
-
8fewer and smaller chemically heterogeneous regions than identical 

glasse$ prepared on earth. 
(3) Heterogeneities that are deliberately introduced such as Pt particles are 

more uniformly distributed7
.
8 in a glass melted in space than in a glass melted 

on earth. 
(4) Glasses prepared in microgravity are more resistant to crystallization4.6.9, 

and have6 a higher mechanical strength and threshold energy for radiation 
damage. 

(5) Glasses crystallized in space have a different microstructure, finer grains 
more uniformly distributed, than equivalent samples crystallized on earth4.8 

The preceding results are not only scientifically interesting, but they have considerable 
practical implications. These results suggest that the microgravity environment is 
advantageous for developing new and improved glasses and glass-ceramics that are difficult 
to prepare on earth. However, there is no suitable explanation at this time for why a glass 
melted in micro gravity will be more chemically homogeneous and more resistant to 
crystallization than a glass melted on earth. 

A fundamental investigation of melt homogenization, nucleation, and crystal growth 
processes in glass fonning melts in microgravity is important to understanding these 
consistently observed, but yet unexplained results. This is the objective of the present 
research. A lithium disilicate (Li20.2Si02) glass will be used for this investigation, since it 
is a well studied system, and the relevant thennodynamic and kinetic parameters for 
nucleation and crystal growth at I-g are available. The results from this research are 
expected to improve our present understanding of the fundamental mechanism of nucleation 
and crystal growth in melts and liquids, and to lead improvements in glass processing 
technology on earth, with the potential for creating new high perfonnance glasses and glass­
ceramICS. 

Hypothesis 

The solidification of high temperature melts is controlled by the kinetics of nucleation and 
crystal growth. A melt fonns a glass when nucleation and subsequent crystal growth does 
not occur or can be avoided during cooling the melt. Understanding the kinetics of 
nucleation and crystal growth for a melt is also the basis for understanding glass fonnation 
for that melt. According to the classical theory of nucleation and crystal growth, the volume 
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fraction, V jV (= x), that crystallizes in a melt during cooling can be related to the nucleation 
rate, Iy, and crystal growth, U as 10

, 

x = 1 - exp [ - (411:/3) f Iy (f U dt")3 dt' ] .. . (1 ) 

If x in the quenched melt is below the lower detection limit, which is currently about 10-6, 

the resulting material is considered a glass. 

The simplified forms ofIy and U at a temperature T are given in Eqs. 2 and 3, 

.. . (2) 

U = (fD / A) [ 1 - exp (V m D.Gy IRT) .. . (3) 

where W· is the thermodynamic barrier for nucleation, D.G y is the free energy difference 
between unit volumes of the crystal and liquid phases, ny is the number of molecules or 
formula units of the nucleating phase per unit volume, k is the Boltzmann constant, and A 
is ajump distance on the order of atomic dimensions, V m is the molar volume of the crystal 
phase, R is the gas constant, and f is an interface site factor which refers to the fraction of 
sites on the interface to which an atom can attach. For melts with an entropy of fusion ofless 
than 2R which is approximately true for most glass forming melts, the site factor f is close 
to unity. D is the effective diffusion (self) coefficient and is related to the viscosity of the 
melt, 1') , at the temperature T as, 

D = kT / 311:A1') .. . (4) 

None of the above equations involves gravity (g) p er se , and it is hard to not clear why the 
kinetics of nucleation or crystal growth (or, conversely, the kinetics of glass formation) for 
a melt in micro gravity will be different from those at I-g. However, the experimental results 
suggest differently. 

It is suspected that gravity-driven convection at I-g introduces a high rate of mass transfer 
in melts, which could affect the structure of the melt in several ways . 
(1) Materials dissolved from the container walls may continually be convected (carried) 

into the melt at I-g thereby, creating chemical inhomogeneities and potential sites for 
heterogeneous nucleation and crystallization. Due to lack of gravity-driven 
convection in micro-g, any materials dissolved from the container could be confined 
to a thin layer at the melt-container interface leaving the bulk of the melt essentially 
free from these impurities (or nucleation sites). If there is less mixing in a melt in 
micro-g then the overall nucleation rate is expected to be lower and chemical 
homogeneity would be better than for a glass melt at I -g. 

(2) High temperature melts, particularly, multi component melts containing two or more 
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components of differing density can experience localized compositional fluctuations 
which favors the formation of clustered regions whose chemical compositions differ 
from the overall composition of the melt. Rapid quenching of a melt freezes these 
compositionally different (microheterogeneous) regions in the glass, which are 
potential nucleation sites for crystallization. A higher rate of mass transfer can 
induce a larger compositional fluctuation in a melt at I-g forming 
microheterogeneous regions of larger size and number. As a consequence, a glass 
prepared on earth can be less chemically homogeneous and have a higher nucleation 
rate or crystallization tendency compared to the same glass prepared in space. 

The above two hypotheses basically imply that the perturbation induced by gravity-driven 
convection causes the effective diffusion coefficient, D (Eq. 4) to be larger in a melt at I-g. 
Experiments show ll

,I 2 values ofD that are 30 to 40% lower for melts in space compared to 
the best values reported for melts on earth. A lower value of D in space experiments will 
reduce both the nucleation and crystal growth rates (Eqs . 2 and 3), resulting in an overall 
increase in the tendency for glass formation (Eq. 1) of the melt compared to that of a melt 
on earth. 

The formation of microheterogeneous regions can be viewed qualitatively as a demixing 
effect (shown schematically in Fig. 2), which is enhanced by gravity-driven convection. If 
there is no Marangoni flow, a melt in micro-g would be essentially stagnant and the effect 
of demixing would be much smaller. The equilibrium level of homogeneity at I-g can be 
attained in a shorter time, but it is expected to always be less than what can be achieved in 
space. 

A third hypothesis stems from the reported 13.14 pseudoplastic character of glassy materials. 
This means that a glass under an applied stress will have a lower effective viscosity, Tl (or 
higher D, Eq. 4), compared to a stress-free glass at the same temperature. In other words, 
a stressed glass will have a higher tendency for crystallization than an unstressed glass. 
Since a melt at I -g is under constant convection compared to a near quiescent melt in micro­
g, it is suspected that a glass prepared at I-g will have a higher stress and will be more 
susceptible to crystallization than a glass prepared in space. 

Experiment 

The hypotheses mentioned above, namely, (1) the reduction of nucleation and crystal growth 
rates, (2) improvement in chemical homogeneity, and (3) reduction of stress for the glasses 
prepared in space compared to those for the glasses prepared on earth will be tested through 
flight and ground based experiments. As mentioned before, a lithium-disilicate (Li20.2Si02 

or LS2) will be used as the test composition. 

The flight experiments will include melting an LS2 composition in sealed platinum capsules 
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at temperatures between 1100 and 1500° C and cooling the melts at predetermined rates. 
While a part of the samples will be returned to earth as their as-quenched condition for 
various property measurements, others will be given a two stage heat treatment in space 
between 420 and 700° C for 30 min to 12 h for nucleation and crystal growth. Conventional 
microscopic techniques will be used to determine the rates for nucleation and crystal growth 
of the glasses as a function of temperature and to evaluate the microstructure of the 
crystallized samples. These data will be compared with that for the control samples from 
similar measurements at I-g. 

Differential thermal analysis (DTA) will be used to compare the crystallizing tendency for 
the space and earth melted glasses. A few selected properties that are likely to be affected 
by the degree of homogeneity and stress of a glass such as the density, refractive index, and 
optical transmission in the UV, visible, and IR, will be measured and compared for these 
glasses. Any difference in the structure of space and earth melted glasses will also be 
investigated by x -ray photoelectron spectroscopy (XPS), neutron diffraction, and Raman and 
IR spectral analysis. 

Work Performed I Undertaken 

The work for this project was started with investigating the effect of melting temperature on 
the crystallization of an LS2 glass. Since the microheterogeneous regions discussed earlier 
form in the liquid state, it is reasonable to expect that melting temperature might have an 
effect on the size and number of these regions and, hence, on the overall crystallization 
behavior of the glass. Glasses (50 g) were prepared by melting a homogeneous batch of the 
LS2 composition in a platinum crucible at 1450° C for 15 min. The melt was then stirred 
with an alumina rod and held at temperatures between 1050 and 1450° Cat 50° C intervals 
for 2 h before quenching between steel plates. 
A 50 mg sample of each glass with particle size between 425 and 500 ~m was analyzed by 
DT A at a heating rate of 10° C/min. No effect of melting temperature of this LS2 glass was 
apparent in the DT A thermograms. The peak temperature of the glass transition endotherm 
and crystallization exotherm in DTA occurred at 481± 1 ° C and 658±2° C, respectively, for 
all the glasses melted at different temperatures. 

The IR spectra for these glasses as measured by KBr pellet technique from 450 to 2000 nm 
are also essentially identical and do not show any effect of melting temperature. 

The LS2 glasses prepared by melting at different temperatures are now being used to measure 
the nucleation and crystal growth rate as a function of temperature using conventional optical 
microscopy. Neutron diffraction, XPS, and Raman spectra measurements for these glasses 
are continuing. 
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Introduction and Objectives 

Progress in crystal growth on earth or in space will depend on a more fundamental understanding 
of the important coupling between atomistic-scale processes which control the properties of grown 
crystalline material and the macroscopic transport conditions imposed by the growth system. Our 
long-term goal is to understand the mechanisms which influence crystal quality through the 
hierarchy of length and time scales relevant to these atomistic-scale and macro-scale processes. The 
immediate goal of the research summarized here is to employ atomistic simulation to understand 
better the melt growth of cadmium telluride (CdTe) and its alloy cadmium zinc telluride (CdZnTe). 
These materials are employed in a variety of technologically important electronic and electro-optical 
devices; however, the growth of high-quality, large-area single crystal substrate has proven to be 
extremely difficult under terrestrial conditions. We seek to obtain a more fundamental 
understanding of the properties of cadmium telluride so that the physical mechanisms responsible 
for growth can be elucidated. A secondary objective of our work is the prediction of high­
temperature thermophysical properties of liquid and solid CdTe. 

Relationship to Microgravity Research 

Recent growth experiments of Cdo96Zno.04 Te in a microgravity environment aboard USML-l 
resulted in material which was far superior in structural perfection compared to earth-grown 
material under similar conditions. These dramatic results were attributed to the elimination of 
hydrostatic pressure from the melt column overlaying the crystal due to micro gravity conditions, 
thereby reducing the hoop stresses that occur in a crystal as it grows and cools. In addition, it was 
speculated that the near absence of hydrostatic pressure allowed for the melt to solidify with 
minimal wall contact, thereby eliminating deleterious wall interactions. We will utilize atomistic 
simulation to understand the dynamics of the liquid/solid interface and of the solid material under 
the stress conditions corresponding to micro-gravity and terrestrial conditions. The work to be 
performed in this project will support current microgravity research on the melt growth of CdTe 
compounds and will provide for a quantitative, unambiguous method to understand the subtle 
effects of microgravity in these systems. 

The primary thrust of this work will be to clarify the role of microgravity in interpreting the USML-
1 results described above; however, this work promises to support future micro gravity research in 
other substantial ways. Atomistic simulations will provide predictions of the high-temperature 
thermophysical properties of CdTe and its alloys. Accurate high-temperature properties are needed 
for reliable materials processing models, but such data are extremely difficult to obtain from 
experimental measurements (many of which have been undertaken in microgravity environments). 
The prediction of these properties using atomistic simulation clearly complements ongoing and 
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future micro gravity process modeling and experimental property measurement efforts. Another 
likely benefit from this work is that a more complete understanding of the structurep f molten CdTe 
and alloys will aid the development of seeding procedures for melt growth. For earth-based 
processes, reliable seeding techniques have not yet been developed for these materials, yet such 
procedures have been identified as one of the most needed process improvement to increase yields. 
Undoubtedly, as further microgravity experiments on the melt growth of CdZnTe are performed, 
seeded growth experiments will be desired and the knowledge obtained from atomistic simulations 
will be invaluable. 

Methodology and Results 

We have successfully employed ab initio pseudopotentials to compute the electronic structure of 
solid and liquid CdTe. Subsequent work focused on performing first principles molecular 
dynamics simulations on the liquid state using interatomic forces between atoms to calculate the 
atomic trajectories and integrate the equations of motions to simulate the liquid. The liquid was 
modeled by considering a 64 atom unit cell with periodic boundary conditions; the atoms were 
randomly place in this cell and initially heated to a very high temperature. After cooling the system 
to a temperature slightly above the melting temperature, we analyzed the resulting liquid. 

We have determined the pair correlation function, the self-diffusion of the Cd and Te atoms, and 
have performed an analysis of the liquid structure. We compared the theoretical results for the pair 
correlation function to experimental x-ray and neutron work. Our initial comparisons are quite 
encouraging; the predicted and experimental distributions are quite similar. Likewise, our 
computed diffusion coefficients are consistent with experiments. 

We have submitted a manuscript entitled "Ab Initio Molecular Dynamics Simulation of Liquid CdTe 
and GaAs: Semiconducting versus Metallic Behavior" to Physical Review Letters. All 
semiconductors of IV row, such as silicon, and ill-V materials, such as gallium arsenide, assume 
metallic behavior when melted. This is in contrast to some II-VI semiconductors such as CdTe 
which retain their semiconducting behavior in both the liquid and the solid state. In order to 
understand this difference, we have performed ab initio molecular dynamics simulations of liquid 
GaAs and CdTe. Using the Kubo-Greenwood formalism, we predict the conductivity of both 
liquids and confirm the differences observed experimentally. We relate the conductivity differences 
between II-VIand ill-V semiconductors to strong structural differences occurring within the melt. 
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Introduction and Objectives 

Key to the advancement of crystal growth processing is a better understanding of the dominant 
influence of buoyancy-driven convection on segregation and morphological stability during crystal 
growth on earth. Since these effects in tum playa critical role in establishing the structure and 
properties of grown materials, considerable interest has developed for their study by use of the 
microgravity environment provided by space flight. However, space flight experiments are still 
subject to accelerations that rapidly vary in magnitude and direction, and such variations complicate 
experiments by the introduction of significant transient and three-dimensional effects. We propose 
to develop rigorous process models that account for such three-dimensional, transient phenomena 
during melt crystal growth under microgravity conditions. 

With this model, we will perform fundamental studies of transient acceleration and g-jitter effects -
significant advances in the understanding of segregation phenomena are to be expected. In 
addition, there is an immediate and continuing need of the microgravity flight experiment program 
for three-dimensional growth models coupled with realistic heat transfer models that describe 
current NASA flight furnaces, such as the Advanced Automated Directional Solidification Furnace 
(AADSF) and Crystal Growth Furnace (CGF). The codes developed here will enable the 
unambiguous interpretation of flight experiments, and will, perhaps even more importantly, 
provide a tool to design the conditions needed in future flight experiments to best study the effects 
of microgravity on segregation theory. 

Relationship to Microgravity Research 

There has long been interest in employing the microgravity environment of space to process 
advanced materials. Growing crystals in space has the alluring potential to reduce convective flow 
velocities to the point where diffusion-controlled growth is possible, thus promoting the growth of 
higher quality crystals and enabling the detailed study of segregation phenomena. Early space 
experiments confirmed that microgravity processing could significantly reduce the level of melt 
convection. Uniform doping was not achieved, however, indicating that convection was not 
completely damped in the melt. Recent experiments conducted on the First United States 
Microgravity Laboratory (USML-l) also indicated that convection was not totally damped. 
Clearly, reducing the magnitude of the gravitation force alone was not sufficient to achieve 
diffusion-controlled growth in these experiments. Other effects can also complicate the 
microgravity environment, especially those associated with time-dependent changes in the direction 
and magnitude of the gravity vector (g-jitter). These effects induce flow in the melt that is three­
dimensional and time-dependent. 
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Another three-dimensional effect that arises during micro gravity crystal growth experiments 
concerns the dewetting of the melt from the ampoule walls, resulting in bubbles or free surfaces. 
Such events can lead to significant Marangoni flows driven by gradients in surface tension along 
the free surface of the melt. Of interest in these situations are the effects of these three-dimensional 
flows on segregation and the effects of the free surface on reducing mechanical interactions 
between the solidifying charge and the ampoule. Growth experiments of CdO.96ZnO,04 Te aboard 
USML-l resulted in material that was far superior in structural perfection compared to earth-grown 
material under similar conditions. It was speculated that the near absence of hydrostatic pressure 
allowed for the melt to solidify with minimal wall contact, thereby eliminating deleterious wall 
interactions. To truly quantify the conditions needed to promote dewetting and explain the 
resultant phenomena associated with the presence of the melt free surface requires a fully three­
dimensional modeling capability. 

Previous attempts to model the effects of g-jitter and dewetting have relied on an assumption of 
2D, axisymmetric behavior that greatly simplifies analysis. The proposed work will directly 
address the limitations of these models. The rigorous simulation of three-dimensional, transient 
effects will allow, for the first time, quantitative analyses of segregation phenomena in 
micro gravity systems. This capability will be extremely important for the unambiguous 
interpretation of flight experiments, and, perhaps more importantly, will provide a tool to design 
the conditions needed in future flight experiments to best study the effects of microgravity on 
segregation theory. 

Methodology and Results 

We employ the finite element method coupled with a fully implicit time-integration technique to 
solve the transient, three-dimensional momentum, continuity, and transport equations. The 
Newton- Raphson iterative scheme is used to solve the resulting equation set at each time step, and 
the GMRES (Generalized Minimal Residual) iterative scheme is used to solve the linear systems 
arising in the Newton-Raphson iterations. We have implemented this algorithm on the Cray T3E, 
a massively parallel, distributed memory supercomputer, at the University of Minnesota Army 
High Performance Computing Research Center. 

While we have made substantial progress in our capability to compute three-dimensional, transient 
flows, there are several areas in which our software needs to be extended to enable the detailed 
modeling of Bridgman crystal growth under micro gravity . Two extensions have already been 
completed. In order to accurately represent effects caused by the ampoule and container, we have 
modified the code to solve for heat transfer through multiple domains with unequal physical 
properties. We have also implemented a rigorous, self-consistent methodology to solve for the 
location and shape of the moving melt/crystal interface location. These extensions have allowed us 
to compute the flow, temperature distribution, and interface location in a prototype problem of 
steady-state solidification in a solid-liquid system. 

Several additional extensions are required to complete our code development. One extension is to 
solve for coupled, time-dependent mass transport, to enable segregation studies throughout a 
growth run . Another is to provide for realistic thermal boundary conditions by coupling our code 
with an appropriate representation of global (furnace) heat transfer. Also to be implemented are 
provisions to represent free-surface traction boundary conditions caused by surface tension 
gradients, so that three-dimensional Marangoni flows can be calculated. This approach will be 
needed to consider imperfections caused by bubbles or melt dewetting. We anticipate that 
implementing the above code modifications will be straightforward and have confidence in the 
current capabilities of the underlying algorithm and implementation. 
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A comprehensive program to investigate the expeditious in vitro formation of three-dimensional 
bone-like tissue is currently underway at the University of Pennsylvania. The study reported here 
forms a part of that program. Three-dimensional bone-like tissue structures may be grown under 
the simulated microgravity conditions of NASA designed Rotating Wall Bioreactor Vessels 
(RWV' s). Such tissue growth will have wide clinical applications. In addition , an understanding of 
the fundamental changes that occur to bone cells under simulated microgravity would yield 
important information that will help in preventing or minimizing astronaut bone loss, a major health 
issue with travel or stay in space over long periods of time. [ I] The growth of three-dimensional 
bone-like tissue structures in RWV's is facilitated by the use of microcarriers which provide 
structural support. If the microcarrier material additionally promotes bone cell growth, then it is 
particularly advantageous to employ such microcarriers. 

We have found that reacti ve, bone-bioactive glass (BBG) is an attractive candidate for use as 
microcarrier material Y] Specifically, it has been found that BBG containing Ca- and P- oxides 
upregulates osteoprogenitor cells to osteoblasts. [2] This effect on cells is preceded by BBG 
reactions in solution which result in the formation of a Ca-P surface layer. This surface further 
transforms to a bone-like mineral (i.e. , carbonated crystalline hydroxyapatite (c-HA»). At normal 
gravity , time-dependent, immersion-induced BBG reactions and transformations are greatly 
affected both by variations in the composition of the milieu in which the glass is immersed and on 
the immersion conditions. [3] However, the nature of BBG reactions and phase transformations 
under the simulated microgravity conditions of RWV's are unknown, and must be understood in 
order to successfully use BBG as microcarrier material in RWV's. In this paper, we report some of 
our recent findings in this regard using experimental and numerical methods. 

BBG composition 45S5 , the mo t reactive among known bone-bioactive gla ses,[4] was chosen for 
the study . BBG 45S5 behavior in physiological solutions was tested in simulated microgravity and 
compared with that at normal gravity . On the basis of our numerical study ,[5] we have chosen the 
BBG granule size to be in the range 40-70 /lm, and a RWV rotational peed of 10 rpm. Our 
numerical study has shown that these parameters enable. the microcarrier to remain suspended in the 
medium without experiencing collisions with the wall of the vessel. Immersion-induced changes in 
the solution composition and the material surface were analyzed after immersion. 

Materials and Methods 

Immersion experiments were conducted in tris(hydroxylmethyl)aminomethane buffered solution 
(pH 7.4 at 37 °C) both in the simulated microgravity environment of a High Aspect Ratio Vessel 
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(HARV-50 ml , Synthecon, Houston, Texas) and in normal gravity. Melt-derived bone-bioactive 
glass (BBG) 45S5 (W,%: 45.3 % Si02, 23.9 % CaO, 24.8 % Na20 and 6.2 % P20S ) granules 
(MO-SCI Co., Rolla MO) were immersed at I mg/ml weight-to-solution volume (WN ) ratio for I, 
3, 6, 10 and 24 hours. 

Prior to studying the immersion-induced reactions of BBG under the simulated microgravity 
conditions, we conducted an experiment with gold coated BBG particles in order to observe the 
tracjectories of the particles in the HAR\Z at 10 rpm and the 1 mg/mJ WN ratio. The particles were 
sputter coated with a thin (about 200 A) layer of gold to make them visible in solution. This 
experiment with gold-coated particles confirmed that most of the particles, in an inertial frame, 
circled around the center of the rotating chamber during immersion up to 24 hours. Particles 
employed for the actual immersion study were without gold coating. 

After immersion, the solutions were analyzed for changes in the Si, Ca and P-concentrations using 
atomic absorption spectroscopy (5100, Perkin-Elmer, Norwalk CT) and colorimetry (Ultraspec 
Plus Spectrophotometer, Pharmacia LKB, Piscataway NJ). The BBG surface was analyzed prior to 
and after immersion using Fourier transform infrared spectroscopy (FTIR, 5DXC, Nicolet, 
Madison WI). 

Results and Discussion 

Figures I a-c show changes in the P, Ca- and Si-concentrations as a fuction of immersion time of 
BBG granules in tris buffered solution both under simulated microgravity (HARV) and unit gravity 
conditions. The data indicate that the following reactions have occurred in both environments: an 
initial leaching of all ions , subsequent uptake of P-ions and solution saturation with Si-ions. 
Although the sequence of these reactions was similar under both conditions, the kinetics were 
different as indicated by a remarkable increase in the rate and amount of both release and uptake 
under simulated microgravity conditions. Specifically, whereas the amounts of P- and Ca-ions 
released during the initial stage (prior to uptake) under unit gravity were 10 ppm (0.32 mM) and 80 
ppm (2 mM) respectively, a two-fold increase to 180 ppm Ca (4.5 mM) and 70 % increase to 17 
ppm P (0.55 mM) were observed under simulated microgravity. These observations suggest that 
the enhanced release of Ca- and P-ions in the HARV environment led to a dramatic rise in solution 
supersaturation with regard to Ca-P phases. The data also showed that the time to detectable P­
uptake, indicative of precipitation of Ca-P phases, was reduced from 3 hours under unit gravity to 1 
hour under simulated microgravity. Moreover, the amount of P-uptake, i.e . the difference between 
the highest and the lowest concentrations measured prior to uptake and at 24 hours respectively, 
was increased from 8.7 ppm at unit gravity to 14.4 ppm at simulated microgravity suggesting an 
significant increase of the amount of Ca-P precipitates. The HARV environment also affected the 
pattern of Ca-uptake; it was observed after I"hour immersion in HARV, but was not detected under 
unit gravity. Concerning Si-release, the saturation concentration of 65 ppm was reached after 3 
hours in the HARV environment in comparison to 6 hours in normal gravity. 

Chemical and structural changes of the BBG surface resulting from the immersion-induced 
reactions are indicated by the FfIR spectra shown in Fugure 2. The FfIR spectrum of unreacted 
(before immersion) particles shows absorption bands characteristic of silica network of unreacted 
45S5 glass.l41 Bands assigned to P-O and c-o vibrations were present in the spectra after 6 hours 
of immersion under both unit gravity and simulated microgravity conditions. The appearance of 
these bands suggests the formation of a carbonated Ca-P phase on the glass surface. Splitting of the 
lower energy p-o band indicates that the phase was crystalline and as such is carbonated 
hydroxyapatite (c-HA). The analysis also points out that, although the formation of the c-HA layer 
on the BBG surface occurred under both conditions, the layer formed under simulated microgravity 
was significantly thicker than that formed under unit gravity. This was indicated by a greater P-O/ 
Si-O intensity ratio in the lower energy region of the spectrum of BBG after immersion in the 
HARV environment compared to that in unit gravity. 
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The combined solution and surface analyses suggest that the following events occurred upon 
immersion of BBG granules under both testing conditions: dissolution of BBG (indicated by the 
release of Si- Ca- and P-ions); saturation of solution with Si-ions and supersaturation of originally 
Ca-P-free solution with these ions followed by precipitation of Ca-P phases (indicated by P- and 
Ca-uptake); growth of Ca-P precipitates with immersion (suggested by continuous uptake). The 
analysis also revealed that, although the sequence of the events was similar under both conditions, 
the kinetics were significantly affected by the simulated microgravity environment, i.e . both 
dissolution and precipitation reactions were enhanced. In addition, the surface analysis (FfIR) 
pointed out that a layer (- 1 11m thick) of bone-like apatite, i.e. carbonated crystalline hydroxyapatite 
(c-HA) was formed on glass granules after 6 hours of immersion in both conditions; however, this 
surface layer was significantly thicker on granules which reacted under simulated microgravity in 
comparison to those in unit gravity . This finding suggests that crystallization of Ca-P precipitates, 
essential for the bone-bioactive behavior of BBG, was also enhanced by the simulated microgravity 
conditions . 

Conclusions 

The study has demonstrated that the simulated microgravity environment remarkably enhances the 
kinetics of BBG reactions that are associated with bone-bioactive behavior. 

Our ongoing study on the effect of simulated microgravity on the BBG reactions, associated with 
bone-bioactivity, includes testing BBG in solutions closely mimicking the electrolyte and organic 
content of plasma, as well as expanding the number of measurements in order to produce 
statistically significant data in all solutions. 
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Figures 1 a-c . Changes in the concentrations of P-, Ca- and Si-ions as a fuction of 
immersion time in tris buffered solution (pH 7.4 at 370C) under simulated microgravity 
(HARV) and unit gravity conditions. 
A remarkable increase in the rate and the amount of initial release of all ions (dissolution) 
and the following uptake of P- and Ca-ions (precipitation) was observed in the simulated 
microgravity environment of the HARV. 
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Figure 2. FTIR spectra of BBG granules before immersion (unreacted) and after 6 hours of 
immersion in tris buffered solution under simulated microgravity (HARV) and unit gravity 
conditions. The appearance of P-O and C-O bands (which were not present before 
immersion) on both spectra of reacted granules indicates fonnation of a layer of crystalline 
carbonated hydroxyapatite (c-HA), bone-like apatite, on the glass surface. However, the 
apatite layer fonned under simulated rnicrogravity was significantly thicker than that fonned 
under unit gravity (as suggested by a greater ratio of the P-O/Si-O intensity in the lower 
energy region). 
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Research Objectives and relevance to Microgravity 

The objective of the research proposed here is to carry out detailed studies of defect and general 

distortion distributions in crystals grown in both microgravity and ground based environments 

(e.g. using modified Bridgman, Vapor Transport or Traveling Heater Method techniques) using 

a combination of synchrotron white beam X-ray topography (SWBXT) , and high resolution 

triple crystal X-ray diffractometry (HRTXD).2 This unique combination of techniques is 

expected to reveal detailed differences between crystals grown in these two different 

environments and to enable meaningful assessment to be made of the influence of a microgravity 

environment on various aspects of the quality of crystals grown therein. SWBXT and HRTXD 

are complementary analytical techniques which are most sensitive and useful at contrasting ends 

of the "scale" of defect densities in crystals. By applying both techniques to the same crystals, it 

will be possible to provide detailed and quantitative assessments of the defect structure from 
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regIons that range from highly perfect (where SWBXT is expected to be the supenor 

characterization tool) to highly imperfect (where HRTXD should be the superior method). This 

unified and continuous view of the defect structure should lead to valuable insights into the 

effect of growth conditions on the defect generation process. The proposed research program 

will draw upon the extensive experience that has been gained at the State University of New 

York - Stony Brook and University of Wisconsin - Madison in the analysis of defects in 

semiconductors using advanced methods of X-ray diffraction. Prof. Michael Dudley of SUNY -

Stony Brook has worked closely with the crystal growth community at NASA's Marshall Space 

Flight Center (MSFC) in applying methods of SWBXT to numerous semiconductor crystals 

grown both on earth and in microgravity. His counterpart, Prof. Richard Matyi of UW -

Madison, has been actively engaged in demonstrating the capabilities of HRTXD to a variety of 

semiconductor materials. By combining these complementary techniques it should be possible to 

obtain a deeper understanding of the process of defect generation than would be possible with 

either technique alone, or perhaps by any structural probe. 

The significance of the research described here is that it will directly determine the influence of 

a micro gravity environment on the detailed defect and distortion distribution in crystals 

produced in flight experiments, and will enable direct comparison to be drawn with crystals 

produced in ground based experiments. Confirmation has already been obtained that effects 

reSUlting from the limited flight times available for micro gravity crystal growth experiments can 

exert control over the microstructure of the crystals grown, potentially detracting from the 

intended assessment of the influence of the magnitude of the gravity vector on these processes. 

Determination of the influence of cooling rate on the defect microstructure of crystals is crucial 

for selection of experimental conditions under which the effects of the gravity vector on crystal 

growth quality can be usefully investigated. Once such selection has been optimized, differences 

in microstructure observed in micro gravity grown crystals may be safely attributed to the 

influence of the gravity vector and not to artifacts related to compressed growth schedules. 
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Significant Results to Date and Future Plans 

In the past year, cooperative studies have been carried out on the following materials: ground­

based ZnSe/ grown by Dr. C.-H. Su; ground-based Hgl_xCd,.Te, grown by Dr. D.C. Gillies; and 

ground-based and flight-based CdZnTe/,4,5 grown by Dr. D.J. Larson Jf. (USMLl). Selected 

results from ZnSe (figure 1) and Hgl _xCd,. Te (figure 2) will be presented here. Preliminary 

comparison of results obt.ained by these two techniques further emphasizes their complementary 

nature and usefulness for complete, quantitative characterization of crystal growth quality, and 

for the assessment of the influence of growth conditions thereon. 

For ZnSe, two as-grown boules (43 and 45) as well as several individual wafers cleaved from 

different boules, all grown by Dr. C.-H. Su, have been studied in detail using SWBXT. A 

preliminary correlation between HRTXD and SWBXT data from one of these boules (43) and 

one of these wafers (32) has already been carried out. Selected results from boule 43 are 

presented here. HRTXD analysis was performed on a large (0 T 1) facet on the surface of the 

boule. SWBXT in reflection mode was carried out over all facets and surfaces of the boule. 

Topographs and HRTXD scans, recorded from the large (011) facet, are shown in figure 1. 

SWBXT clearly reveals that boule 43 is extensively twinned (twinning in ZnSe appears to 

follow the theory of Hurle,6 recently modified by Dudley et af·8
). Both triple axis diffraction 

scans and double axis rocking curves recorded from position A reveal the presence of peak 

splitting. This is due to the x-ray footprint (in this case 3xO.lmm2
) partially straddling the twin 

boundary leading to contributions from both matrix and twinned regions. Even though the 022 

and 022 reciprocal lattice vectors, respectively from matrix and twin regions, are nominally 

parallel, there is a slight lattice misfit at the twin boundary leading to the small degree of lattice 

rotation which becomes apparent on the triple and double axis scans as well as on the 022 

topograph. The distortion associated with the inclusion at B is evident in both sets of results. 

Good agreement between the topography and both double and triple axis results is apparent. 
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For the case of Hg1_xCd."Te, research was carried out on several wafers sliced from boules grown, 

using the traveling solvent zone method (Te solvent), both in the presence and absence of an 

applied magnetic field. Since the composition in the crystal varied along the two boules, 

adjacently sliced wafers, with similar composition were studied using SWBXT and HRTXD. 
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Figure 1. (a) SWBXT image, recorded in reflection mode, from large (011) facet on ZnSe 

bou1e 43 - 022 reflection exhibiting the absence of orientation contrast, showing contributions 

from matrix and twin; (b)-(c) triple axis diffraction scans from regions marked A and B in (a). 
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Figure 2. (a) SWBXT image from a low x value Hgl_xC~Te wafer grown in the absence offield; 

(b) HRTXD scan from similar low x value wafer to that in (a); (c) SWBXT image recorded from 

a high x value wafer grown in the presence of an applied magnetic field; (d) HRTXD scan from 

similar high x value crystal. 
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SWBXT images and HRTXD scans recorded from both high and low x value wafers, with and 

without an applied magnetic field, are shown in figure 2. Both techniques reveal clear 

differences, with the crystals grown in the presence of the field exhibiting much higher structural 

quality. Small angle boundaries, with tilt angle between 0.5 and 2.5 minutes of arc are evident 

on the topograph. The HRTDX footprint is smaller than the average grain size and so does not 

readily reveal these boundaries. 

In future work, a complete description will be sought of the type and distribution of all defects 

present in the crystals to be examined. Crystals will initially be examined in boule form using 

both SWBXT and HRTXD in reflection geometry in order to reveal the overall distribution of 

defects and distortion around the crystal surface. This will help determine the optimal wafering 

geometry to be adopted for the next stage of the research. SWBXT and HRTXD will then be 

used, in sequence, to examine the defect and distortion distributions in each of the wafers. 

Information so gathered will then be compiled to reconstruct to complete three dimensional 

defect and distortion distributions in the as-grown boule. This reconstructed information can 

then be used to compare with the predictions of growth models. 
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Microporous materials are crystalline frameworks with well defined cages and channels of 
molecular dimensions varying from 2 to 8 A.I Various elements such as silicon, aluminum, zinc, 
phosphorus, gallium and transition metals can form the backbone of the framework. These elements, 
abbreviated as T and T' make up the framework through T -0-T' linkages. The most commonly used 
microporous frameworks are aluminosilicate zeolites. These find extensive use in detergents and 
catalysts. The ion-exchange of the extraframework ions are exploited ill detergent use. The catalytic 
behavior arises because superacidity can be introduced into these frameworks and the topography of 
the channels and cages influence product formation. Discovery of novel frameworks can have 
significant impact on practical applications, as in the recent introduction by Unilever of a new zeolite 
in detergents and the use of ZSM-5 in petroleum cracking. Thus, there is considerable effort 
worldwide in the synthesis of new frameworks. Microporous materials are typically made under 
hydrothermal conditions. Influence of the nature of starting reactants, structure directing agents, pH, 
temperature, aging -- all have profound influence on microporous material crystallization.2 This is 
primarily because the most interesting open frameworks are not stable structures in the synthesis 
medium. Thus, the discovery of new structures is often tied to finding the right reaction conditions 
that allow for kinetic stabilization of the structure. Because of the complexity of the synthesis process, 
most advances in microporous materials synthesis are made by trial and error. There has been a 
concerted effort over the past few decades to gain a comprehensive understanding of the crystal 
growth process, which would result in more directed synthesis of these materials. 

The important issues in crystal growth are: 
• molecular structure and assembly of the nuclei 
• nature of the nucleation process 
• growth of nuclei into crystals 
• factors influencing morphology 
• transformation of frameworks into subsequent structures. 
The NASA-funded research described here is involved in exploring all the above issues of 

microporous materials nucleation and crystal growth. Our synthetic approach is significantly different 
from conventional synthesis because our focus has been to design methods that will be eventually 
tested in microgravity. We summarize below our recent results. Experimental aspects of our research 
can be found in several publications.3

-
5 

Results and Discussion 

A New Route of Synthesis: Conventional synthesis of microporous materials usually involves mixing 
together reactants in an aqueous medium and results in immediate formation of an amorphous 
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material, usually referred to as the gel from which crystal growth occurs. The complexity of the 
reaction mixture makes it difficult to examine the process. An advance has been to examine synthesis 
from clear solutions.6 However, even in these clear solutions there are nanometer sized particles that 
are thought to playa critical role in the nucleation process. In our synthesis procedure, reactants are 
dispersed in small droplets of water in a oil-like medium with the help of detergents. These 
nanoclusters of water are called reverse micelles and a schematic of such a micelle is shown in Figure 
1. The reactants in two different micelles can exchange with one another upon collision and if the 
conditions are appropriate, nucleation can occur. 

The detergents that are responsible for dissolving the water pool in the hydrocarbon come in a 
variety of forms and we have discovered that they have a profound influence on the crystallization 
process of microporous materials. This dependence in itself has provided some insight on the 
crystallization process. Figure 2 shows the three detergents that have been examined in this program. 

Our focus has been on the synthesis of zincophosphates, referred to as ZnPO. The detergent 
AOT has been extensively examined in the literature for formation of reverse micelles and used in 
synthesis of semiconductors and metal particles.7 Our initial focus was with this detergent. Figure 3 
shows the first microporous material, zincophosphate sodalite that was made using reverse micelles, 
along with the powder diffraction pattern and electron micrograph. 

Synthesis o/Open Frameworks: Considerable efforts were made to make other framework structures 
by primarily changing the Zn and phosphate concentrations in the AOT reverse micelles. More 
condensed phases than sodalite, such as hopeite and P61 could be formed, but all attempts at 
synthesizing more open structures (especially ZnPO-X ) failed. Careful IR spectroscopy of the water 
in AOT reverse micelles showed that the presence ofNa+, the neutralizing ion for the sulfonate group 
of AOT was disrupting the structure of water that was necessary to nucleate the open-pore framework 
ofZnPO-X. This led us to examine a neutral surfactant, Tween 85, shown in Figure 2b. All attempts 
with Tween 85 based reverse micelle also led to the formation of sodalite or more condensed phases 
such as hopeite. We did not investigate this system in as much detail as we did AOT, but concluded 
that it was difficult to get the appropriate water loading into the micelle. Experiments with the 
cationic reverse micelles, Figure 2c, led to the formation of open framework ZnPO-x. Figure 4 
shows the framework structure, SEM and the diffraction pattern. It is unclear as yet if the surface of 
the DODMAC reverse micelle is playing an added role in the nucleation of ZnPO-x. This may 
indeed be true because tetramethylammonium ion, (TMA +) is used as a structure directing agent for 
ZnPO-X, and two of the methyl groups in DODMAC point into the inside of the reverse micelle 
(resembles half a TMA ion), the site for ZnPO-X nucleation. The fact that the open structure ZnPO-X 
could only be grown from DODMAC reverse micelles indicates that the structure of water and cation­
water complexes plays an important role in the nucleation of open frameworks. A hypothesis of this 
action is that the particular ordering of the phosphate ions can be influenced by the competition 
between cation (such as Na+) ordering of water and the ordering imposed by the template ion, TMA+. 

Control o/Crystal Growth We have also discovered that reverse micelles provide an effective 
way to control supersaturation and therefore the route to crystal growth. Experiments are done by 
reacting a zinc containing reverse micelle with a phosphate micelle. As these micelles collide with 
each other, they build a distribution of micelles with varying zinc and. phosphate contents in the 
micelles. Depending on the intrarnicellar pH which determines the types of phosphate species, the 
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supersaturation conditions will only exist in a certain fraction of the reverse micelles. This control of 
supersaturation has a profound influence on the crystal growth mechanism, dynamics and eventual 
morphology of the crystals. This was best demonstrated in the case of sodalite growth using the AOT 
reverse micelle system. The supersaturation was controlled by intramicellar pH which led to 
formation of a different distribution of phosphate species. Under conditions where pH was high, the 
supersaturation condition for zincophosphate precipitation was not exceeded. This led to a slow 
crystal growth process in a layer-by-Iayer fashion. On the other extreme, at low intramicellar pH, the 
supersaturation conditions were exceeded for a large number of zinc and phosphate containing reverse 
micelles, and there was extensive precipitation of amorphous zincophosphate. In the low 
supersaturation case, the nuclei that were developed in a small fraction of reverse micelles were fed by 
nutrients from the other reverse micelles. This is only possible in a reverse micellar system because it 
is possible to maintain quite different compositions in different reverse micelles, but all in the same 
reaction system. If supersaturation is exceeded as in the reverse micelles at low pH, then crystal 
growth occurs by restructuring of the amorphous gel via a surface mediated solution mechanism. This 
has the counterpart in conventional microporous material synthesis, where crystal growth occurs in the 
presence of the amorphous gel. Intermediate levels of supersaturation can also be obtained by careful 
control of intrarnicellar pH, in which crystal aggregates are formed. 

Influence of Sedimentation on Crystal Growth We have had less experience with crystal growth in 
the Tween-85 and DODMAC systems. But the preliminary results are similar to that of the AOT 
system. In particular, we were interested in the method of crystal growth at low supersaturation where 
single crystals were growing in a layer-by-layer fashion. It was apparent that if these crystals could be 
suspended for longer periods of time, then larger crystals could be grown. In order to suspend 
crystallites for longer periods of time, we built a rotation cell and tested it with the sodalitel AOT 
system. Even though this accomplished the purpose of suspension, there was enough motion that 
crystallites assumed different shapes. This is an indication that motion of nutrients around growing 
crystals influences morphology. Another attempt to examine the effect of suspension was to grow 
crystals in a long narrow column and collect crystallites at different periods of time. These 
experiments were tried out with ZnPO-X/DODMAC system. The octahedral crystals gradually 
increase in size with suspension time. In summary, the reverse micelle system has led to the following 
advances in understanding of microporous materials synthesis: 

a. Role of water and cation/water structure in synthesis. 
b. Control of crystal growth process by adjusting supersaturation conditions. 
c. Distinguishing different pathways of crystal growth for the first time. 
d. By using different detergents, we have established the generality of the 

reverse micelle method for growing microporous materials. 
e. Discovery of a layer-by-layer growth provides opportunity for growing large 

crystals if conditions for suspension can be maintained. 

Crystal Dissolution and Convection Effects One of the critical issues in microporous materials 
crystal growth is the nature of the building blocks that assemble to form the growing crystal. There 
has been considerable speculation in the literature about secondary building units, but there has been 
no direct evidence for such structures. In order to observe these building units, it is clear that a 
spectroscopic tool is required. The problem is that every spectroscopic tool measures properties of the 
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whole system, whereas the specific building units are few in number. Thus, the problem is to 
discriminate the signal of a small number of building units from a large background and to the best of 
our knowledge, this has not been done. 

Another approach is to examine dissolution of crystals. Here, the issue of background signal 
is absent and spectroscopic analysis becomes straightforward. We have taken this strategy with 
ZnPO-x. The probe of choice is Raman spectroscopy, which via vibrational spectroscopic data 
provides information on the structural changes. We have also made another significant advance in the 
crystallization of ZnPo-x. Typically, ZnPO-X grows as octahedra with the (111) faces exposed. 
These crystals are of the size of 10-20 !-tm. It is difficult to properly focus the Raman excitation light 
on the crystal and any motion disrupts the focal plane because of the sloping geometry of the (111) 
face relative to the focused laser light (about -5 !-tm). However, if a single twin fault plane is 
introduced into the octahedron, then a flat crystal is obtained. We have discovered conditions in which 
we can grow large platelet (> 1 00 !-tm) crystals of ZnPO-X, which makes it possible to study the flat 
(111) face. 

Raman microprobe spectroscopy of the surface of the ZnPO-X crystal was measured at 
various pH's. Under acidic pH conditions, the ZnPO-X crystal dissolves. ZnPO-X has two types of 
cages (Figure 4). Tetramethylammonium ion, trapped within the smaller sodalite cages exhibits the 
symmetric C-N stretching frequency higher than that of free TMA ion. Thus, this band is a direct 
measure of the presence of sodalite cages in the ZnPO-X structure. Comparison of the intensity of 
this band versus the p-o stretching modes characteristic of ZnPO-X could for example suggest if the 
sodalite unit is maintained while the P-O-Zn structure connecting the sodalite cages is disrupted. 

The Raman spectra of the surface was monitored as a function of dissolution time with the 
whole system being stirred. The intensity of the TMA + peak decreased at the same rate as that of the 
phosphate peak of ZnPO-X indicating that there was no particular stabilization of the sodalite unit. 
The experiment was repeated under static conditions, with the crystal in a still solvent environment. 
Both the spectroscopy as well as the morphology of the crystals observed during the dissolution 
process under these static conditions was different from the stirred system. The Raman spectrum 
shows the formation of hopeite. Optical microscopy shows that the morphology is conserved. 
Electron microscopy indicates that the morphology of the crystal is maintained because hopeite forms 
an outer cover on the ZnPo-x. This happens because under the nonstirred conditions, as the ZnPO-X 
dissolves, it forms a transient acidic environment around the crystal, which leads to immediate 
precipitation of hopeite. This suggests that under convection-free conditions, it may be possible to 
spectroscopically examine the intermediates of dissolution since their residence times on the surface is 
going to be considerably longer. 

Proposed Experiments in Microgravity There are two aspects of microgravity that we want to 
exploit. These include lack of sedimentation and absence of buoyancy driven convection. As we 
have shown above, under particular conditions of reverse micelle composition, crystal growth in a 
layer-by-layer fashion becomes possible. Avoiding sedimentation in these systems will lead to 
growth of larger crystals. Light scattering will be used to follow the growth of crystals. Seeding 
experiments . to grow larger crystals is also possible, something that has not been accomplished in 
conventional synthesis. 

The second aspect of the microgravity experiments will focus on microprobe Raman studies 
on crystal dissolution with primary focus on ZnPO-x. The idea is to evaluate if particular surface 

178 



intermediates can be distinguished during dissolution. How the crystal falls apart provides 
information of stability of certain building units and thereby information about the crystal growth 
process. 
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Figure 3. Structure, scanning electron micrograph and diffraction pattern of sodalite formed 
from AOT reverse micelles. 
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Figure 4. Structure, scanning electron micrograph and diffraction pattern of ZnPO-X formed from 
DODMAC reverse micelles. 
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Introduction 

Nanoparticles often exhibit novel properties, which are different from the bulk materials' 
properties i

,2 . Many of these properties show strong dependence on size, shape and sutface 
preparation i

,2. The characterization of these properties can ultimately lead to identifying many 
potential uses, particularly in the field of catalysis. Research in this area is motivated by the 
possibility of designing nanostructured materials that possess novel electronic, optical, magnetic, 
photochemical and catalytic properties. Such materials are essential for technological advances in 
photonics, quantum electronics, nonlinear optics and information storage and processing. 

The primary objective of this work is to develop a novel technique to synthesize nanoparticles of 
controlled size and composition3

-
7

. Our technique combines the advantages of pulsed laser 
vaporization with controlled condensation (L VCC) in a diffusion cloud chamber under well-defined 
conditions of temperature and pressure. It allows the synthesis of a wide variety of nanoparticles of 
metal oxides, carbides and nitrides. Furthermore, the same method can be coupled to plasma and 
ionic polymerization techniques, thus allowing the incorporation of the metallic nanoparticles within 
the polymer films . The application of this method under a micro gravity environment is expected to 
allow better control of the microstructure and morphology of these particles since size-induced 
segregation effects will bw dramatically reduced relative to ambient conditions. It should be possible 
to grow clusters of well-defined sizes and make layered structures of controlled compositions. The 
use of laser vaporization will make it possible to vaporize several different metals either 
simultaneously or sequentially and deposit multilayers of engineered compositions and particle size 
distributions. 

The characterization of the sutface-oxidized Si nanocrystals and their photoluminescence (PL) 
properties of will be discussed here. One of the main goals of this work is to compare the results of 
the PL from the solid sutface-oxidized particles that were previously studied, with those from the 
incorporated particles in polymer films . We also study the properties of the photo chromic 
nanoparticles of molybdenum and tungsten trioxides prepared by the L VCC method. 
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Experimental Method 

The L vee method is based on the formation of nanoparticles by condensation from the vapor 
phase. Previous work was based on using thermal evaporation or sputtering to produce 
supersaturated metal vapors1

,2. The LVee process consists of pulsed laser vaporization of a metal 
target into a selected gas mixture in a modified diffusion cloud chamber. The laser vaporization 

produces a high density vapor within a very short time, typically 10-8 sec, in a directional jet that 
allows directed deposition. Desorption is possible from several targets simultaneously, yielding 
mixed particles. An important feature is the use of an upward diffusion cloud chamber, at well 
defined temperatures and pressures. A temperature differential between the end plates produces a 
convection current into which the metal is evaporated. A sketch of the chamber with the relevant 
components for the production of nanoparticles is shown in Figure 1. 

Sample 
Collection Cold Plate (-150 - 0 DC) 
Surface 

He or Ar 

(1 - 103 torr) 

ate 
Nd:YAG laser 0c) 
532nm 

10 ns Metal Target 

Figure 1. Experimental Set-up for the Synthesis ofNanoparticles by the L vee Method. 

The chamber consists of two horizontal, circular stainless steel plates, separated by a glass ring. A 
metal target of interest is set on the lower plate, and the chamber is filled with a pure carrier gas 
such as helium or Ar (99.99% pure) or a mixture containing a known composition of a reactant gas 
(e.g. 02 in case of oxides; N2 or NH3 for nitrides, ef4 for carbides, etc.). The metal target and 

the lower plate are maintained at a temperature higher than that of the upper one (temperatures are 
controlled by circulating fluids) . The top plate can be cooled to less than 150 K by circulating 
liquid nitrogen. The large temperature gradient between the bottom and top plates results in a 
steady convection current which can be enhanced by using a heavy carrier gas such as Ar under 

high pressure conditions (103 Torr) . The metal vapor is generated by pulsed laser vaporization 

using the second harmonic (532 run) of a Nd-YAG laser (15-30 mJ/pulse, 10-8 s pulse). The laser 
beam is moved on the metal surface in order to expose new surface to the beam and assure good 
reproducibility of the amount of metal vapor produced. Following the laser pulse, the ejection of 
the metal atoms and their eventual interaction with the ambient atmosphere take place. Since the 
target surface where evaporation occurs is located near the middle of the chamber (about 0.5 
reduced height) and the ambient temperature rapidly decreases near the top plate, it is likely that 
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maximum supersaturation develops within the upper half of the chamber above the surface target 
(closer to the target than to the top plate). This supersaturation can be made as large as desired by 
increasing the temperature gradient between the chamber plates. The higher the supersaturation, 
the smaller the size of the nucleus required for condensation. Both diffusion and convection affect 
the removal of the small particles away from the nucleation zone (once condensed out of the vapor 
phase) before they can grow into larger particles. Under microgravity conditions, convection is 
absent and it is possible to operate the chamber in the flow mode in order to control the transport 
of the nanoparticles to the cold plate. By controlling the temperature gradient, the total pressure 
and the laser power (which determines the number density of the metal atoms released in the vapor 
phase), it is possible to control the size of the condensing particles. 

Results and Discussion 

Using the Lvee method, several nanoscale metal oxide, carbide and nitride particles (10 - 20 nm) 
of well - defined composition have been prepared. The particles aggregate into a novel web like 
microstructure, which results in a material with unusually high surface area. This is an important 
factor in catalysis and in using the nanoparticles as reinforcing agents for liquid polymers. 

The SEM of the web like aggregates of the Si nanocrystals produced by the L vee technique show 
particles with - 5-8 nm diameters but the Raman shift suggests the presence of particles as small as 
- 4 nm. The Raman spectrum of the surface - oxidized Si nanocrystals, produced by the L vee 
method exhibit a sharp peak at about 510 cm- l . This is close to the Raman allowed optical phonon 

characteristic of microcrystalline silicon at 520 em-I . This peak shifts to higher frequency by 
increasing the amount of 02 added during the particles' synthesis. The downshift of this band 

compared to the bulk sample is attributed to size and strain effects. We note that porous Si samples 
prepared under various etching conditions show Raman shifts which have been correlated to the 

particle size. For example; Raman shifts of 517 cm- l , 515 cm- I, 507 cm- I, and 50Icm- I were 
correlated to particle sizes of 7 nm, 4.8 nm, 2.5 nm and - 1.6 nm, respectivelyl ,5. Based on the 
Raman shift of our sample, the average particle size can be estimated as - 4 nm. This is 
considerably smaller than the particle size shown by the SEM micrographs and this suggests that 
particles smaller than the SEM is able to detect may be present in the sample. The web like 
aggregates of coalesced Si nanocrystals, passivated by a SiOx barrier layer exhibit intense red PL 
upon excitation with visible or UV light. The freshly prepared Si nanoparticles do not show the 
emission unless a passivated layer stabilizes the nanocrystal surface by saturating all the dangling 
bonds. FTIR of the freshly prepared sample shows weak peaks due to the stretching, bending and 
rocking vibrations of the Si-O-Si bonds indicating the presence of the surface oxidized layer SiOx, 
but no red or blue emission is observed until more complete development of the oxide layer has 
been achieved. This appears to be essential for efficient passivation of the nanocrystal surface. It is 
also important to note that fully oxidized Si nanoparticles with Si02 composition and completely 
amorphous phase do not show the red PL upon UV or visible excitations. 

The particles show luminescence properties that are similar to those of porous Si and Si 
nanoparticles produced by other techniques. Dispersed luminescence spectra obtained with two 
different excitations are shown in Figure 2. Both blue and red emissions are observed. The blue 
emission is very weak under the cw excitation since the lifetime associated with it is short (less 
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than 20 ns) compared to the lifetimes of the red emission (80 - 130 IlS at 300K). The shape of the 
blue emission appears similar to that from Si02 nanoparticles and it is probably due to the oxidized 

surface layer of the Si nanoparticles4
,5. The red PL from the Si particles shifts to longer wavelength 

with decreasing the excitation energy. The red emission has a lifetime that ranges from 80 to over 
130 IlS (at 300 K), increasing with emission wavelength. The features of the red emission are 
similar to those observed for porous Si 5. The results are consistent with the quantum confinement 
mechanism as the source of the red photoluminescence The emission of visible from the Si 
nanocrystals has potential applications in designing new photonic Si-based devices. 
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Figure 2. Photoluminescence from Si Nanocrystals 

Different methods to incorporate the Si nanocrystals into polymeric films of polystyrene and 
polyvinyl acetate have been used. The quenching of the photoluminescence of the nanoparticles by 
organic electron acceptor molecules (nitro- and cyano-substituted aromatics) in solution has also 
been investigated. The quenching effect results in decreasing both the intensity and the lifetime of 
the red emission. The results suggest an electron transfer mechanism for the photoluminescence 
quenching. This work is currently in progress in order to understand the mechanism of the 
photoluminescence quenching from the Si nanocrystals by the organic electron acceptor molecules. 

Molybdenum and tungsten trioxides are photo chromic materials which change color upon going 
from one oxidation state to another by absorption of lightS

-
1o

. The photo chromic materials have 
potential practical applications in areas such as displays, imaging devices, "smart windows", and 
solar energy conversionS

-
12

. In the last two decades, intense interest has been focused on the bulk 
photo chromic materials, while nanoscale particles have not been given much attention. In this 
paper, we study the photo chromic properties of Mo03 nanoparticles and find that the color change 
for the nanoparticles is one order of magnitude larger than that observed for bulk Mo03. We also 
present a brief characterization of the tungsten oxide nanoparticles. 
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Molybdenum oxide is the second most studied transition oxide material with electro- and photo­
chromic properties after tungsten oxide. However, few studies have been carried out to 
characterize this material at the nanoscale level. The Mo03 nanoparticles appear a white-pale­
green color. The bulk Mo03 obtained from Aldrich is gray. It is interesting that blue Mo oxide 
nanoparticles are obtained when the O2 content in the reaction chamber (using He as carrier gas) is 
in the range of 1 % to 90%. The white nanoparticles made in a pure O2 environment are 
molybdenum trioxide particles, while the blue particles contain the Mo(V) oxide composition. 

The Mo03 nanoparticles show a strong photochromic effect. The dependence of the UV -vis 
absorption spectra of the white molybdenum trioxide sample (prepared in 800 torr O2 in the 
reaction chamber) on the irradiation time of an excimer laser (308nm, 72mJ/pulse) is shown in 
Figure 3. The change in absorbance is seen across the visible range; the largest change occurs from 
600 nm to 860 nm. For example, the change of absorbance at 750 nm is 0.7409 after the 
nanoparticle sample is irradiated for 36 min. For comparison, a series of UV-vis spectra of the 
commercial Mo03 (Aldrich) were also measured at different irradiation times under the same 
conditions as the nanoparticle sample and the results are shown in Figure 4. The change of 
absorbance at 750 nm is only 0.0506 for the bulk Mo03 after irradiation with the excimer laser for 
36 min. The color change in the nanoparticle sample after 36-min irradiation is 15 times stronger 
than that of the bulk sample. 
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Figure 3. UV-vis spectra of white Mo03 

nanoparticles as a function of the irradiation time. 
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Figure 4. UV-vis spectra of bulk Mo03 
as a function of the irradiation time. 

The X-ray diffraction pattern of W03 nanoparticles indicates a monoclinic crystalline structure 
similar to the bulk material. The color of bulk W03 is yellow while the W03 nanoparticles prepared 
by the L vee method exhibit a white color. This white color changes to blue upon irradiation of 
the nanoparticles with the second harmonic of the Nd:YAG laser (532 nm) in air. We measured the 
IR and the Raman spectra of the particles before and after the irradiatioh and the spectra measured 
after irradiation clearly shows all the features associated with the reduction of W03 to W20S . 
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These features include the decrease in the IR absorption at 800 cm- l and the disappearance of the 
Raman bands at 802 cm- l and 716 cm-\ which are the characteristic IR and Raman features of 
W03. The observed laser induced reaction of the white W03 nanoparticles appears to be a 

multiphoton process. We observed an interesting quenching effect by the W03 nanoparticles. The 

PL spectra taken from colloid solutions of the Si nanocrystals in ethanol after successive additions 
of W03 particles and excitations with 266 nm show systematic loss of the PL intensity with 

increasing the concentration of the W03 nanoparticles. This quenching effect can be explained by 

an electron transfer mechanism from the Si to the W03 nanoparticles. 

Conclusions and Future Work 

The photoluminescence properties of the Si nanocrystals are similar to those observed for porous 
Si 5. The results are consistent with the quantum confinement mechanism as the source of the red 
photoluminescence. The emission of visible from the Si nanocrystals has potential applications in 
designing new photonic Si-based devices. Molybdenum and tungsten oxide nanoparticles have 
been prepared by the L VCC method. The nanoparticles show a very strong photochromic effect: 
the color change is one order of magnitude larger than for the bulk materials. 

Future work will focus on the incorporation of the nanoparticles in polymeric films and 
understanding the factors that control the weblike microstrucures of the aggregated nanoparticles. 
The control of the web like morphology and the degree of porosity of the nanoparticles under 
microgravity conditions is expected to yield high surface area materials which would have 
important applications in the areas of calalysis and novel composites. 
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Introduction 

The proposed research is focused on two categories namely, gas phase / aerosol droplets 
polymerization and vapor to liquid homogeneous nucleation. 

A. Gas Phase and Aerosol Polymerization Studies 

Understanding the fundamental mechanisms that govern polymerization reactions is an important 
question in a number of scientific disciplines as well as practical applications. Despite the fact that 
solutions and bulk liquids are the preferred medium for many industrial and laboratory 
polymerization processes, our fundamental understanding of the polymerization reactions in 
solution remains limited. Under normal circumstances, polymerization is conducted in condensed 
systems (monomer liquid or solution) in which multiple reactions (initiation, propagation, chain 
transfer, termination, etc.) are occurring simultaneously. Information regarding the exact nature of 
each mechanistic step and understanding of elementary events occurring in the course of 
polymerization remain largely unavailable. In solution the problem is further complicated by 
reaction within the solvent. In cationic polymerization, the very high reactivity of cationic 
monomers cause the reaction rates to be unmeasurably fast, thus obscuring the kinetic and 
mechanistic details. Furthermore, cationic polymerization often stops before complete monomer 
consumption since the ion pair eventually recombines and terminates the process. 
In order to arrive at a clearer understanding of these processes, the first step must be the elucidation 
of the detailed mechanism of the early stages of polymerization reactions in the gas phase. The 
fundamental significance of gas phase polymerization can be illustrated by considering the following 
items involving, as an example, cationic polymerization: 

1. In the gas phase there is the possibility of observing the direct formation, in real time, of 
product polymeric ions of a chosen size. In contrast, in the liquid phase, one is usually forced to 
infer what has happened by the qualitative and quantitative analysis of the products. 

2. In the gas phase it is possible to suppress the process of termination, as well as the 
process of chain transfer. 

3. In the gas phase, it is sometimes possible to study in isolation, elementary steps (e.g. 
initiation, propagation, recombination, etc.) of a multistep reaction. 

187 



4. It is of interest to study polymerization in a poor solvent since the polymer is likely to 
adopt a globule rather than a coil configuration and the rate, and possibly the mechanism of 
reaction, could be dramatically affected. Perhaps the poorest "solvent" is represented by the vapor 
so that the development of gas phase methods could contribute to studies of this kind. The rate 
could also be affected by the competition between intrapolymer and polymer-solvent energy transfer 
processes. 

The importance of gas phase polymerization and its potential for use in industry cannot be 
minimized. This solvent free approach eliminates the need for distillation, drying and solvent 
recovery and therefore, the operating costs and energy consumption associated with these 
processes. Furthermore, gas phase polymerization can lead to the synthesis of defect-free, uniform 
thin polymeric films of controlled morphology and tailored compositions with excellent electrical 
and optical properties for many technological applications such as protective coatings and electrical 
insulators. Unfortunately, the achievement of true homogeneous gas phase polymerization for the 
synthesis of high molecular weight polymers is very difficult, and has .not really been accomplished 
successfully in the past. The main problem is the extreme involatility of the large polymers, 
rendering it impossible to keep them in the gas phase 

Study of the Early Stages of Cationic Polymerization 

We have studied the early stages of cationic polymerization using the Laser Vaporization High 

Pressure Mass Spectrometry (LV -HPMS) technique.
1
-6 In this method, the gas phase reactions of 

the selected monomer are probed by mass spectrometry following the laser vaporization / ionization 
of a metal target placed inside a high pressure cell (1-2 torr). A schematic diagram of the 
experimental set up for the metal catalyzed reactions is shown in Figure 1. For uncatalyzed 
reactions, the monomer ions are generated within the high pressure cell, containing a suitable carrier 
gas such as N2, by using a pulsed electron gun or laser multiphoton ionization. 
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Figure 1. Schematic for the Laser Vaporization-High Pressure Mass Spectrometry (LV -HPMS) source. 
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Metal-Catalyzed Polymerization 

The majority of olefin polymerization processes are catalytic, most often involving a heterogeneous 
catalyst. The reactions taking place following the process of metal ion generation in the presence of 
unsaturated hydrocarbons are of considerable interest because these reactions may provide a better 
understanding of related processes involving supported metal catalysts and the polymerization of 
olefinic monomers. 

Recent research in our laboratory has lead to the discovery of a novel technique for polymerization 
using metal ions generated in the gas phase by laser vaporization techniques. The ions are pulled 

toward the monomer liquid by applying appropriate electric fields across the reaction chamber.
7
,8 

Using this method, high molecular weight polymers (106 units, polyisobutylene) have been 
synthesized. The polymeric materials also contain micron - and submicron - sized metal particles. 
The surface morphology of the polymer film obtained is dependent on experimental conditions such 
as laser power, temperature, pressure and electric field strength. This is a significant result since the 
incorporation of ultrafine metal particles and clusters into the polymer matrices would greatly 
extend the scope of these polymeric materials in, for example, electrical, magnetic and optical 
applications. 

In another application, we were able to polymerize liquid films of isobutene on Si substrate using 

laser vaporization of Ti metal in isobutene vapor at a total pressure of 10-3 bar. Interestingly, 
depending on the temperature of the substrate, we could form either polymeric microbeads or long 
stripes as shown in Figure 2. 

(a) (b) 

Figure 2. SEM micrographs ofpolyisobutene prepared by laser vaporization ofTi in presence of a liquid film 
ofisobutene monomer at (a) -10°C and (b) -110°C. 
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We believe that the control of these microstructures is hampered by the gravity effects which 
introduce convection and non-homogeneous conditions. By carrying out these experiments in space, 
it should be possible to control the microstructures and the size distribution of the polymer beads or 
the polymer modified silica particles. In the flight experiments, the use of plasma polymerization of 
the thin monomer liquid films as a simple alternative to laser vaporization can also be applied. These 
new directions which are explored for the first time, could lead to the production of new polymeric 
films with unique material properties. 

We have extended these experiments to other monomers such as styrene and siloxanes. Using this 
technique, we were able to synthesize silica particles modified with polymerized polystyrene as 
shown in Figure 3. In these experiments, the silica particles were prepared by laser vaporization of a 
Si target in the presence of a small amount of oxygen with simultaneous polymerization of styrene. 
It should be noted that use of silica as a reinforcing filler provides many beneficial properties for the 
polymeric materials including heat resistance, hardness, stiffuess and modulus. 

Figure 3. Oxidized Si particles in polystyrene. 

Proposed Gas Phase and Aerosol Polymerization Experiments in Microgravity 

Gas phase polymerization can be initiated by photon irradiation or electron beam ionization of the 
monomer vapor. Another initiation method may involve plasma polymerization. The size of the 
product polymer particles is again limited in normal gravity by gravitational settling. Polymerization 
can be terminated by recombination, or by the injection of inhibitors. In the microgravity 
experiments, polymerization will be initiated by irradiation by a high-pressure Hg / Xe UV lamp, or 
by electron irradiation using an electron gun based on a hot filament, or by plasma ionization using 
RF-field between two electrodes (distance of 2 cm at a pressure of 0.1-0.5 mbar) . The growth of 
the particles will be monitored by scattering of a test laser beam introduced perpendicular to the 
photo initiating UV light or by a CCD camera. The product particles will be collected and the 
particle size distribution will be analyzed microscopically. 
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Polymerization within small compartmentalized volumes of monomer liquid droplets is widely used 
in suspension and emulsion polymerization. An analogous new process of compartmentalized 
polymerization in liquid droplets suspended in the vapor can be used in micro gravity since large 
nucleating droplets can be suspended indefinitely, without the presence of the solvent. While 
analogous in principle, the substitution of volatility vs. solubility requirements will allow the 
extension of compartmentalized polymerization to previously inaccessible systems. Furthermore, 
physical differences, such as the solution vs. gas phase mobility of reactive species will allow the 
comparative study of suspension vs. aerosol/nucleating droplets polymerization, enhancing the 
basic understanding of both processes. 
In these experiments, we will generate an aerosol of monomer droplets by mechanical dispersion 
from a reservoir. We will then use pulsed irradiation by a UV lamp to initiate polymerization in the 
monomer vapor and/or within the monomer droplets. Initiation in the aerosol droplets will be 
achieved by two mechanisms. First, the UV irradiation will generate radicals in the gas phase that 
will proceed to polymerize. The living polymerizing particles can then be absorbed into a monomer 
droplet and continue polymerizing. Alternatively, the UV irradiation can generate a radical within 
an already formed droplet. 

B. Vapor Phase Nucleation Studies 

Nucleation is one of the most ubiquitous and important phenomena in science and technology. The 
nucleus for homogeneous nucleation remains one of the most elusive entities known in chemical 
physics, and has never been observed directly. Only the consequences of its presence, e.g. droplet 
formation, precipitation, etc. are observed. The typical measurements of vapor to liquid nucleation 
rates involve light scattering from liquid droplets that fall, under the influence of gravity, from the 
supersaturated vapors. One of the very important current issues in nucleation research is whether 
the observed effect of a carrier gas is due to convection and instability in the operating conditions of 
the nucleation chamber under I-g or if it actually represents a real contribution to the nucleation 
process. There is no other way to answer this question except by complete elimination of the 
convection and other instability conditions by carrying out the nucleation experiments in 
microgravity. Recent nucleation experiments in diffusion cloud chambers have shown that the 
pressure of the carrier gas has an apparent effect on the measured nucleation rates.9,10 Our 
hypothesis is that the pressure effect arises from the dynamics of growth and motion of the droplets 
and not from a pressure dependence of the kinetics of homogeneous nucleation. Because of the 
coupling between high pressure and convection, it is not possible to examine the effect of carrier 
gas pressure on the nucleation rate over a wide temperature range without introducing convection 
effects which limit the window of stable operation of the cloud chamber. Another factor that can 
affect the accuracy of the nucleation rate measurements in diffusion cloud chambers is the 
thermophoretic effect. Thermophoresis is thought to be more effective when the temperature 
gradient becomes steeper. In normal gravity, the natural convection which is also induced by the 
temperature gradient has an influence on the behavior of droplets. When the temperature gradient 
becomes steep, the effect of natural convection becomes a dominant one and makes it difficult to 
determine the thermophoretic effect. A recent measurement of this effect in microgravity has shown 
that the measured thermophoretic velocities are much higher than the corresponding values 
estimated from proposed theoretical equations. The micogravity measurements have also indicated 
that the data obtained in previous studies under normal gravity conditions .are erroneous. 11 
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Convection may also occur within the droplets once they reach macroscopic sizes, affecting the 
structure and, in binary or multi component systems, the intra-droplet concentration profiles. Due 
to these effects, the measured nucleation rates may reflect convective transport effects, and the 
interpretation the measured effects is uncertain. 
The convection effects will be absent in microgravity, and the nucleation and droplet growth rates 
will be determined purely by diffusion and condensation / evaporation processes. This will allow 
the purest test of nucleation theories. By comparison, the results will also yield the effects of 
convection terms in normal gravity. Unlike in normal gravity, the ultimate particle size will not be 
limited by gravitational settling. This will allow unique studies on growth rates of large droplets. 

Summary and Conclusions 

The study of gas phase polymerization is an important intellectual and technological frontier which 
promises unique results not only for a fundamental understanding of polymerization reactions, but 
also for the development of new materials with unique properties. In the past it has been almost 
impossible to study gas phase chain polymerization because the involatile product molecules 
condensed out of the gas phase. The application of microgravity to the study of gas phase 
polymerization is expected to result in a better control of the process and may also lead to 
important technological advances 
The growth of nuclei in supersaturated vapors under micro gravity conditions is expected to provide 
a more accurate and reliable picture of the growth process that can now be used to test the validity 
of different nucleation theories. This is the second objective of the proposed research. 
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INTRODUCTION 

The objective of this new research project is to demonstrate by experiment, supplemented 
by mathematical modeling and physical property measurement, that the effects of 
buoyancy driven convection can be largely eliminated in ground-based experiments, and 
further reduced in flight, by applying a new technique. That technique exploits the 
dependence of magnetic susceptibility on composition or temperature. It is emphasized at 
the outset that the phenomenon to be exploited is fundamentally and practically different 
from the magnetic damping of convection in conducting liquid~ that has been the su~ject 
qf much prior research. 

The concept suggesting this research is that all materials, even non-conductors, when 
placed in a magnetic field gradient, experience a force . Of particular interest here are 
paramagnetic and diamagnetic materials, classes which embrace the "model alloys", such 
as succinonitrile-acetone, that have been used by others investigating the fundamentals of 
solidification. Such alloys will exhibit a dependence of susceptibility on composition. The 
consequence is that, with a properly oriented field (gradient) a force will arise that can be 
made to be equal to, but opposite, the buoyancy force arising from concentration (or 
temperature) gradients . In this way convection can be stilled. 

The role of convection in determining the microstructure, and thereby properties, of 
materials is well known. Elimination of that convection has both scientific and 
technological consequences. Our knowledge of diffusive phenomena in solidification, 
phenomena normally hidden by the dominance of convection, is enhanced if we can study 
solidification of quiescent liquids. Furthermore, the microstructure, microchemistry and 
properties of materials (thereby practical value) are affected by the convection occurring 
during their solidification. Hitherto the method of choice for elimination of convection has 
been experimentation in microgravity. However, even in low Earth orbit, residual 
convection has effects. That residual convection arises from acceleration (drag on the 
spacecraft), displacement from the center of mass or transients in the gravitational field (g­
jitter). There is therefore a need for both further reducing buoyancy driven flow in flight 
and allowing the simulation of rnicrogravity during ground based experiments. 
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PREVIOUS INVESTIGATIONS 

Two publications of great relevance to this investigation are those of Braithwaite et al. (1) 
and Beaugnon et al. (2) . These investigators at the Centre de Recherches sur les Tres 
Basses Temperature in Grenoble, have described how a material in a magnetic field 
gradient is subjected to a force (per unit volume) 

F = -(~)V(B2) 
2!lO 

(1) 

where X is the magnetic susceptibility, 110 is the permeability of vacuum and B is the 
magnetic flux density. 

If the susceptibility varies with the temperature in a fluid with a temperature gradient, then 
the effect is to enhance or oppose the normal buoyancy driven convection. The effect can 
be described by a magnetic Rayleigh number given by these works as 

(2) 

where Ra is the usual Rayleigh number, g is the acceleration due to gravity (or 
microgravity) , ~ is the volumetric expansion coefficient and y is the fractional rate of 
change of susceptibility with temperature: 

-11 dxl y- XdT 
(3) 

In the case where the magnetic force is aligned opposite to the gravitational force (F and g 
have opposite signs), the magnetic Rayleigh number is reduced to zero at some value of 
V(B2) for any liquid, halting buoyancy driven flow 

Fig. 1 is taken from the results of these French investigators; these are measurements of 
heat flux (expressed as a Nusselt number) from a hot to a cold plate separated by a 
paramagnetic solution (gadolinium nitrate in water) . The apparatus was located in a 
superconducting magnetic and the parameter on the curves is the value ofVB2 in T2/m. 
With the magnetic force applied opposite to gravity, convection was suppressed, 
apparently being eliminated at 15 T2/m. 

By obvious extension of the work of these investigators, solutal convection should be 
suppressed in the case of a solution with a concentration dependent susceptibility when 

(4) 

equals zero, where Ra'm is the magnetic Rayleigh number for solutal convection 
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(l' = llpd ddppl ... 
I-' IP dO is the fractional change of densIty wIth concentratIon 

Y' ='Xl dd~ Ix is the fractional change of susceptibility with concentration. 

Again it is emphasized that this halting of buoyancy driven flows is different from the usual 
magnetic damping. Conventional magnetic damping relies on induced currents arising 
from the cross product of the velocity vector and the magnetic flux density; if the velocity 
is zero (or if the material is non-conducting) the damping force is zero, i.e., the force is 
only operative when motion exists and should therefore completely halt the flow only in 
the limit of an infinite magnetic field . Furthermore, because model alloys are usually non­
conducting (being transparent for ease of observing the solidification) they cannot be 
arrested by this conventional magnetic damping. The opportunity for controlling flow by 
exploiting the variation in dependence of susceptibility of the fluid has been noted by 
Edwards and co-workers (3) . 

RESEARCH PROJECT DESCRIPTION 

The investigation, extending over four years, entails construction of an apparatus in which 
buoyancy driven flows can be measured during solidification of transparent liquids, 
selection of suitable liquids (model alloys) by physical property measurement, running the 
apparatus in the High Magnetic Field Solidification Facility at MSFC to demonstrate that 
convection can be controlled or eliminated, and mathematical modeling of the convection 
within a magnetic field . The apparatus will then be used for studying convection free 
solidification as well as other phenomena (e.g ., Soret effect) that require minimization of 
convection. 

THEORY 

The total (gravitational plus magnetic) body force components acting on a material placed 
within a magnet with axial symmetry are 

. # 3Bz 3Br) Fz Tot = pg - Bz-- + By--
~o 3z 3z (5) 

# 3Bz 3Br) Fr Tot = - Bz- + By--
~o ar ar 

For the moment it will be assumed that a region can be found inside the magnet where the 
axial magnetic body force 

# 3Bz 3Br) FzMag = - Bz-- + By--
~o 3z 3z 

(6) 

3Bz 3Br 
is uniform (showing no variation in the axial or radial direction), i.e: , Bz 3z + Bfu 
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is constant. Furthermore it is assumed that the radial component of the force is negligible. 
If buoyancy driven by concentration gradients is to be eliminated, 

dFTot = 0 
dC 

(7) 

Introducing the fractional variation of density (W) with concentration (C), there will be no 
buoyancy driven convection when 

(8) 

The magnetic field and magnetic forces for a material with the susceptibility of water 
located within the superconducting magnet of the High Magnetic Field Solidification 
Facility at MSFC have been calculated and are depicted in Figs. 2 and 3 respectively. The 
current through this magnet is controllable and the units in Fig. 2 are T I Amp while in Fig. 
3 they are N/m3 A 2. The origin of the co-ordinate system is at the center of the magnet and 
the region depicted is from that center to the inner radius of the magnet (radially) and to 
just above the mouth of the magnet (vertically). The magnetic field appearing in Fig. 2 is 
the anticipated one; the field is strongly axial inside the magnet, diverging as the mouth is 
approached. It appears from Fig. 3 that the assumption of a uniform axial force and zero 
radial force is approximately satisfied over a volume of lOcms height and lOcms radius 
roughly halfway between the center and mouth of the magnet. It is in this volume that the 
experiment is to be conducted. 

EXPERIMENTAL 

A sketch of the experiment to be incorporated in the superconducting magnet appears in 
Fig. 4. The model alloy under investigation is contained in a chamber, with temperature 
controlled walls, located in the bore of the magnet. The motion of the liquid is to be 
followed as a function of the current of the magnet. The intended technique for measuring 
the liquid motion is particle image velocimetry. This is a technique whereby motion of 
particles suspended in the fluid is tracked by a digital camera and velocity maps extracted 
from the frame-to-frame movement by commercial software. It can only be successful if 
the terminal velocity of the particles is negligible; in the present case this must hold for 
terminal velocities resulting from magnetic, as well as gravitational, forces . The particles in 
one plane are illuminated by a sheet of laser light from the optical scheme shown in Fig. 4. 
Prior to such experimental work it is necessary to decide on appropriate model alloys. In 
addition to the usual requirements of mimicking the solidification of practical materials 
(such as metallic alloys) and transparency, the alloy chosen must exhibit significant 
variation of susceptibility with composition. Unfortunately, although the susceptibilities of 
pure liquids are available in the literature, there is little published on susceptibility of 
solutions. It has therefore been necessary to embark on susceptibility measurements. Fig. 5 
shows preliminary results of measurements on ammonium chloride-water which has been 
used by others (4 ) as a model alloy. The measurements were made using a Quantum 
Design magnetic property measurement system (SQUID) with a field strength of2 Tesla. 
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INVESTIGATION OF VIBRATIONAL CONTROL OF THE BRIDGMAN 
CRYST AL GROWTH TECHNIQUE 

Alexandre Fedoseyev 

Center for Microgravity and Materials Research, University of Alabama in Huntsville, 
Huntsville, Alabama 35899, E-mail: alex@cmrnr.uah.edu 

1. Introduction and objectives 

The objective of this ongoing research is to characterize and quantify using vibrational control of 
convective flows and, thus , to provide defined convective contributions to both heat and mass 
transport of Bridgman crystal growth. It has been recognized that oscillatory, or pulsatile, flow 
significantly alters the transfer of mass, heat and momentum in fluid systems. Our research 
involves a fundamental theoretical investigation, facilitated by numerical analysis, 
complemented by ongoing and planned experimental flow visualizations and crystal growth 
studies at the Stanford University and the General Physics Institute. 

Research project objectives are to 
• conduct a parametric theoretical and numerical investigation of vibro-convective 

buoyancy-driven flow in differentially heated cylindrical containers 
• investigate buoyant vibro-convective transport regimes in Bridgman-type systems with a 

focus on the use of vibration to suppress, or control, convection in order to achieve 
transport control during crystal growth. 

• assess the feasibility of vibro-convective control as a means of offsetting "g-jitter" effects 
under microgravity conditions 

• exchange information with the experimental group of Prof. E. Zharikov at the General 
Physics Institute CGPI) of the Russian Academy of Science and Prof. R. Feigelson at 
Stanford University who are undertaking a complementary experimental program [1]. 

2. Significance and justification for microgravity research 

The character of natural buoyant convection in rigidly contained inhomogeneous fluids can be 
drastically altered by vibration of the container boundaries or through the introduction of 
vibration sources into the interior of the fluid. 

Control of convective transport continues to be an important aspect of crystal growth research. 
Control of convection through static and rotating magnetic fields is being actively pursued by 
several groups. However, there are many instances , whether due to materials properties or other 
practical considerations, use of magnetic fields to in~uce stirring or suppress flow may not be an 
option. In such cases, vibrational control could become an attractive alternative. 

While active vibration isolation can be a partial solution, it will not solve the problems that 
might arise due to the quasi-steady and very low-frequency acceleration components related to 
the gravity gradient and other orbital factors. Thus as an alternative to vibration isolation, one 
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might envisage using vibration to either suppress flow or to provide flow regimes tailored to 
particular crystal growth experiments. These flows would not be accessible under terrestrial 
conditions due to strong natural convection effects. 

3. Theory and numerical modeling 

Bouyancy driven vibro-convective motion occurs when oscillatory displacement of a container 
wall induces the acceleration of a container wall relative to the inner fluid. The vibration may be 
viewed as a time-dependent modulation of steady gravity. In a closed container the fluid will 
move as a rigid body with a container. If, however, the fluid density is nonuniform, fluid motion 
may ensue. The magnitude of this motion, of course, depends on the orientation of the 
vibrational direction with respect to the local density gradients . Note that similar to Rayleigh­
Bernard configurations there may be a "critical" threshold for the coupled vibrational frequency 
and amplitude, to cause convection. Interestingly, in case of a constant density fluid with annular 
vibration, fluid motion may also take place (example: angular vibration) . A review and relevant 
theoretical and experimental research can be found in [2] and publications [3-9] . 

3. 1 The physical model 

Calculations are being made for two basic physical set-ups. The first involves purely thermo­
vibrational convection in a differentially cylindrical cavity with no consideration of 
solidi ficat ion . These calculations are being performed for identification and characterization of 
the thermal vibrational flow and in conjunction with the ongoing flow visualization model 
experiments being conducted by Zharikov et al.. The second set-up will be closer to a practical 
solidification situation and will involve explicit consideration of plane or curved fro nt 
solidification in a long cylindrical ampoule using a similar to [10] approach. 

3.2. Translational vibration 

Translational vibration corresponds to a linear displacement such as , for example, u = dcosCDt, 
where d is a real vector corresponding to the displacement amplitude. Thus, a point is displaced 
back and forth upon the same line. For a reference frame fixed to the vibrating ampoule these 
types of vibrations result in momentum equation of the following form 

~~ + (v.V) v = - V P + Pr V 2v + Ra TPr( e +ex C) k + Pr Ra *T( e +a C ) f(w,t) (I) 

where length , time and velocity are scaled by Ro, R02/K and KlRO, RO is the ampoule radius and 

K is the thermal diffusivity. Continuity and heat-mass transfer equations complete problem 
fo rmulation . The Prandtl , Schmidt, Rayle igh and solutal -thermal buoyancy ratio are given by 

Pr = Y.. Sc=::L Ra = ~~TgR3 a= ~ cc oo * dCD2~~TR3 
K ' D T VK ' ~~T ' RaT = VK 

where ~ and ~s are the thermal and solutal expansion coefficients and ~ T, g, v and D are the 

characteristic longitudinal temperature difference in the melt , gravitational acceleration, 
kinematic viscosity and solute diffusivity , respectively. The dimensionless number Ra*T is a 

vibrational Rayleigh number and Ra*s= a Ra*T. 

200 



Average equations for small amplitude vibration. The dimensionless group Ra*T in equation (I) 

should not be confused with the vibrational Rayleigh number Rav of Gershuni, Rav = (~Tw2 

MT)2/KV [3], which arises for monochromatic vibration as follows. If the amplitude Idl of a 

sinusoidal vibration is small, i.e., Idl « mine RI~~T, RI~coo), the velocity, temperature and 

concentration fields may be represented as the superposition of mean (averaged) fields and small 
oscillating components . 

\ 

'-

Container cross section 

/ 

/ 
8(t) = £ sinQo t 

""'---...L.--~_x* 
1 

Fig. I. Diagram of the rotational vibration. The container is rotated at an angle e(t) about a center of rotation at 
x* = O. The vector q* connects the center of rotation to the mass center of the container. 

3.3. Rotational vibration 

The equations of motion for angular vibrations take on a more complicated form (see Fig.I). A 
container of length L is subjected to an angular vibration 8(t) in the xl *-x3 * plane. The position 

vector to the mass center of the cylinder is parallel to the side of the cylinder and is given by q. 
= Ro[ -sin8i) * + cos 8iJ *] where RO is the distance from the origin 0* to the mass center of the 

cylinder and 8(t) = E sinQot , where t is time. In the new reference frame the equations of motion 
have the form 

~ ~2 -'--
P D~ = div T - pg(sin 8i l + cos 8i3) +p[2Qv - Q x + Qx +E2Q6Rocos2 Qot i l ], (2) 

Dt 

where DlDt denotes the material derivative, v is the velocity of the fluid relative to the unstarred 

frame, p is the density of the fluid and T is the stress tensor. The fluid is taken to be Newtonian, 
with a constant viscosity and the Boussinesq approximation is assumed to hold. The 
dimensionless equations governing the transport of momentum, mass and heat in the cylinder are 

obtained, after using L, L2/K, KIL, and £1T =TH - TC to scale, respectively, length, time, velocity 

and temperature. The parameters are Q = QOL2/K, the dimensionless frequency and 1} = RoIL. 

The Prandtl , Pr, Rayleigh, Ra, vibrational Rayleigh Ran, and Ekman, E, numbers are 

p _ Y.. R _ ~ £1 T gL3 R _ ~ £1 T Q 6L 4 E _ ---Y-
r - K' a - KV ,an - KV ,- 2' 

QoL 

where ~, v, g and K are the coefficient of thermal expansion, kinematic viscosity, gravitational 
acceleration and thermal diffusivity, respectively. This system of equations differ from the usual 
equations in the absence of rotation in that two additional terms are present; the Coriolis term 
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----~ .. - -

which is proportional to ePrlE, and the centrifugal term which is proportional to e2~RanPr at x 

= 0 and varies with position in the ampoule. The importance of the latter term depends on the 

dimensions of the amplitude of the angular vibration, E , and the ratio tJ. The centrifugal terms 
give rise to periodic forcing that fluctuates about a mean value at twice the period of the angular 
vibration. 

Since the above system of equations has not been well studied, we propose a conservative 
approach for the study of angular vibrations and confines our investigation to a parametric study 
of flow regimes and transitions for thermo-vibrational situations only without solidification . 

3.4. Solution method · 

The equations are solved in primitive variable form (velocity-pressure, temperature, etc_) using a 
Finite Element Method package Feminal3D developed by the Principle Investigator. Feminal3D 
simultaneously considers the continuity equation directly with the momentum equations at each 
so lution step. This eliminates many problems related to boundary conditions and places only 
sl ight limitations on the time step size for transient problems (due to the physical nature of the 
problem). Proposed regularization for the incompressibility condition makes solution procedure 
more efficient, allows same order finite element approximation for V and p and a use of fast 
iterati ve solution methods [11]. 

4. Significant results of the investigation 

We implemented a 3D model of convective buoyancy-driven melt flow in differentially heated 
cy lindrical containers using the FEMINN3D code. This code was carefully tested on 
bench marked experimental and numerical data for a variety of 2D/3D viscous and thermo­
convective flow problems [12,13]. 

In our model we accounted for the influence of the Coriolis force. This is characterized by the 

Ekman number, which can be of the order 10-4 to 10-5 for frequencies -1Hz. This results in large 
coefficients, PrIE, for Coriolis terms in the governing equation and causes difficulties in the 
numerical solution. To resolve this we implemented a high accuracy solution method using 
preconditioning by high order incomplete decomposition. This allowed us to obtain high 

precision solution, with an accuracy up to 10-9, and reducing the computation time by two order 
of magnitude over currently available commercial codes. 

We have also investigated the validity of the Boussinesq model. A question of the validity of this 
model for binary alloys and for thermal convection under microgravity conditions has been 
discussed recently by P. S. Perera, R. F. Sekerka [14], V. Pukhnachev [15] and G. Gershuni, D. 
Lyubimov [3]. The estimates show that the Boussinesq model is quite adequate for our case of a 
c iu:.eLl alllpuuie allLi Lile rallge uf palalUeLer:. Ulh.ler ill ve:'Ligi:J.liuli. 

A parametric study of the general buoyant-vibrational flow in a Bridgman growth system is 
being performed. The first phase includes the cases of translational and rotational vibrations 
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under typical microgravity and Earth conditions for typical semiconductor melts. Typical flow 
pattern is presented in Fig. 2. Even in the total absence of gravity we have found flows, i.e. 
characterized by a fluid flowing up one side and down the other. The temperature distribution 
remain almost unperturbed (due to the low Pr). 

We have considered the influence of both translational (polarized) vibrations and rotational 
(angular) vibrations on a melt flow. Comparison with the results obtained experimentally and 
using the average equations for small amplitude vibrational displacements has been performed. 

The angular orientation between the direction of vibration and ampoule axis (with imposed T­
gradient) has been studied for translational vibrations. As intuitively expected, when that angle is 
zero , there is no influence of the vibration on a flow even if vibrational Raleigh number is very 
high . The maximum observed effect corresponds to an angle of 90 degrees. Here transport is 
significantly enhanced. . 

We have started to define the parameter space where translational and angular vibrations can 
cause average melt flow for a typical semiconductor growth. For a given vibration amplitude and 
frequency , rotational (angular) vibrations result in more intensive melt flow than translational 
ones . In the light of these results we discuss the use of vibration as a practical means of flow 
control and also discuss the relative importance of Coriolis force for flows generated by 
rotational vibrations . Typical flow patterns for different flow regimes have been identified. 

As an outgrowth of this finding we have started to investigate the influence of forced vibration 
on g-jitter induced flows (Fig. 3) . 

References 

(I] R. Feigelson and E. Zharikov, Investigation of the crystal growth of dielectric materials 
by the Bridgman techniques using vibrational control , NASA Micr. Mat. Sci. Conj, 1998. 

[2] A. Fedoseyev and J.I.D. Alexander, NASA Microgra vity Mat. Sci. Conj , 1996,205-210 
[3] G. Gershuni, D. Lyubimov, Thermal Vibrat ional Convection, Wiley , N.Y. , 1997 
[4] Y.c. Lu, J.-J. Shiau and R.S. Feigelson , 1. Crystal Growth, 102 ( 1990) 807-813. 
[5] R.C. DeMattei and R.S. Feigelson , 1. Crystal Growth , 128 (1993) 1062-1068. 
[6] A. Lizee, J.I .D. Alexander, Phys. Rev. E 56 ( 1997) 4152 
[7] K.K. Gabdrahmanov, V.G. Kozlov, Microgravity Q., 5 (1995) 146- 151 
[8] Y.G. Kozlov, V.V. Rivola, Mean heat convection in a cavity rotating around a horizontal 

axis , Proc. Xth European symposium on Phys. Sci. in Microgravity , Moscow, 1997,266 
[9] V.S. Yuferev at al. Effect of space craft rotaion on convection and transport. Ibid, 37 
(10] A.I. Fedoseyev and J.I.D. Alexander, 1. Compo Phys. , 130 (1997) 243-255 . 
[II] A.I. Fedoseyev and J.I.D . Alexander. An efficient method for modeling of 

incompressible viscous flow , thermal and vibrational convection, 16th Int. Conj Numer. 
Meth. Fluid Dynamics, Arcachon , France, 6-11 July, 1998. 

[12] A.I. Fedoseyev, B.V. Alexeev, Math. and Computers in Simulation (1998) (accepted) 
[13] A.I. Fedoseyev, B.V. Alexeev. High order 'continuum model for incompressible viscous 

flow and application to numerical modeling of thermo-vibrational convection. Proc. of 
CMDS9 Symposium, World Scientific, 1998 (in print) . 

[14] P.S. Perera and R.F. Sekerka, Physics of Fluids 9 (1997) 376-391 
[15] V. Pukhnachev. Microconvection in a vertical layer, Fluid Dynamics, 5 (1994) 76-84. 

203 



Vx Vy Vz p T t::.T IIVII 

Figure 2: Melt flow patterns for translational vibrational convection, Ra = 0, Rav = 7.25.104
, lateral vibration: 

V"" Vy,vz are velocity components, p, T - pressure, temperature and t::.T, IIVII - temperature perturbation and 
velocity module 
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INVESTIGATION OF THE CRYSTAL GROWTH OF DIELECTRIC 
MATERIALS BY THE BRIDGMAN TECHNIQUE USING VIBRATIONAL 

CONTROL 

Robert S. Feigelson, Principal Investigator 
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Stanford CA 
Evgenii Zharikov, Co-Principal Investigator 

General Physics Institute 
Moscow,Russia 

OBJECTIVES OF INVESTIGATION: 

The principal goal of this ground-based program, which started in February 1998, is to 
investigate the influence of low frequency vibrations on the fluid flow and quality of 
dielectric oxide crystals grown by the vertical Bridgman method. This experimental 
program, a collaborative effort between Stanford University and the General Physics 
Institute of the Russian Academy of Sciences in Moscow , includes a strong emphasis on 
both physical modeling and the growth of some technologically important materials. It is in 
close collaboration with the theoretical and numerical investigations of A. Fedoseyev and I. 
Alexander in another NASA sponsored program. This latter program involves a study of 
vibro-convective buoyancy-driven flows in cylindrical configurations with the expectation 
of being able to use vibrational flows to control buoyancy driven fluid transport to off-set 
the effect of "g-jitter" during microgravity Bridgman crystal growth. These two programs 
taken together, will lead to a new parametric control variable which can be used to either 
supress or control convection, and thereby heat and mass transport during Bridgman 
crystal growth. It is expected to be effective in either a terrestial or space environment. 

The experimental program is designed to verify and refine the results of the predictions 
made in the theoretical program, lead to the design of vibration controlled growth systems 
which can adapted to NASA flight ready crystal growth furnaces , and provide 
recommendations for the use of this vibrational technology in space growth experiments. 

The specific objectives of the program are as follows: 1) Investigate how applied low 
frequency vibrations affect fluid flow during Bridgman crystal growth and develop 
relationships between vibro-convective-mediated flows and crystal quality. This part of the 
program will involve extensive experimental physical modelling using noncrystallizing 
water-glycerine mixtures and low temperature, transparent model growth systems, 2) 
Establish the most appropriate mode(s) for introducting low frequency vibrations into 
crystal growth systems, and optimize parameters for producing desireable fluid flow 
regimes (heat and mass transport conditions) in crystal growth systems with different 
physical and material properties. Solve the specific technical problems associated with the 
introduction of vibrations into real growth systems. Design,and construct apparatus for 
fluid flow and crystal growth experiments" 3) Correlate vibration induced flows with a) 
interface shape and position, b) striations c) microsegregation, d) dopant distribution and e) 
crystal perfection, etc ., 4) Demonstrate the effectiveness of vibroconvection control during 
the growth of nominally pure and doped technologically important dielectric oxide single 
crystals, 5) Verify and refine the theoretical predictions derived from mathematical 
modelling research, 6) Develop quantitative laws for predicting the most appropriate 
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growth conditions for q specific material and system geometry and, 7) Provide 
recommendations for the use Jf vibrational technolgoy in space and terrestrial growth 
experiments 

BENEFITS TO MICROGRAVITY RESEARCH 

It is well known that natural buoyant convection in terrestrial crystal growth systems has a 
profound (often negative) influence on crystal quality (defects and homogeneity) and 
growth rates. Recent numerical modeling work has confirmed that vibrations can be used 
to supress buoyancy-driven flows. It has been indicated that such suppression might be 

very effective at reduced gravity levels of 10-4 g or less. This has raised the possiblity that, 
under microgravity conditions, controlled vibrations might be used to mask the undesirable 
"g-jitter" induced convective effects. Such g-jitter convection can be caused by quasi-steady 
residual acceleration (due to gravity gradients and atmospheric drag effects) and to transient 
and oscillatory acceleration disturbances) One approach to vibration isolation might be the 
use of low frequency vibrations to either suppress flow or to provide stable flow regimes 
tailored to a particular set of crystal growth experiments which essentially overwhelm the 
unstable flows. experiments. 

SIGNIFICANT RESULTS 

Since the program began a few months ago the construction of a video accessible, 
computer controlled transparent Bridgman furnace has been designed and built by the 
Russian group and special ampoules designed for the vibrational studies . 

The electromechanical vibrators being used in this study have a wide amplitude range (up to 
1.5 mm) and allow for frequencies in the 0-300 Hz range. The experimental studies were 
carried out using model liquids (distilled water) and NaN03 melts, for which the basic 
thermophysical parameters are given in table 1. 

Sensors for measurement of temperature and flow rates in the distilled water were a needle 
type thermoanemometers for the indirect heating of a microthermisistor (MT -54). 
Temperature in the melt was measured by chromel-alumel thermocouples. For temperature 
sensor positioning, a two-coordinate device was rigidly fixed on the top rod. Accuracy was 
better than 0.5 mm. Before the beginning the measurements, the temperature sensors were 
calibrated. The error did not exceed 0.5 0 C. 

The flow visualization was obtained by the addition of 20 microns diameter aluminum 
particles into the liquid. Observation and photographing the spatial form of the flows under 
steady-state conditions was accomplished using a flat vertical beam of light. Visual 
observation of flows structures and measurements of their characteristic sizes was made 
w~th the help of a binocular microscope which could measure distances to within 10 
mlcrons. 
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Table 1. Thennophysical Properties of the model Liquids [1] 

Property Water NaNO.! 
(t = 30°C) (t =3100~1 

Meltin~ point Vc 0.0 307.0 
Liquid density, g*cm- 0.996 1.889 
3 

Dynamic viscosity, 8.01x10-3 2.78x10-L 

g*cm-1*s-1 

Kinematic viscosity, 8.0410-3 1.4710-L 

cm2*s-1 

Thermal diffusivity 1.48x 10-3 1.58xlO-J 

cm2*s-1 

Coefficient of 2.8xlO-4 6.6xIO-4 
volumetric expansion, 
Kl 

Prandtl number 5.4 9.3 

A schematic of the experimental set up for physical modeling with distilled water is given in 
a fig. 1. The ampoule used for these model experiments was a cylindrical glass vessel (4) 
with an internal diameter 36.0 and 41.0 mm and a height of 73.5, 110 and 146 mm. The 
ampoule was placed between two copper heat exchangers (1) at temperatures TB and TI. 
The ampoule was placed in a rectangular dish made from acrylic plastic (6), with the 
temperature of the internal wall TL. The vibrating body (3) was fixed on a rod (2), which 
was attached to the vibration generator (5). The vibrating block was rigidly fixed on a stand 
(8). Misalignment of the ampoule and body did not exceed 0.1 mm. Uncontrollable 
vibrations of the ampoule were minimal due to the rigidly of the design and the massive 
plate for vibration isolation (9). 

Fig.l.Setup for study of 
convective flows in distilled 
water. 

K TepMaCTaT~ 

_K ,epMOCT.ry 

Fig.2. Set up for study of 
convective flows in 
NaNOs melts. 
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The schematic of the experimental set up for the NaN03 Bridgman simulation is given in a 
fig. 2. The ampoule (8) was made of quartz and was fIlled with sodium nitrate (1). The 
external ampoule was made of quartz to allow observation of the flow patterns in the melt. 
The ampoules were located on a support fixtures (9) . The vibrator (2), rod (3), vibrating 
body (4), and isolation plate (10) are also shown. 

Most of these studies were carried out in ampoules of internal diameter D = 16.8 mm. The 
height of the melt H, being equal to 36 mm. The thermal boundary conditions on the wall 
of the ampoules were T1max = 360°C. Heating and cooling rates were 5 °C/min. After 
reaching the operating temperature, the system was maintained there for at least 1 hour to 
stabilize the thermal conditions. 

For comparison of various vibrating modes, the vibrating Reynolds number Rev was used: 

Rev = 2nfARIv (1), 

where f is the vibration frequency , A the vibration amplitude, v the dynamic viscosity, and 
R the vibrating body radius. 

The geometrical parameter giving the relationship between the area of the gap between the 
internal walls of the ampoule and the vibrating body, and the area of the vibrating body has 
been chosen as 

where D is the internal diameter of ampoule and d the diameter of the vibrating body. This 
is the characteristic section area through which a liquid undergoing vibrational mixing goes 
in a given system. 

Previous experiments [2] have shown that vibrations in an ampoule with the liquid surface 
capped will not generate fluid flow under isothermal conditions. The liquid in this case 
behaves as a solid. The vibrations of an ampoule with a liquid possessing a free surface 
can produce rather intensive flows. In the preliminary study reported on here our basic 
attention was limited to the flow patterns occurring under a vibrating body inserted into the 
melt. In the current work, the vibrating body acts as the generator of additional convective 
flows. This can act as the active adjustable control factor during crystal growth. 

Several different vibrator configurations were studied including spheres, cubes, and 
cylinders (the latter with variously shaped bottom faces). In the case of a vibrating cylinder 
or disc, the flow patterns in a vertical section of an ampoule (fig.3) is similar to that which 
occurs under vibration of a cube. However in this case the vortices have cylindrical 
symmetry and the liquid goes from the edge of a body to its axis and further along the axis 
of the ampoule. 
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Fig. 3. Flow patterns under axial vibrations of the cylinder in an ampoule with a diameter D = 
41,0 mm: a) f = 80,0 Hz, A = 50 _m, Rev = 1,3 ; b) f = 80.0 Hz, A = 100 _m, Rev = 5.0; c) f 
= 80,0 Hz, A = 200 _m, Rev = 20,1; d) f= 80,0 Hz, A = 300 _m, Rev = 45,2; e) f= 80,0 Hz, 
A = 500 _m, Rev = 322. 

The simplest way found so far to get axially symmetric vortices and, correspondingly, 
control of the flows in a liquid volume is to use a vibrating disk. In experiments with 
distilled water with a temperature gradient the presence of a motionless body suppressed 
the temperature oscillations. The vibrator body acted as a heat shield, preventing heat 
exchange between hot and cold regions and also changed the natural convection flow 
patterns. The application of vibrations resulted in the formation of vortices of a vibrating 
nature near the disk, which increased with increasing amplitude and in considerable 
ordering when Rev = 1290. Larger amplitudes caused unstable vibrating vortices, which 
lost axial symmetry and covered whole ampoule volume. 

In experiments on NaND3 without vibrations, the growth interface was convex. The 
application of vibrations resulted in the occurrence of strong vortices in a melt. Vibrating 
flows decreased along the ampoule axis from the vibrator body downward to the crystal 
interface, and caused a displacement and shape change of the solid-liquid interface. The 
appropriate selection of amplitude-frequency parameters can give a nearly flat crystallization 
front (fig. 4) 
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Fig. 4. Flow patterns in NaN03 melt, (v ... 1.47xlO-2 crrr/sec a) free melt; 

b) melt with a motionless vibrating body; c) vibration f = 50 Hz, A = 200 _m, ReV = 684. 

With use of a system with the parameter Sk equal to 2.33, the introduction of a vibrating 
body into the melt did not change the thermal flow patterns. Under the influence of 
vibrations, the structure of the flows was maintained, only being increased in scale with 
increasing of amplitude. In the area close to the interface an almost isothermal, motionless 
layer of melt existed and its thickness was maximal in the free melt and decreased with 
increasing of vibrations amplitude. 

r-----+-'-~----. W 

00 00 
00 00 

Mdt Molt 

- -
Fig. 5. Patterns in NaN03 melt with amplitude A = 3mm, (v = 1.47x 10-2 cm2/sec): 
a) f = 66 Hz, Sk = 2,33, Rev = 1354; b) f = 50 Hz, Sk = 2,33, Rev = 1026; 
c) f = 50 Hz, Sk = 0,96, Rev = 1026. 
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In a system with parameter Sk equal to 0.96, (all other conditions constant) , an increase in 
disk size has much more influence on the change in the convective flow patterns. Their 
intensity sharply increases with a decrease in Sk' In contrast to the previous case, all flows 
became non axially symmetric when ReV = 1300. When the vibrating flows reached the 
crystal surface, it resulted in a deflection of crystallization front towards the crystal (fig. 5) 

The U .S. program has focussed its initial efforts on the effect of induced vibrations on 
fluid flow in a simulated Bridgman growth system. The particular case being studied 
involves two orthogonal vibrations normal to the crucible axis (equal amplitude, phase 
difference 9()O) which has been shown to produce high rates of fluid flow in a terrestrial 
enviornment (4,5). Data previously collected on the relationship of fluid flow to the 
Reynolds number, Froude number, dimensionless amplitude of vibration and crucible 
aspect ratio has been recently analyzed. This analysis shows that two of the independent 
parameters are gravity dependent. We are continuing to study this latter method to 
understand the effect of reduced gravity on the fluid flow rates. 

CONCLUSIONS 

The hydrodynamic flow patterns for variously shaped vibrating bodies, various heating 
conditions, and with an appropriate temperature distribution in the liquid phase (both the 
model and crystallizing systems) were studied. 

The vibrating body, its location to the crystallization front, the geometrical parameters 
associated with the area of the ampoule walls and the vibrating body, and the height of the 
liquid column were found to have a considerable influence on the vibroconvective flow 
patterns and temperature distributions in the liquid phase. Vibroconvective flows greatly 
influenced the position and shape of the solid-liquid interface in real crystallizing systems. 
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Objectives 

The focus of this program is the study of the effect of micro gravity on metastable solidification 
of ternary steel alloys. By observing changes in the mechanism for nucleation of the stable 
phase following primary recalescence from undercooled m~lts, the role of convection in phase 
selection may be evaluated. 

Micro gravity 

Undercooling in containerless processing has shown promise in producing metastable phases and 
materials that exhibit improved chemical homogeneity and ultra-frne grain sizes. One aim of this 
research is to develop an understanding of the role of convection in the metastable to stable 
transition that has been observed in multi-component systems, notably in Fe-Ni and Fe-Cr-Ni 
alloys. The mechanism for nucleation of the second phase and the delay time observed in this 
transformation appear to be dependent on solid movement and coalescence, probably the result 
of convective flow. I Ground-based electromagnetic (EM) levitation experiments require 
maintaining a balance between the levitation force and gravity, while space experiments need far 
less energy to position the sample. With a reduction in melt convection2 in Ilg, we have 
investigated the apparent changes in phase selection for these two different environments. 
Microgravity is thus an integral requirement for the successful attainment of the goals of this 
program. 

(a) Triggered nucleation (b) y growth in semi-solid (c) edge nucleation event 
undercooled ~T=145° undercooled ~T=218° undercooled ~T=130° 

Figure 1 - Digital images of growth competition in ground-based steel alloy solidification 

213 

"-



- -.-- -------- -- ------

Ground-based Electromagnetic Levitation Results 

In collaboration with our Co-Investigator Wolfgang Loser ofInstitut :fur Metallische Werkstoffe 
(IFW-Dresden), the rapid solidification of two ternary steel alloys, a Fe-12wt%Cr-16wt%Ni and 
a Fe-16wt%Cr-12wt%Ni alloy, were investigated under containerless processing conditions. A 
high-speed digital video technique was used to image growth into the undercooled melt for both 
the metastable ferritic phase and the stable austenitic phase3

-4. Above a critical undercooling, the 
metastable o-phase nucleates first and, after a delay, a second thermal rise is observed during 
transformation to the stable y-phase. Double recalescence events were observed at temperatures 
consistent with the To temperature of the bec phase defining a value of the critical undercooling 
for metastable nucleation which is significantly lower than previously predicted. I, 5-8 

Figure 1 contains digital images taken at an acquisition rate of 40,500 frames/second during steel 
alloy double recalescence events9

. In the first image, primary metastable phase nucleation was 
initiated at a known site using a stimulation trigger with subsequent growth into the undercooled 
liquid; growth of the second phase follows soon thereafter from the same nucleation site. In the 
second image, spontaneous nucleation of the second phase is seen, both from the primary 
nucleation site (in the center) and in other sites distributed within the semi-solid. The third 
image shows nucleation of the stable phase at the growing metastable phase front with 
subsequent competitive growth of both phases into the undercooled liquid. As seen in these 
images, ground-based double recalescence events show three types of mechanisms for nucleation 
of the second phase, two within the semi-solid and one at the interface between primary phase 
and liquid. 

Figure 2 - Growth rate of each phase as measured in ground-based EM levitation testing 
Solid symbols indicate growth into undercooled liquid 
Open symbols indicate growth into the semi-solid following primary recalescence 

As shown in Figure 2, at a given temperature the rate of growth into the undercooled liquid for 
the fcc gamma phase is greater than for the bec delta phase. The velocity of the stable phase 
growing into the semi-solid which forms during primary metastable recalescence was also 
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measured and, as seen in Figure 2, is independent of the initial undercooling. This effect has 
previously been observed in other ternary steel alloys9. The behavior arises because the driving 
force for growth under these conditions is approximately constant given that the temperature 
following primary recalescence is always nearly the same at a given composition. 

Depending upon the delay time between nucleation events, the bec phase may be growing into 
the liquid at the same time as the fcc phase is growing into the semi-solid. During simultaneous 
growth at temperatures below the undercooling where the velocities of the two phases are equal, 
the metastable phase grows into the liquid faster than the stable phase grows within the semi­
solid and thus a distinct double recalescence event is observed. Above this temperature, the 
equilibrium phase can overwhelm the slower metastable phase and break into the undercooled 
liquid. Such a double recalescence event can therefore appear as a single event. A model based 
on competitive growth of the two phases successfully predicts the limit where double 
recalescence events may be detected as a function of the geometric relationship between the 
sensor and the nucleation site. 

Flight Results 

Molten samples of the ternary steel alloys were successfully processed in a containerless fashion 
using the TEMPUS electromagnetic levitation facility aboard the shuttle Columbia. The 
solidification rate was measured as a function of under cooling using a combination of live video 
downlink and the onboard recording of a perpendicular set of two high-speed pyrometers. 
Nucleation was induced within the field of view using a Zr02-coated stimulation needle. 

Figure 3 shows a comparison between the growth rate of the metastable phase into the 
undercooled liquid for ground-based and MSL-1 micro gravity experiments. By employing a 
two-sided t-test we found that there is no significant difference between these two conditions to a 
confidence level of88%. In a similar manner, the velocity for growth of the stable phase into the 
semi-solid following primary recalescence was also evaluated and found to be the same in space 
and on the ground with a confidence level of97%. 
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Figure 3 - Growth rate of the metastable phase into the liquid during primary recalescence 
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Figure 4 shows a comparison between the observed delay times measured adjacent to the 
nucleation stimulation point in space and on the ground; significant positive deviation (to a 
confidence level of99%) is observed in space. These results are consistent with our hypothesis 
that convection may influence the formation of secondary nucleation sites. 

--0-- Ground-based 
• SpaceZPY 

Fe-12Cr-l6Ni 

50 100 150 200 250 300 350 
Undercooling (K) 

Figure 4 - Delay times under ground-based and space conditions 

A growth competition model was developed to predict which phase would be seen, given a 
known relationship between the nucleation site and the location of the sensor used to monitor the 
passage of each of the fronts during recalescence. This model was based on ground-based 
measurements of the propagation velocities and delay times and includes the assumption that 
secondary nucleation will occur within the semi-solid - either at the primary site or distributed 
within the semi-solid. The model was intentionally designed to fail to include edge nucleation 
events as these are assumed statistical in nature. In the case where a single recalescence event is 
detected when a double recalescence event was predicted, ground-based results show that this 
occurrence is associated with the edge nucleation mechanism. In terrestrial tests on the flight Fe-
12Cr-l6Ni master alloy this was observed to occur in 71 % ofthe tests below an undercooling of 
1500 and in none above this undercooling. In IJ.g tests during MSL-l, this was never observed at 
any undercooling level and we therefore associate the occurrence of the edge nucleation 
mechanism with ground-based conditions. 

In addition to being able to predict which phase will be observed, the growth competition model 
allows prediction of what the delay time should be, as a function of sensor position relative to the 
nucleation site. Using the growth competition model, we have defined a deviation parameter, 

8 = ('to]_1 
d 'tp 

based on the ratio ofthe observed, 'to, to predicted, 'tp , delay times. This parameter may then be 
used to compare the ground-based and space results to a common theoretical baseline. 
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This comparison is shown in Figure 5 where significant negative deviation is seen for flight 
experiments at low undercoolings. This effect is due to the increased delay times observed 
during MSL-l compared to those measured in ground-based tests, as seen earlier in Figure 4. 

Conclusions 

Double recalescence events were observed in hypo eutectic ternary steel alloys at much lower 
undercoolings than previously reported. Using a high speed imaging technique, we are able to 
identify and characterize the mechanism for nucleation of the stable phase after the initiation of 
metastable phase growth. We have shown evidence that nucleation of the stable phase at the 
interface between the growing metastable phase and the liquid may be suppressed in 
micro gravity. 

When comparing the growth rate under ground-based and micro gravity conditions, there is no 
significant difference for the observed growth of the metastable phase into the undercooled 
liquid over the range of underco 0 ling s investigated_ There is also no significant difference in the 
growth rate of the stable phase into the semi-solid that formed during primary recalescence. 
There is, however, a significant difference in the delay between primary and secondary 
recalescence. 

We have successfully developed a model that combines: 
(1) simultaneous growth of competing phases, 
(2) the delay between recalescence events, 
(3) assumptions on the mechanism for secondary nucleation of the stable phase, and 
(4) given a known relationship between the sensor and the nucleation events 

to explain the role of growth competition in phase selection during rapid solidification of 
undercooled hypo eutectic Fe-Cr-Ni alloys. Using this model, we have demonstrated that a 
difference exists between the high convective environment of ground based electromagnetic 
levitation and that attainable in micro gravity. 
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Objectives of the Investigation 
The scientific and technical objective of our experiment in the MSL-1 space shuttle mission was 
to utilize the electromagnetic levitation (EML) system, TEMPUS, for the experimental 
determination of the surface tension and the viscosity of metallic melts, in both the superheated 
and the undercooled state, using the unique attributes of microgravity. This objective was 
achieved on both the STS-83 and STS-94 shuttle missions for several different metals. 

In addition, the development of a mathematical model aimed at representing the 
magnetohydrodynamic phenomena in levitated samples represented an important component of 
the project. This model has provided the means for the understanding of the role of the different 
processing parameters on the behavior of the samples during the experiments, as well as an 
important tool for the design of the actual experiments. 

Necessity of Microgravity 
Ground based experiments with the oscillating droplet technique introduce an inherent systematic 
error in the measurement of surface tension. In addition, the perfect symmetry of the samples, 
possible only in micro gravity conditions, eliminates the splitting of oscillation modes that is 
observed in ground-based experiments. Based on purely theoretical grounds, Cummings and 
Blackburn [I] have developed a correction for gravitational and electromagnetic effects on the 
apparent surface tension; one of the accomplishments of the IML-2 flight was to provide the first 
experimental results suggesting the validity of the correction factor. Surface tension data from 
the MSL-1 flights suggest that this correction factor, while only about 1-3% for micro gravity 
experiments, is still relevant even for these experiments. 

The reason for performing measurements of viscosity under micro gravity conditions is quite 
different. Under earthbound conditions, the levitation forces needed are quite high and the 
associated rotational component of that force (the curl of JxB) gives rise to transitional or 
turbulent flows, making the measurement of viscosity impossible for normal metals . However, in 
micro gravity, this internal flow velocity may be greatly reduced because much smaller 
positioning forces (i.e., about 300 times smaller than under earthbound conditions) are needed to 
contain the sample. These reduced forces allow a laminar flow condition which will not interfere 
with the droplet oscillations. 
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Significant Results to Date 
Successful containerless measurement of the viscosity of a liquid metal was demonstrated for the 
first time during these microgravity experiments, both for the superheated and undercooled 
regimes. Also, high-precision containerless measurements of surface tension were performed as 
a part of these experiments. 

In a typical experiment, a thermal cycle is prescribed where a sample is heated, melted and 
superheated, and then allowed to cool. As the droplet cools, the heating field is pulsed to excite 
surface oscillations. This sample processing is illustrated in Fig. 1 where seven pulses are shown 
during the cooling step. Each of these pulses represents a measuring point providing surface 
tension and viscosity data for a particular temperature range. 

Temperature rC] - Heater Control [mV) . . .. . Positioner Control [mV) I 
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Fig I: Typical thermal profile for droplet oscillation experiments in TEMPUS. Sample is 
melted As the droplet cools, the heating field is pulsed to excite surface oscillations. The 
sample recalesces and is fully solidified, then mechanically damped in preparation for the 
next cycle. 

The surface oscillation are recorded on a video. The apparent area of the droplet is measured for 
each frame yielding the measured area-time signal (Fig. 2.a). A Fourier power spectrum is taken 
ofthis signal to find the frequency of the surface oscillation (Fig. 2.b) which is related to the 
surface tension by Rayleigh's equation: 

2 l(l-l)(l + 2)r (eq. 1) 
OJ, = 3 

pRo 

where OJ, is the angular frequency of oscillation mode I , for a droplet of surface tension r , 
density p, and radius R" . The mode 1 = 2 is the fundamental mode of surface oscillations. 

A band-pass filter (flat-topped Hamming widow) is used to isolate the component of the area­
time signal which is due to surface oscillations (Fig. 2.c). The damping time, of this 
oscillations is related to the viscosity, f-L, by Lamb's equation:. 

(eq. 2) 

" = (1-1)(21 + 1),u 
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Fig 2: MSL-I (STS-83)'experimental data Pd-18Si sample, excited oscillations at 1215C. Power 
Spectrum of the unfiltered oscillation shows a surface tension peak visible at 25 .0 Hz, which 
corresponds to a surface tension of 1.7 N /m and (c) filtered oscillations with exponential damping 
constant of3.42s, giving viscosity 9.0 mPa-s. 

Surface tension and viscosity data are presented in Figs. 3 and 4 for. a Pd-18Si alloy for a wide 
range oftemperatures (725 - 1425C), covering up to 100 C of under cooling and 650 C of 
superheat. 
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Fig 3: Corrected surface tension data for Pd-J8Si. 

Surface tension data are corrected and fitted as a function of temperature as 

r = 1.949 -1.91 x 10-4 T , for surface tension r in N/m and T in Kelvin, to a standard error of 

better than 1 %. The application of Cummings and Blackburn' s correction for electromagnetic 
forces to these points provides a significant improvement in the scatter of these data. 

Measurements of viscosity for this alloy may be correlated as a function oftemperature, as 
f.1 = 0.1917 exp(5754 I T) , for viscosity f.1 in mPa-s and temperature T in Kelvin. The viscosity 

data presented in Fig 4, are compared with experimental correlations reported by other authors (2)­

(4) for this and similar glass-forming alloys. These data are in very good agreement and prove 
that the oscillation drop technique is capable of providing containerless measurements of 
viscosity. 
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Fig 4: Viscosity data for Pd-18Si . Other relations from [2-4]. 

The results described above represent a small portion of the data acquired on the MSL-l 
missions. Additional results are forthcoming for other alloy systems: PdSi, Zr, FeCrNi, 
ZrNiCuAINb and TiZrCuNi 

Calculations of the magnetohydrodynamic flow in the droplets allow comparison of flow 
conditions between different experiments and samples. These calculations were an important 
part of the planning of these experiments, and contributed significantly to the importance and 
utility of the results. Due to lack of space only two illustrations are presented in this report. 

Characteristic internal flow patterns in the droplet are determined depending on the parameters 
employed during specific experiments. Fig.S shows calculated flow fields for a 7mm Zr sample 
in TEMPUS for a constant coil positioner current (lOOA) and various coil heating currents. 
These computed results illustrate possible control regimes of the flow and the transition from 
positioning- dominated to heating-dominated flow, within this range of parameters. 

The figure indicates that as the current in the heating coil is increased, the forces from the heating 
field oppose the flow of the positioner' s equatorial recirculating loops and augment the flow of 
the positioner's polar loops. Because the force due to the heating field is directed inward at the 
equator, this force should augment loops with flow inward near the equator and out at the poles 
and suppress circulations with the opposite direction. Thus, the original four-loop (positioner­
dominated) flow pattern, becomes a two-loop (heate'r dominated) pattern, as the heater current is 
increased and the outward-flowing equatorial loops of the positioner-dominated pattern slow to 
extinction. During this flow transition, the droplet mean and maximum velocities undergo a 
decrease, as the faster loop of the positioner-dominated pattern is slowed, but when the heater 
forces become dominant, the velocity resumes the expected increase with increasing heater 
current. 
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(a) 

(c) 

Pos=100A heat=16.2A 
max. Velocity = 3.41 cm/s 
Reynolds Number = 176 

Pos=lOOA heat=26.3A 
max. Velocity = 3.23 cm/s 
Reynolds Number = 167 

(b) 

(d) 

Pos= 1 OOA heat=22.4A 
max. velocity = 3.25 cm/s 
Reynolds Number = 168 

Pos= 1 OOA heat=30.9A 
max. velocity = 3.58 cm/s 
Reynolds Number = 185 

Fig 5: Development of flow pattern for increasing heating current at constant positioning 
current of IOOA for 7mm Zr sample. The heating forces oppose the rotation of the faster 
positioner loop, so the increasing heating forces cause the faster loop of the positioner 
flow to slow and disappear, while the slower positioner loop becomes faster. 

Another important result of the modeling work involves the analysis of the role of fluid flow 
during nucleation experiments in micro gravity for Zr samples (in collaboration with the 
Vanderbilt team[51). These experiments found that the maximum undercooling was independent 
of the applied heating field only up to about 200V in the heater oscillating circuit, and that 
undercooling was inhibited at higher voltages. 

The MHD model suggests that this effect was caused by cavitation. The calculations show a 
locally reduced pressure in the recirculation loops; this reduction would give a negative local 
pressure for a heating field corresponding to 225V (Fig. 6). This local state of hydrostatic 
tension provides a driving force for cavitation. The collapse of bubbles then promotes the 
nucleation of the solid phase. 
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Fig 6: Undercooling as a function of applied heater voltage for a 7mm Zr sample. 
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Experiments carried out during the STS83 and STS94 mission provided successful containerless 
viscosity measurements using EML for a wide range of temperatures and viscosities. Also 
resulted precise, containerless measurement of surface tension and its temperature dependence 
over a wide temperature range. Analysis of surface tension data indicated that Cummings and 
Blackburn's correction, while only 1-3 % for these microgravity experiments, is still important. 

The theoretical analysis, based on the use of mathematical modeling techniques, proved to be 
very useful to provide important information for the design and analysis of EML experiments. 
As illustrated in this report, the modeling work allowed to obtain some important insight into the 
role of internal flows on the behavior of the droplet for different samples and type of 
experiments, for example by providing a sound explanation of the ocurrence of dynamic 
nucleation in nucleation experiments for Zr. 
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POL YELECTROL YTES FOR BATTERY APPLICATIONS: 
SYNTHETIC APPROACHES AND PRECURSOR PROPERTIES 

Mu Zheng, Jason T. Manka, and Andrienne C. Friedli* 
Department of Chemistry, Middle Tennessee State University 

Murfreesboro, TN 37132 
615-898-2071 ; acfriedli@acadl.mtsu.edu 

Introduction. Widespread interest exists for the development of polymer electrolytes for use in 

solid state batteries. 1 These devices have applications in energy storage and power supply for the 

human exploration and development of space (HEDS), as well as for communications devices on 

Earth. On a molecular level, the poly electrolytes must be flexible enough to promote ion migration, 

yet have diffuse charges to prevent trapping of the ions at a given site. 1 Here we report our 

progress toward new well-defined polyelectrolyte materials. 

(co)po[ymer 6acKjJone~ 

~ 
Cft.argerf group 

witfi rfejinerf cfiarge rfensity 

Figure 1. Design for polyelectrolyte materials. 

The polyelectrolyte design (Figure 1) includes a semi-rigid polymer backbone, connected using a 

flexible chain to pendent anions . The key feature is the identity of the charged groups, which affect 

mobility of counterions. We have selected boron clusters, initially CB 1 1 H 12- 1, in hopes of 

synthesizing the first example of a polyelectrolyte with non-nucleophilic anionic groups (pKa of 

conjugate acid<-10). Carboranes have the added advantage of low toxicity , spherical charge 

distribution, insensitivity to pH, and ease of functionalization at carbon. The linking groups are 

oligoethylene glycol chains, which are flexible, and promote conductivity of cations.2 To simplify 

polymer synthesis and characterization, the polymerization method should promote a narrow 

distribution of molecular weights and be tolerant of charged groups. Given these restrictions, ring 

opening metathesis polymerization (ROMP) seemed a reasonable route. ROMP of 7-

oxabicyclo[2.2.1]hept-2-ene derivatives such as la may be carried out in aqueous solutions, and 

results in low polydispersity, stable polymers with semi-rigid backbone structures.3 Ease of 

synthetic access to la and closely related starting materials, established ROMP methodology to 

form poly(la) and close derivatives,4 as well as some understanding of the resulting polymer 

microstructure,3 make this backbone structure ideal for our purposes. Poly(lc) has the potential 
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to be a water-soluble, non-toxic, stable polymer with a variety of charged groups, and is expected 

to be a good candidate for batteries. 

SCHEME 1. 

o 
;I~OR 
~OMe 

1 

n 
CH20R 

poly(l) 

1a R = Me 

b R =-(CH2CH20hCH2CH2Cl 
c R =-(CH2CH20hCH2CH2CB))H))-

Monomer Synthesis. The synthetic strategy for obtaining key intermediate lb is shown in 

Scheme 2. Literature procedures3-5 were used to obtain 2 from furan and maleic anhydride, 

followed by reduction to 3, and Williamson ether synthesis to give 4. The same etherification 

conditions were used to obtain l b from 4 and 5.4 Tetraethylene glycol ditosylate6 or -dibromide 

gave mixtures of products which were difficult to separate. Heating of the reaction mixture while 

forming l b resulted in elimination rather than increased conversion. 

SCHEME 2. 

~ 0 _L_i_A_IH_4-'l"~ o 
fl~OH 
~OH 

2 0 

4 

3 

NaH 

Cl(CH2CH20)2CH2CH20Ts 

5 

NaH, Mel 
o 
fl~OMe 
~OH 

4 

Scheme 3 illustrates our efforts to convert l b to charged monomers. Treatment of lb with 

CB II H 11 2- resulted in a small amount of the carbadodecaborate derivative (lc). Presumably, 

conversion of lb to the more reactive iodide will improve the yield of lc, in analogy to alkylation 

of CBIIHI12-with alkyl bromides and iodides'? Reaction of lb w~th trimethylamine readily 

produced a cationic monomer with a pendent trimethylarnmonium group (ld).5 
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o 
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(OCH2CH2hCBIIHII-
Ie 

Polymer Synthesis. Once pure monomers were synthesized, they were polymerized to the 

structures shown in Scheme 1 (except poly(le)), using literature3 conditions: water containing 

recycled RuC13 catalyst. Thus far, six neutral polymers and copolymers have been prepared. 

Polymerization of ld also proceeded smoothly under the same conditions as the neutral 

monomers, and related ROMP catalysts have been reported to polymerize trimethylammonium 

derivatives of oxabicyclo[2.2.1 ]heptenes in water. 8 Based on the successful polymerization of la 

in the presence of Na2B 12H l2 , which is isoelectronic with NaCB IIH 12, it is expected that 

polymerization of Ie will also occur. Polymerization of la, lb, and ld, and copolymerization of 

la and lb proceeded in yields of 70% and greater, however the polymers contained some 

impurities presumed to come from the catalyst that were difficult to remove. Isolation and 

purification of the anionic polymers are likely to be more difficult due to the high solubility of 

boron clusters in organic and aqueous media. 

Polymer Properties. The physical properties of poly(le) are expected to approximate the 

properties of poly(la), poly(lb) , copolymers of la with lb and other derivatives, and 

especially poly(ld). For most of the polymers measured, neither aT g' nor aT m was observed by 

Differential Scanning Calorimetry (DSC), but a T d onset was observed near 300 °C by DSC and 

Thermogravimetric Analysis. Poly(ld) had a T g at 192 °C and T d at 309°C. Copolymers of la 

and lb decomposed between 274 and 294°C. No T g was ob erved for monomer ratios of 1: 0.5, 

2, and 3 of la and lb, but at a 1: 1 ratio, a T m was observed at 195 oC. All polymers were 

sparingly soluble in organic solvents and water. Poly(ld) swelled to a gel in water. 

Tetrahydrofuran solutions of the neutral polymers and copolymers were analyzed by Gel 
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Permeation Chromatography to give molecular weights (Mn) ranging from 0.51-3 .7 x 106 with 

narrow polydispersities, but instrument conditions and an appropriate standard have not yet been 

worked out for charged polymers.5 

Conclusions. The synthetic phase of the research is well underway, and two charged 

monomers have been synthesized, but reaction conditions were not optimized. Future work will 

involve the improvement and scaling up of the synthesis, as well as investigation of the properties 

of anionic polymers and copolymers. 
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GROWTH OF COMPOUND SEMICONDUCTORS IN A LOW GRAVITY 
ENVIRONMENT: 

MICROGRA VITY GROWTH OF PbSnTe 

A.L. Frippa, W.J. Debnarn\ W.R. Rosche, N.R. Bakerd
, and R. Narayanane 

The growth of the alloy compound semiconductor lead tin telluride (pbSnTe) was chosen for a 
microgravity flight experiment in the Advanced Automated Directional Solidification Furnace 
(AADSF), on the United States Microgravity Payload-3 (USMP-3) and on USMP-4 Space 
Shuttle flights in February, 1996, and November, 1997. 

The objective of these experiments was to determine the effect of the reduction in convection, 
during the growth process, brought about by the microgravity environment. The properties of 
devices made from PbSnTe are dependent on the ratio of the elemental components in the starting 
crystal. Compositional uniformity in the crystal is only obtained if there is no significant mixing in 
the liquid during growth. Lead tin telluride is an alloy ofPbTe and SnTe. The technological 
importance ofPbSnTe lies in its band gap versus composition diagram which has a zero energy 
crossing at approximately 40% SnTe. This facilitates the construction ofiong wavelength ( >6 
Ilm) infrared detectors and lasers. The properties and utilization ofPbSnTe are the subject of 
other papers. 1,2 

PbSnTe is also interesting from a purely scientific point of view. It is, potentially, both solutally 
and thermally unstable due to the temperature and density gradients present during growth. 
Density gradients, through thermal expansion, are imposed in directional solidification because 
temperature gradients are required to extract heat. Solutal gradients occur in directional 
solidification of alloys due to segregation at the interface. Usually the gradients vary with both 
experiment design and inherent materials properties. 

In a simplified one dimensional analysis with the growth axis parallel to the gravity vector, only 
one of the two instabilities work at a time. During growth, the temperature in the liquid increases 
ahead of the interface. Therefore the density, due to thermal expansion, is decreasing in that 
direction. However, the phase diagram shows that the lighter SnTe is preferentially rejected at 
the interface. This causes the liquid density to increase with distance away from the interface. 

a . NASA, Langley Research Center, Hampton, VA 23681 (retired) 

b. NASA, Langley Research Center, Hampton, VA 23681 

c. NRC, Langley Research Center, Present address: Northrop Grumman STC, Pittsburgh, Pa 15235 

d . Lockheed Martin Engineering and Sciences Co., Hampton, VA 23681 

e. Department ofChemicai Engineering, University of Fiorida, Gainesville, FL 32611 
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The PbSnTe growth experiment on USMP-3 consisted of three separate crystals grown in a single 
segmented ampoule. The crystals were grown in series, one in each of the three primary 
orientations with respect to the residual gravity vector. The growths on US:MP-3 were roughly 
analogous to hot-on-top, cold-on-top, and horizontal growth. 

The work on USMP-4 was to grow two sets of three crystals, again in segmented ampoules. The 
hot on top orientation was chosen for all growths. The variables, this time, were to be ampoule 
translation rate, thermal gradient, internal pressure, and nucleation procedure. The growth rate, 
which is related to the translation rate, is a key growth parameter under control of the 
experimenter. Higher growth rates produce steeper solutal gradients but less penetration of this 
vital diffusion zone into the convecting fluid flow. Thus, the growth rate presents a dichotomy of 
effects; a high growth rate produces a steeper concentration gradient while a low growth rate 
allows the diffusion tail to extend into the thermal convection cells . A change in thermal gradient 
has the obvious effect of changing the temperature dilatation contribution to the convective 
driving force. The internal pressure, at elevated temperatures, was adjusted by the amount of 
excess tellurium in the compound, and it was thought that it may affect pore formation in the 
crystals. The nucleation procedure was studied by using both seeded and un seeded growths and 
tests the influence of the evolution of latent heat on initial growth. 

For the combined two flights we designed a set of nine experiments in three different ampoules to 
measure the effect of the gravitational body force on the convective properties of alloy compound 
crystal growth as modified by reduced gravity and other crystal growth parameters. As is often 
the case, especially in new and difficult experimental arenas such as found using the microgravity 
laboratory, nature may have her way with even the best laid plans of human endeavor and can 
wreck total havoc with strategies such as ours. 

Ampoule # 1 processed without any problems that were telemetered to the ground. Recalescence 
was observed in cells 1 and 2, and due to failure of the uppermost thermocouples (not a surprising 
event due the operating limits of the 20 mil diameter sheaths) was not expected to be observed in 
cell 3. 

The observations, as seen on the ground, for our second ampoule (the third ampoule on the 
USMP-4 flight) were not so gratifying. On this part of the experiment, anomalies were observed 
in the sample thermocouples during the initial melting of the samples. When control 
thermocouples failed on the furnace booster heater, a cell (ampoule) failure and leakage from one 
of the lead tin telluride samples was suspected. To protect the two experiments already 
processed, the furnace drive was sent to the store position (full insertion), and growth was started 
in a gradient freeze manner by selectively powering down the different furnace zones. The 
experiment was terminated when the main heater control thermocouples failed. 

The actual anomalies were only identified during sample retrieval at the Kennedy Space Center in 
February 1998. Clearly, the anomaly first occurred in ampoule # 1 not our second ampoule as 
was suspected. Cell 1, of ampoule # 1, was intact and cell 2 was broken with approximately one 
third the length of the crystal still in the broken ampoule. The Inconel cartridge was swollen 
along its length starting near the cold end of cell 1, which was heated to 1000 C; the swelling 
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Figure 1. X-ray of sample AF-1 showing intact celll, broken crystal in cell 2, and the swollen 
and torn Inconel cartridge. 

increased at the beginning of cell 2, where the temperature had increased to 1150 C; and then the 

:::::':::::'::::::::I:::::::::=':::::::::::::::::':(::::::I:I: cartridge appeared ripped apart in the vicinity of 
::::::.:::::::.:::.:::::::::::::::: the ampoule breakage. The remainder of the 

cartridge and ampoule were deposited in the 
furnace and caused the observed problems during 
the space processing of ampoule #2. 

The experimental ampoules, that is, what is left of 
them, are still impounded by the Marshall Space 
Flight Center awaiting further analysis of the 
anomaly; hence sample analysis must await their 
release. The remainder of this paper will discuss 
the observations made to date and attempts to 
duplicate the cartridge swelling that apparently 

.:}\\:'ii::)\::::}:j:::: caused the anomaly. 

Figure 2. Photograph on the broken crystal Figure 1 is an x-ray of the ruptured sample showing 
and torn cartridge of AF -1 . the completed cell 1 and the broken sample in cell 2 

along with swelling of the cartridge. Figure 2 is a 
photograph of the broken end on cell 2. The metal cartridge appears forcibly torn and not 
corroded by PbSnTe vapors, and the remaining crystal in cell 2 appears to be broken and not just 
decanted from spilled liquid. 

A set of experiments was conducted at the Langley 
Research Center to determine if excess pressure 
within the cartridge (that is, the space between 

:mm:,}:::::i::::;:::;:::::::::;:,::: the sealed quartz ampoule and the Inconel 
cartridge) could have caused the cartridge to 
swell to a diameter greater than the 0.75 inch 

.,' ... . ... :.: ..... :: diameter of the radiation shield insert in the 
.. :.: .. ::.:.:.:,:.:" ,::::;;:).;i;;.:.:;:::::.\:::,:::,.;,::::'::::;,'.\::.:.:'>.::::': insulation zone of the furnace. The maximum 

Figure 3. Result of pressure test where 
cartridge was pressurized to 75 psig. 

excess pressure within the cartridge during 
growth in the AADSF is approximately 10 psi if 
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the cartridges are sealed at 12 psia. In these post- flight tests the argon pressure was actively 
controlled at pressures up to 100 psig to simulate the remote possibility that the flight sample was 
over pressurized during sample preparation. Table 1 summarizes these tests and figure 3 shows 
one of the tubes after failure where the maximum bulge reached 0.70 inches only in the area of the 
failure. Three separate Inconel tubes were taken to failure (that is, an observation of pressure 
drop in the cartridge), but none produced sufficient swelling to have caught on the radiation shield 
and caused the tearing of the cartridge as observed on the flight sample. 

Figure 4. Setup for a PbSnTe vapor test on the integrity 
of the Inconel cartridge. The PbSnTe resides in the open 
ended quartz ampoule. 

Figure 5. X-ray of loaded test cartridge after failure . Note 
that the only appreciable swelling (-0.66 inch) is immediately 
ahead of the open end of the ampoule. 

Another set of tests looked at the hypothesis that one of the cells developed a crack and leaking 
PbSnTe vapor weakened the Inconel to allow the concomitant swelling. (Note: had the quartz 
containing the PbSnTe broken and liquid come in contact with the Inconel then the metal would 
have lost its integrity within seconds relieving any pressure differential.) As a cracked ampoule is 
difficult to simulate, we used an open ended ampoule that was maintained vertical to prevent any 
PbSnTe - Inconel contact. Figure 4 shows the open ended ampoule with the PbSnTe and the 
Inconel muffle tube which will contain it, and figure 5 is an x-ray of the sample after the failure as 
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demonstrated by a pressure drop. Note that the only appreciable swelling occurred at the end of 
the open ampoule but even that was insufficient to bind on the AADSF insert . 

The ampoules and furnace reside at the Marshall Space Flight Center awaiting deposition by the 
Anomaly Resolution Team. The two ampoules, still in their cartridges, have only been examined 
by computer aided tomography, x-rays, and photography. Further results must wait for the 
release of the samples and the subsequent analysis. 

REFERENCES: 
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MELT STABILIZATION of PbSnTe in a MAGNETIC FIELD 

Archibald L. Fripp', William J. Debnam\ William Rosche, Arnon Chaitd
, Minwu Yaoe

, and 
Frank R Szofran f 

1. INTRODUCTION 

Both the experimental observation [1] and numerical simulation [2] indicate that the Bridgman 
growth ofPbSnTe under the microgravity environment in space is still greatly influenced by 
buoyancy-induced convection. The application of a magnetic field during the semiconductor 
growth can dampen the convective flow in the metal-like melt [3-5]. However, for Bridgman 
growth ofPbSnTe on earth (with either vertical or horizontal configuration), both experimental 
observation [6] and numerical modeling [7] suggest that even with a strong magnetic furnace 
(5-Tesla constant axial magnetic field), the convective flow in the melt still cannot be sufficiently 
suppressed to reach the diffusion-controlled level. In order to completely dampen the 
buoyancy-induced convection on earth, estimates based on scaling analysis indicate that for 
common experimental conditions, an extremely high magnetic field is required, far beyond the 
capacity of the experimental apparatus currently available. Therefore, it is proposed that only the 
combination of microgravity environment and magnetic damping will produce the desired 
diffusion-controlled growth state for this particular material. 

The primary objectives of this study are to provide a quantitative understanding of the complex 
transport phenomena during solidification of non-dilute binarys, to furnish a numerical tool for 
furnace design and growth condition optimization, to provide estimates of the required magnetic 
field strength for low gravity growth, and to assess the role of magnetic damping for space and 
earth control of the double-diffusive convection. As an integral part of a NASA research 
program, our numerical simulation supports both the flight and ground-based experiments in an 
effort to bring together a complete picture of the complex physical phenomena involved in the 
crystal growth process. 

a. NASA, Langley Research Center, Hampton, VA 23681 (retired) 

b. NASA, Langley Research Center, Hampton, VA 23681 

c. NRC, Langley Research Center. Present address : Northrop Grumman STC, Pittsburgh, Pa 15235 

d NASA. Lewis Research Center, Cleveland. OH 4-l135 

e. Ohio AeroSpace Institute. Brook Park, OH -l-l142 

f . NASA Marshall Space Flight Center, Huntsville, AL 35812 
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2. MATHEMATICAL MODEL 

2.1 Magnetohydrodynamic Models 

In the literature [8], there are mainly three approximations for the MHD equations. The most 
complex approximation incorporates the interaction between fluid flow and the magnetic field 
and its derivation can be found in [9]. This model is valid for describing .MHD effects in 
electrically conducting melts of non-magnetic metals or semiconductors in which Ohm's law is 
valid and the fluid velocity is small compared to the speed of light . 

The second is a more restrictive approximation which assumes that the fluid flow does not disturb 
the externally applied field with the Lorentz force still being present This approximation is valid 
if the magnetic Reynolds number and the magnetic Prandtl number are both small which is the 
case in typical crystal growth of semiconductors. The derivation of the governing MHD 
equations can be found in [10]. 

The third and simplest .MHD model is the so-called induction free approximation. In this 
approximation, any induced electrical field is set to be identically zero and thereby the MHD 
effects of the imposed field can be solely expressed through the Lorentz force term in the 
momentum equation. Because the magnetic Reynolds number is negligibly small under the 
growth conditions considered herein, this model applies well to our case and is used in the 
present study. 

2.2 Governing Equations 

In this paper, the liquid pseudo-binary mixture of L TT is assumed to behave as a Newtonian fluid 
and its motion is described by the Navier-Stokes equation. Other governing equations include 
the incompressibility condition, energy equation and concentration equation, plus the phase 
change conditions at the solid/liquid interface and the appropriate boundary conditions. 

2 .3 The FEM Model 

We consider vertical and horizontal Bridgman growth configurations. For bottom seeded 
(vertical) Bridgman growth with axisymmetric boundary conditions, it is reasonable to assume 
that the heat, species and flow fields are all axisymmetric. 

The so-called pseudo-steady-state model (PSSM) [11] is adopted in the present work . In PSSM, 
the directional steady movement of the solidlIiquid interface during the steady growth is modeled 
by letting melt enter at its hot end with a uniform growth velocity and composition and by 
removing the crystal from the cold end at a speed that conserves the mass of the alloy in the 
system. This simplification is valid for long ampoules and melts with low Prandtl numbers, in 
which the transient effects on heat transfer are small [12]. 

The axisymmetric and 2-D FEM models are built with the 4-node bilinear element, in which 
velocity, temperature and species are approximated by bilinear shape functions . The pressure is 
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approximated as piecewise constant. The moving solid-liquid interface is modeled by the 
front-tracking technique [13]. To update the interface position and remesh the interior domains, 
a method of spines [14,15] is used . The nonlinear algebraic system resulting from the FEM 
discretization procedure is solved by a segregated solution approach. Details of the FEM 
formulation in FIDAP are documented in [14] . The nonlinear iteration termination is controlled 
by a specified tolerance of for the relative error norms of velocity, residual and free surface 
update. 

3. NUMERICAL RESULTS 

The action of an axial magnetic field on convection in the melt is to interfere with the radial 
velocity component. At large magnetic field strength, the magnitude of the radial velocity is 
inversely proportional to the square of the strength of magnetic field [11]. The axial velocity 
component is not affected by the magnetic field except in the coupling through the 
incompressibility condition. When the field is large enough, an almost uniaxial flow can always be 
obtained. One of the goals of this study is to quantitatively determine the required magnetic field 
levels at which the diffusion-controlled growth can be achieved in orbit. In this section we 
provide a typical analysis of magnetic damping for vertical Bridgman growth at a low gravity of . 
Our numerical results suggest that the influence of magnetic damping on the convective flow in 
the melt is indeed very effective. There are two large counter-rotating flow cells throughout the 
liquid region indicating the existence of significant convection caused by both thermal and solutal 
buoyancy forces . At 3kG, the convective flow is greatly affected and the flow cells become much 
smaller corresponding to much weaker convective strength. It is interesting to note that there is a 
critical value between 3.0 and 3.I4kG for this specific problem. When B exceeds this critical 
value, the flow cells are completely suppressed . At B=9.6kG, the streamlines become perfectly 
straight which suggests that a diffusion-dominated growth state has been achieved. 

We next examine the effects of magnetic damping on the solute segregation. Solute segregation 
phenomena on the macroscopic scale can be divided into two classes; namely longitudinal (axial) 
macro segregation caused by mixing on the melt length scale and transverse (radial) segregation 
caused by low levels of mixing near the interface and by interface curvature. As analyzed by 
D .R. Kim et al [11] , these two forms of segregation are a function of convection level in the 
melt. In our computation, we consider variable-level magnetic damping under a constant gravity 
level and a fixed set of furnace parameters. Consequently the convective strength, and hence the 
solute segregation, is directly related to the strength of the imposed magnetic field . The solute 
field is visualized via iso-concentration contour plots, which illustrates qualitatively how solute 
segregation changes with increase of magnetic field . The axial solute segregation is greatly 
reduced at 3 kG and an almost diffusion-domin2ted growth (characterized by the thin diffusion 
boundary layer near the interface) is reached at 9.6 kG. 
In order to quantitatively describe the effects of magnetic damping and the transition from growth 
with intensive laminar convective mixing to diffusion-controlled growth (without bulk 
convection), we compute three representative quantities. The first is the maximum total velocity, 
which can be used as a measure of the convective strength in the melt. Note that the total 
velocity includes a constant translation velocity (the growth rate) and the buoyancy-induced 
convective flow velocity . The results are given in Figure 1. The Um3.X V.s. B curve given in 
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Figure l(a) shows that there are two stages during the 
magnetic damping process. The first is a rapid change 
stage in which the strength of the convective flow in the 
melt is greatly reduced with an increase ofB . The second 
is a slow (asymptotic) change stage during which the 
velocity decreases very slowly with the increase of B. 
These two stages are divided by the critical field value, Be 
(in this particular example) and can be clearly seen in 
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o B (KG)6 10 Figure 1 ( a) . In this case, over 90% of the original 
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strength of convection is damped when is increased from 
zero to about 3 kG. However it requires an additional 6 
kG or more to eliminate nearly all of the original velocity 
strength. 

The second quantified parameter is the effective 
segregation coefficient kcff. The third is the percentage 
radial segregation. Radial segregation results show that 

0.7 o'---'---'---'---'-.--'-----L6---'--'--'~IO both weak and strong convection levels produce low 
B (Kilo-Gauss) 

radial segregation, while intermediate convection levels 
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produce high radial segregation [16]. The computed 
segregation coefficients for vertical growth are plotted as 
a function of levels in Figures l(b) and (c) . The two 
stages mentioned above can be easily distinguished. It is 
seen from Figure 1 (b) that increases effectively in the first 
stage (O<B<BJ and then asymptotically approaches unity 

U 
<l 10 

at the second stage (B>Be). keff-l indicates quantitatively 
o 0'--.L---'---'---'-4 --'---'-6---'----'----'---'10 that the desired diffusion-controlled growth state is indeed 

B (KG) achieved at B=9.6kG . Figure l(c) shows how radial 

Figure 1. Quantitative descriptions of segregation changes with increasing B, while the 
the effect of magnetic damping on ex~ected quali~ative beha~i~r of the radial s~gregation is 
convective flow strength and solute eVident from Figure l(c), It IS clear that dunng the first 
segregation in the PbSnTe melt . stage, the reduction in flow strength only minimally affects 
(a) The total maximum velocity; (b) the local segregation conditions near ~he interface. The 
The effective segregation coefficient, almost complete stoppage of convectIOn around has a 
(c) The percentage radial segregation. dramatic effect on the radial s~gregation with a slow 

asymptotic regime at higher magnetic field strength_ 

The analysis presented in this section is limited to the vertical growth under microgravity. At high 
gravity levels (e.g. at full earth gravity level), our results suggest that the axially imposed 
magnetic field is not effective for suppressing convectiVe flow in the PbSnTe melt. A typical 
example of magnetic damping for the vertical growth ofPbSnTe on earth was shown in [17], 
which suggests that the maximum fluid velocity is still about 1000 times higher than crystal 
growth rate at 60 kG and the decrease of the fluid velocity is much slower than that at the 
microgravity gravity levels . 
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4. EXPERIENTIAL 

The Earth based experiments are relatively straight forward . Crystals are grown in a magnetic 
field . After growth they are evaluated for compositional uniformity and defect structure. The 
experimental parameters are ampoule dimensions, temperature gradient, and magnetic field 
strength and orientation. The solutal driving force can be varied by both changing the growth 
rate, the temperature gradient, ampoule size, and by changing the starting ratio of SnTe to PbTe. 
Numerical analysis helps select the experimental matrix. 

Experimental results to date of 1 cm diameter crystals grown in a 80 Clcm thermal gradient with 
growth rate as a parameter are indistinguishable from the totally mixed results obtained without 
magnetic fields, even with the 5T field . This result, for these conditions, was predicted by our 
numerical analysis. 

5. CONCLUSIONS 

For Bridgman growth ofPbSnTe under microgravity (with both vertical and horizontal 
configurations), the simulations suggest that a moderate axial magnetic field of only a few 
kilo-Gauss in strength could effectively eliminate buoyancy-induced convection in the melt and 
control solute segregation. Therefore, this work confirms the idea that the combination of 
micro gravity environment and the magnetic damping will indeed be sufficient to produce the 
desired diffusion-controlled growth state for PbSnTe. 
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Introduction 

Liquid phase sintering (LPS) is a common process for the fabrication of dense, 
net-shape structures. Despite extensive industrial use, several processing difficulties 
trace to gravity. One easily recognized problem is solid-liquid separation. Like sand 
settling in water, differences in densities between the solid and.1iquid phases induce 
microstructure and compositional segregation. Consequently, only alloys with small 
quantities of liquid are fabricated on Earth. The tungsten heavy alloys (W-Ni-Fe or W­
Ni-Cu) are particularly sensitive to gravitational effects since the liquid-solid densIty 
difference is nearly 9 g/cm3

. In this research, we have documented that after sintering 
on Earth there is a significant gradient in grain coordination number, grain size, grain 
shape, and solid phase contiguity with the position in the compact. Further, there is a 
slight difference in grain size due to the compressive stresses during Earth-based 
sintering. Grain coalescence occurs at gravity induced contacts, giving gradients from 
the stress in the microstructure due to gravity. It was on the basis of these observations 
that microgravity and parallel ground-based experiments were performed. 

Gravity effects are evident at the macroscale as compact distortion. An excess of 
liquid causes shape loss, with the formation of the "elephant foot" geometry or even 
puddles of solid-liquid. The factors causing distortion in LPS are not understood. 
Previous work suggested that it was simply due to the solid-liquid ratio; however, 
experiments have produced compacts with more than 60 vol. % liquid that retain shape. 
Compositions that slump on Earth also distorted in microgravity, but in the latter case 
they spheroidized. Our analysis and modeling efforts now explain distortion during 
sintering (from both gravitational and surface tension stresses, thug applicable to both 
ground-based and microgravity samples) as arising from three features - solid-liquid 
ratio, dihedral angle, and solubility change when the liquid forms . 

Microgravity LPS experiments have been performed in recent years, and the 
Penn State research team was involved in analysis of samples form flights starting in 
1992 (SU, IML-2, MSL-l , and MSL-IR). Each investigator has adopted different 
questions, compositions, and sample preparation techniques. Although each study 
provides insight, a unified view is missing. Therefore, one goal of the research was to 
perform cross-study experiments where these various alloys will be processed under 
similar conditions. This showed the lack of care in prior sample preparation greatly 
affected the findings and compromised final conclusions. Further, reports from ground­
based experiments often proved inadequate to fully document sintering and 
microstructure findings. One success was the stability of the Large Isothermal Furnace 
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and the support hardware. No malfunction of the flight hardware directly involved in 
the liquid phase sintering experiments was encountered in microgravity . In this regard, 
the original plan to use microgravity experiments to isolate gravitational effects on 
microstructure evolution during liquid phase sintering was very successful. The contrast 
and comparison of ground-based and microgravity samples, processed from the same 
powders, in the same furnace, using the same cycles provided the needed separation of 
variables. Modeling efforts conducted in parallel with the experiments provide a basis 
for assessing current understanding. The initial phase of the microgravity research was 
focused on variations in sintering time and solid content using W-Ni-Fe compositions 
with a constant Ni:Fe ratio of 7:3, but varying W content from 78 to 98% . With 
improved understanding of the LPS system, we were successful in extending the flight 
samples to new composition regions with high liquid contents. 

Significant Findings 

A model for grain growth during liquid-phase sintering is presented. A Rayleigh 
grain size distribution is assumed based on both experimental and theoretical results. This 
asymmetric distribution provides a continuous driving force for coarsening. The model 
uses the solid grain contiguity to calculate the relative solid-state and liquid-phase 
contributions to coarsening. The level of grain agglomeration affects both the mean 
diffusion distance and interface area over which diffusion occurs. A cumulative grain 
growth rate is calculated assuming independent solid and liquid contributions to 
coarsening. Consequently, only the liquid volume fraction and solid-liquid dihedral angle 
are required to predict the change in grain coarsening rate with solid-liquid ratio. A prior 
empirical correlation between the grain growth rate constant and the liquid volume 
fraction is compared to the resulting analytic form, showing excellent agreement. The 
new model is projected to be generically applicable to microstructure coarsening in 
multiple phase materials, including porous structures. 

Liquid phase sintering (LPS) is a process for the densification of particulate 
materials such as tungsten carbide, silicon nitride, bronze, low alloy steels, stainless 
steels, tool steels, and various cermets. The liquid provides a capillary force and high 
transport rate that give rapid densification. However, the high diffusivity leads to 
progressive microstructural coarsening. Several authors have considered the problem of 
solid-liquid coarsening. Most of the models applied to liquid phase sintered structures are 
extrapolations of classic Ostwald ripening concepts developed for dilute solid contents. A 
dispersed grain structure allows use of a mean field concept for calculation of the 
coarsening rate. This has some substantiation in that the grain size typically increases 
with the cube root of isothermal hold time. The growth or contraction of a specific grain 
depends on the local environment, as established by various observations .. 

Semisolid systems, ranging from liquid phase sintering materials to metal-ceramic 
composites, evidence coarsening behavior very different from the assumptions in 
Ostwald ripening models. These materials have intertwined liquid and solid phases that 
coarsen at elevated temperatures. Consequently, there are many deficiencies with 
extending Ostwald ripening theories to semisolid alloys. 

Liquid phase sintering is limited by Earth's gravity, because there are few systems 
where the solid and liquid densities are equal. Mechanical stability dictates multiple grain 
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contacts to avoid collapse of the solid grain structure under the action of gravity. At these 
contacts, the grains form bonds. Once a steady-state is achieved, the bond size depends 
only on the grain size and the dihedral angle, whil~ the number of bonds per grain 
depends largely on the liquid content. Net-shaping via LPS is most successful with less 
than 40 vol. % liquid and an intermediate dihedral angle (15° to 60°), giving sufficient 
rigidity to resist distortion. At high temperatures, the skeletal structure is not so strong 
that it inhibits densification. Consequently, the final microstructure consists of 
intertwined and connected solid and liquid networks. Grain agglomeration is a natural 
consequence of neck growth between contacting grains. Thus, dilute solid systems 
exhibit solid grain agglomeration when processed in microgravity or neutral buoyancy 
conditions. 

Liquid phase sintering systems have varying dihedral angles (depending on the 
grain misorientations), and even nonspherical grain shapes. Except for a few cases the 
existing models do not allow for grain contact. They are only applicable to dilute solid 
suspensions without agglomeration, theoretically possible at low solid contents, probably 
below 20 vol.% solid. Most importantly, Ostwald ripening theories underestimate the 
grain growth rate constant for LPS systems. Another problem with extending Ostwald 
ripening to LPS is with systems that contain two solid phases. In these cases the reduced 
solid-liquid interface area gives slower growth. This has been traced to a change in 
contiguity or increase in dihedral angle. Several studies further show grain growth in LPS 
includes coalescence. Thus, the possibility of testing Ostwald ripening theories with LPS 
systems in fundamentally impeded by solid-solid grain contacts. 

In spite of the difficulties in translating Ostwald ripening theory to grain growth 
in liquid phase sintering, one major success is evident. That is the general consensus that 
grain growth by diffusion through the liquid, termed solution-reprecipitation, follows a 
cubic law with an Arrhenius temperature dependence with an activation energy that 
correlates with diffusion through the liquid. 

This model differs from the several dilute solid content coarsening theories. The 
current model works in the LPS range, typically with less than 40 vol. % of second phase. 
Note the Ostwald ripening models should not be extrapolated into the LPS range, and the 
LPS coarsening model should not be extrapolated into the Ostwald ripening range. The 
reasonable fit to available experimental LPS grain growth data is worthwhile. This 
behavior appears to be valid over the composition range typical to Earth-based liquid 
phase sintering with less than 40 vol. % liquid. 

The paper shows how grain growth during liquid-phase sintering has been 
understood with unique observations from micro gravity and ground-based samples. The 
[mdings show a high level of grain agglomeration at all solid contents. This is an 
energetically favorable situation as compared to dispersed grains as typically treated in 
Ostwald ripening theory. The grain agglomeration affects the mean diffusion distance and 
interface area over which diffusion occurs. Coarsening in liquid phase sintering depends 
on several factors that change with solid volume fraction. Critical findings from the 
microgravity experiments gives rules needed to fully model the coarsening process. An 
important observation is a cumulative grain size distribution that follows the Rayleigh 
distribution. This distribution gives a growth rate calculation that brings both solid and 
liquid contributions into the overall grain growth rate. The assumption is that independent 
solid and liquid contributions lead to the overall observed rate of coarsening. 
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Consequently, only the liquid volume fraction and solid-liquid dihedral angle are required 
to predict the change in grain coarsening rate with solid-liquid ratio. An empirical 
correlation between the grain growth rate constant and the liquid volume fraction to the 
inverse two-thirds power is compared to the new analytic form derived from the 
microgravity studies, showing excellent agreement. 

Summary of Key Findings 

A universal grain size distribution for LPS materials has been isolated and 
described mathematically, and this distribution agrees with recent independent [mdings. 

The volume fraction of liquid has been mathematically linked to the grain growth 
rate constant and solid-liquid density difference for LPS materials, giving the first 
universal coarsening law applicable to the solid contents characteristic ofLPS. 

A model has been created for slumping and distortion during LPS. This model 
describes the role of gravity, component size, substrate friction, and surface tension on 
reshaping processes. Analysis has shown an important role of grain connectivity and 
dihedral angle on shape preservation during LPS. Evidence exists that grain boundary 
wetting by newly formed liquid is a key factor in distortion. 

Grain agglomeration has been predicted and observed in dilute solid content 
systems. The weak agglomeration force was first modeled for LPS, but may be applicable 
to many situations inc,uding solid-liquid, liquid-liquid, solid-vapor, and liquid-vapor 
systems. The agglomeration event was observed in micro gravity samples sintered by 
Kohara and Ekbom. 

Based on pore stabilities in the microgravity samples, we have revisited the 
derivation of Young's equation and found Gibbs' original treatment is incorrect since a 
gravity term was dropped from the derivation. 

Coalescence has been documented in a zero dihedral angle LPS system 
conclusively to prove Ostwald ripening theories are incorrect in ignoring this effect. 
Further, grain rotation as part of coalescence has been measured during long time LPS. 
Electron channeling experiments will show the emergence of preferred grain orientations 
for coalescence during long term LPS. 

Early evidence shows a nonrandom radial distribution function in the grain size of 
LPS heavy alloys. 

The settled region of Earth-based LPS samples has been analyzed for the density 
difference effect and the terminal skeletal structure for no solid-liquid density difference. 
A model for the solid content versus position in the settled solid structure accurately 
explains all previous observations. 

A new generalized idea of grain coordination number versus effective pressure 
has emerged that may have applicability to loosely packed particles. The model expresses 
the mean coordination number as a function of the effective pressure. Ground-based 
experiments are being performed to test this model. 

Pore structure observations in microgravity LPS samples show a high stability. 
This suggests buoyancy may be important to densification during LPS on Earth. A 
complication is the lack of a reducing atmosphere during microgravity sintering, but 
under identical ground-based LIF experiments a gravity role is evident. 
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Solidification of II-VI Compounds in a Rotating Magnetic Field 

D. C. Gillies, M. P. Volz, K. Mazuruk, Marshall Space Flight Center, Huntsville, AL 
S. Motakef, Cape Simulations Inc., Newton, MA 
M. Dudley, State University of New York at Stony Brook, Stony Brook, NY 
R. Matyi, University of Wisconsin - Madison, Madison, WI 

Background 

This project is aimed at using a rotating magnetic field (RMF) to control fluid flow 
and transport during directional solidification of elemental and compound melts. 
Microgravity experiments have demonstrated that small amounts of residual 
acceleration of less than a micro-g can initiate and prolong fluid flow, particularly when 
there is a static component of the field perpendicular to the liquid solid interface. 1 Thus 
a true diffusion boundary layer is not formed, and it becomes difficult to verify theories of 
solidification or to achieve diffusion controlled solidification. The RMF superimposes a 
stirring effect on an electrically conducting liquid, and with appropriate field strengths 
and frequencies, controlled transport of material through a liquid column can be 
obtained. As diffusion conditions are precluded and complete mixing conditions prevail, 
the technique is appropriate for traveling solvent zone or float zone growth methods in 
which the overall composition of the liquid can be maintained throughout the growth 
experiment. Crystals grown by RMF techniques in microgravity in previous, unrelated 
missions have shown exceptional properties.2 The objective of the project is two-fold, 
namely (1) using numerical modeling simulate the behavior of a solvent zone with 
applied thermal boundary conditions and demonstrate the effects of decreasing gravity 
levels, or an increasing applied RMF, or both, and (2) to grow elements and II-VI 
compounds from traveling solvent zones both with and without applied RMFs, and to 
determine objectively how well the modeling predicts solidification parameters. 

Microgravity Relevance 

The traveling heater method (THM) of crystal growth potentially involves both 
temperature and solutal gradients and thus is considerably subject to buoyancy driven 
convection on earth . When the driving force for convection is reduced, as in a flight 
experiment, then transport through the solvent zone is predominantly by diffusion and 
the technique becomes prohibitively slow, and far too susceptible to variations in the 
microgravity environment such as g-jitter and the direction of the residual acceleration 
component. The application of a rotating magnetic field in unit gravity and in 
microgravity leads to a dramatic increase in the flow within the zone and to increased 
transport of solute material through the zone. 

Cadmium telluride dissolved in liquid tellurium has been used to model a typical 
traveling solvent zone. During crystal growth a single crystal seed of CdTe is in contact 
with the zone at the solidifying end, while a source of polycrystalline CdTe is dissolved 
into the tellurium rich zone as the zone is translated. The aspect ratio of zone length to 
sample diameter is normally between Y2 and 1. The temperature is set such that the 
zone maximum temperature is between the melting point of the solvent and the solute. 
In the case of CdTe-Te, a zone of approximately 750°C is used. This leads to a solute 
concentration of approximately 12% CdTe. 
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Modeling incorporates the momentum balance as governed by the 
incompressible Navier-Stokes and the continuity equations, but with three velocity 
components to account for the azimuthal flow. The force term includes thermal and 
solutal buoyancy forces and also the electromagnetic stirring force. Thermal boundary 
conditions are imposed on the THM system, and it is assumed that the dissolution and 
growth rates are equal. The complete model has been described in a journal article.3 

In Figure 1 a, the THM technique is shown as configured for terrestrial gravity. 
This technique has proved to a useful method of producing CdTe, but suffers from the 
time required to transport the material through the zone. Too fast a translation leads to 
increased tellurium inclusions. The figure shows the flow pattern, superimposed on the 
CdTe concentration field. It can be seen that the solidifying interface is a complex 
shape with the curvature mainly concave as seen from the melt. Under these conditions 
any defects that are propagated from the edges of the sample will continue to grow 
through the crystal. In Figure 1 b, the same geometry and thermal field have been 
applied for the conditions of 10·3g0. In this case the transport is purely diffusion 
controlled and the flow rates are considerably slower. The composition varies almost 
linearly through the zone. The interface shape, now convex as seen from the melt, has 
been modified and is now more favorable for the growth of high quality crystals. Defects 
propagating from the interface will be eliminated upon reaching the walls. Figure 1 c 
shows the effect of applying a 8 mT rotating magnetic field of 60 Hz on the ground. The 
single roll cell has been replaced by a complex, mainly double cell arrangement as the 
buoyancy induced cell is pushed upwards by a recirculating Ekman cell at the interface. 
While, in principle, an increase in field strength should result in two cells , the flow 
velocities become very large and the solutal transport is too intense to be modeled. The 
interface shape is, however, improved as compared to the non-magnetic case. This 
two-dimensional representation does not show the azimuthal flow which attains a 
maximum of approximately 1 mm/sec for each 1 mT of applied field. Transport rates 
through the zone are considerably increased. In figure 1 d the RMF is applied to a zone 
in low gravity. The RMF produces two Eckman recirculating cells which overwhelm the 
residual convection and result in efficient transport of material. At higher field strengths 
than shown here, the two cells are more uniform . This illustration is meant to show the 
onset of the double Ekman cell configuration. The situation is ideal for controlled 
transport, even when the acceleration level is only as low as 10·3g0. Thus the 
combination of low, but not exceptionally low, acceleration levels with a weak applied 
rotating magnetic field is able to produce controlled flow ideally suited for zone growth. 
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Figure 1. Calculated Flow Patterns and concentration fields in 
cadmium telluride within a tellurium solvent zone 
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Figure 2. Typical results of growth of a high Cd HgCdTe alloy grown by traveling heater 
method with an applied rotating magnetic field 
a. Triple axis x-ray diffraction b. Synchrotron white beam topograph 
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Figure 3. Typical results of growth of a high Cd HgCdTe alloy grown by traveling 
heater method - conventional (no magnetic field) 

a. Triple Axis Diffractometry b. White Beam X-ray Synchrotron Topograph 
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Experimental Results 

Several systems have been examined as candidate's for the THM technique. 
While the original proposal called specifically for II-VI compounds, the possibility of 
examining transport in simpler systems with materials, particularly elements, which are 
easier to characterize, has also been contemplated. Of the possible selections, the 
growth of the group IV elements, particularly germanium has been considered. Growth 
of germanium from a lead solution has been tried, but the solubility is low and there is a 
need to process at above 820°C to achieve the desired zone configuration. The 
resulting crystal of germanium contained lead inclusions. We are now proceeding with 
the growth of germanium from a germanium-silver eutectic. The eutectic temperature 
is 651 °C and so growth will be at temperatures similar to those used for growth of II-VI 
compounds. While the modeling has been done for pure CdTe, compounds have been 
grown, namely CdZnTe and HgCdTe. In all cases the thermophysical properties of the 
zone were assumed to be those of pure tellurium. The measurement of the viscosity, 
electrical conductivity and density of the tellurium alloys will be made with an oscillating 
cup viscometer. 4 The modeling effort is now being extended to include the HgCdTe 
alloys. 

The growth configuration consists of four separate heaters on one translating 
stand. Of these small , single zone furnaces , two are equipped with rotating magnetic 
fields and two are not. Thus, we run parallel experiments, with and without the field. 
Some typical early results for HgCdTe alloys grown with a translation speed of 1 
mm/day are shown in Figure 2 and 3. When the zone is translated with the field applied, 
the result is a structure in which there are many low angle boundaries and a mosaic 
structure results. Figure 2a shows results from a triple axis x-ray diffractometer which 
maps reciprocal lattice space. The multiple peaks confirm the presence of sub-grains, 
and the breadth of the peaks illustrate a high defect density. Figure 2b, taken from an 
adjacent wafer, is a reflection white beam x-ray synchrotron photograph in which the 
diffraction spot is enlarged to show the structure. The material has a very high defect 
density with a myriad of overlapping segments to the reflections. The photograph 
confirms that the quality of material is not high. Other wafers from the same boule 
showed similar results. Results from the parallel experiment with HgCdTe grown 
conventionally without the field are shown in Figure 3. In Figure 3a, the triple axis 
diffraction demonstrates a strong "surface streak" running vertically. This is an 
indication of good crystal quality. The material, however is not free of low angle 
boundaries. This structure is typical of the THM method. The improvement can be 
seen more dramatically in Figure 3b, where the white lines delineate low angle 
boundaries, as do the dark lines within the sub-grains. The sub-grain size is large 
fractions of mm, however, and is another indication of high quality. In this case the tilt 
across small an~le boundaries is 1-4 minutes, while the dislocation density within the 
sub-grains is 10 - 105 /cm2

. Modeling analysis, which was done for the simpler case of 
CdTe, shows that the flow in the ground based sample is extremely complex in the 
presence of the field (see figure 1 c), while low gravity conditions with the field applied 
would lead to a superior product as the flow across the interface would control the 
thermal field (figure 1 d). The more complex cases of the II-VI alloys are now being 
modeled. 
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Conclusions 

Numerical modeling has demonstrated that, in the growth of CdTe from a 
tellurium solution, a rotating magnetic field can advantageously modify the shape of the 
liquid solid interface such that the interface is convex as seen from the liquid. Under 
such circumstances, the defect structure is reduced as any defects which are formed 
tend to grow out and not propagate. The flow of liquid, however, is complex due to the 
competing flow induced by the rotating magnetic field and the buoyancy driven 
convection. When the acceleration forces are reduced to one thousandth of gravity, the 
flow pattern is much simplified and well controlled material transport through the solvent 
zone can be readily achieved. 

Triple axis diffractometry and x-ray synchrotron topography have demonstrated 
that there is no significant improvement in crystal quality for HgCdTe grown on earth 
from a tellurium solution when a rotating magnetic field is applied. However, modeling 
shows that the flow in microgravity with a rotating magnetic field would produce a 
superior product 
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Introduction 

Dendrites describe the tree-like crystal morphology commonly assumed in many material 
systems--particularly in metals and alloys that freeze from supercooled or supersaturated 
melts. There remains a high level of engineering interest in dendritic solidification 
because of the role of dendrites in the determination of cast alloy microstructures. 
Microstructure plays a key role in determining the physical properties of cast or welded 
products. In addition, dendritic solidification provides an example of non-equilibrium 
physics and one of the simplest non-trivial examples of dynamic pattern formation, 
where an amorphous melt, under simple starting conditions, evolves into a complex 
ramified microstructure [1]. 

Although it is well-known that dendritic growth is controlled by the transport of latent 
heat from the moving solid-melt interface as the dendrite advances into a supercooled 
melt, an accurate, and predictive model has not been developed. Current theories 
consider: 1) the transfer of heat or solute from the solid-liquid interface into the melt, and 
2) the interfacial crystal growth and growth selection physics for the interface. However, 
the effects of gravity-induced convection on the transfer of heat from the interface prevent 
either element from being adequately tested solely under terrestrial conditions [2] . 

The Isothermal Dendritic Growth Experiment (IDOE) constituted a series of three 
NASA-supported microgravity experiments, all of which flew aboard the space shuttle, 
Columbia. This experimental space flight series was designed and operated to grow and 
record dendrite solidification in the absence of gravity-induced convective heat transfer, 

253 



and thereby produce a wealth of benchmark-quality data for testing solidification scaling 
laws [3,4]. 

The first flight of the IDGE flight, on STS-62, took place in March, 1994, on the second 
United States Microgravity Payload (USMP-2) [5] , with a second flight on STS-75 , in 
February/March, 1996, on USMP-3. Both flights used ultra-pure succinonitrile (SCN) as 
the test material. SCN is an organic crystal that forms dendrites similar to the BCC metals 
when it solidifies. Thus, SCN provides a nearly ideal physical model for ferrous metals. 
The third and final IDGE flight (USMP-4) launched on STS-87, in December and March 
of 1997, employed a different test material. This flight used pivalic acid (PV A)---an FCC 
organic crystal that solidifies like many non-ferrous metals. PV A, like SCN, has 
convenient properties for conducting benchmark experiments. However, unlike SCN, 
PV A exhibits a large anisotropy of its solid-melt interfacial energy, which is a key 
parameter in the selection of dendritic operating states. 

USMP-2 (SC ) 

The main conclusions drawn from comparing the on-orbit data to terrestrial dendritic 
growth data, obtained using the same apparatus and techniques, are that: 1) convective 
effects under terrestrial conditions cause growth speed increases up to a factor of 2 at the 
lower supercoolings (I1T < 0.5 K), and convection effects remain discernible under 
terrestrial conditions up to supercoolings as high as 1.7 K, far beyond what was thought. 
2) In the supercooling range above 0.47 K, microgravity data remain virtually free of 
convective or chamber-wall effects, and may be used reliably for examining diffusion­
limited dendritic growth theories. 3) The diffusion solution to the dendrite problem, 
combined with a unique scaling constant, cr* , will not provide accurate prediction of the 
growth velocity and dendritic tip radii. 4) Growth Peclet numbers calculated from 
Ivantsov's solution deviate systematically from the IDGE data observed under diffusion­
limited conditions. 5) The scaling parameter cr* does not appear to be a constant, 
independent of supercooling. Finally, 6), the cr* measurements from the terrestrial and 
microgravity data are in good agreement with each other, despite a difference of over six 
orders of magnitude in the quasi-static acceleration environment of low-earth orbit and 
terrestrial conditions [6,7]. 

USMP-3 (SCN) 

The second IDGE flight on USMP-3/STS-75 mostly supported the above conclusions. 
However, at present at a still non-final stage of the analysis, there are some important 
modifications. With sufficient repeated observations [8] , it now appears that the 
terrestrail and microgravity cr* are distinguishable, with the microgravity cr* larger the 
those measured under terrestrial conditions. However, even with the built up statistic of 
repeated experiment cycles, the functional dependence of cr* with supercooling remains 
ambigious. Some of the additional data supports the conclusion of USMP-2 that there is 
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a functional dependence on supercooling, while some of the additional data argues 
against such a dependence. 

The second flight also clarified some issue at the lower supercoolings as to the role of 
convection, wall proximity or other explanations by showing definitively that it is not 
convection [9,10] and argued to what extend the low temperature effects are due to wall 
proximity effects [11] . Finally, the second flight yielded sufficient data to make a three­
dimensional reconstruction of the non-parabolic, non-body-of-revolution dendritic tip 
shape [12,13]. 

Moving Heat Source Analysis 

The method of moving heat sources is applied to the problem of dendritic growth in order 
to examine how the actual, non-paraboloidal shape of the dendrite tip and its trailing side 
branch structure affects the transport process. The model describes the diffusive thermal 
transport processes around a body of revolution (representing the dendrite) advancing into 
a quiescent melt at a constant rate. The latent heat produced at each of the points along 
an advancing solidification front is superposed to determine the net change in temperature 
at an arbitrary point in the surrounding melt. The calculation is performed by specifying 
the interface shape used in the model to be a shape-preserving body of revolution, which 
advances into the melt at a constant velocity. Once the shape and the growth velocity are 
specified, we solve the heat equation (formulated by the moving heat source method) to 
determine the supercooling experienced by the tip of the interface that is necessary to 
support the specified growth conditions. 

Results of this work indicate that when corrections to Ivantsov' s classical, infinite, 
parabolic tip shape are incorporated, enhanced agreement with experimental data is 
obtained, relative to the Ivantsov solution. This result is obtained by making 
modifications to the interface shape in a manner reflecting actual observed SCN dendrite 
tip shapes. When done, the predicted Pe vs. /1 (/1 is the dimensionless supercooling) 
relationship is shifted from the Ivantsov result. In general, the model indicates that for 
interface shapes that are wider than a parabola, Pe will be lower than Ivantsov' s result for 
a given /1. Conversely, an interface shape narrower than a parabola will raise Pe relative 
to Ivantsov ' s result. 

The superposition of the latent heat sources (mentioned above) is accomplished by 
integration starting at the tip, and extending back to the interface areas behind the tip. 
When done in this manner, it is seen to be unnecessary to integrate back an infinite 
distance behind the tip. Instead, far from the tip, the contributions to the tip ' s required 
supercooling become small. This indicates that there is some "range of influence" which 
affects the heat transport at the tip of the dendrite, beyond which contributions become 
negligible. The size of this range is observed to be a strong function of the growth Pecl<:~t 
number, Pe= VRI2 a, where V is the growth rate, R is the radius of curvature of the tip, and 
a is the thermal diffusivity of the melt. The important question this raised was whether 
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or not this range would extend into the region ofthe dendrite where side branches were 
present, and the assumed interface shape was not valid. 

The model was next applied to the case of the IDGE experiment' s range ofPeclet 
numbers and supercoolings. Using the upper end of the experimental Peclet range, Pe 
~O.Ol, the integration range was limited to the region of the dendrite that is not dominated 
by the side arms (i.e. the tip region, within 12R of the tip). When this is done (Figure 1), 

Approximate IDGE Supercooling 
-0.1 K -1 K -5 K 

1.0'---~--r-~~~r---~~~~~~----~~~~~~ 

Hyperboloid Model through 12R 

Q = -0 .0005 
O .8~--------------~--------------~~~----------~ 

O . 6 ~--------------~--~rL~~---4--------------~ 

O .4~=-~--------~~--------------~--------------~ 

lOGE Experiment Range 

Pe 

Figure 1 .. Fractional contribution to Pe from dendrite tip. 

at most, only ~ 75% of the tip supercooling is accounted for. This indicates that at least 
25% of the tip's supercooling derives from the side branch region of the dendrite-a 
region that is clearly not described by any simple function (and clearly, neither is 
Ivantsov 's paraboloid). For the lower Peclet numbers seen in the IDGE experiments, the 
side branch region contributes up to ~60% of the tip supercooling. This observation joins 
earlier work by Schaefer [14] in suggesting that under the conditions ofthe IDGE 
experiment, the side branch region of a dendrite contributes significantly to the thermal 
conditions at the tip itself. Furthermore, since there is a considerable stochastic aspect to 
the side branch structure, it would follow that the scatter in the IDGE data may be Figure 
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2explained by the variations in the side branch structure, and the corresponding influence 
that this region has upon the transport processes underway at the tip. 

USMP-4 

The data and subsequent analysis from the final flight experiment are currently at a 
preliminary stage, based on images received using telemetry from space. We compared 
the dendritic growth speed of PV A as a function of the supercooling to both terrestrially 
measured PV A data, and an estimate scaled from prior SCN microgravity data. The 
preliminary results of these tests indicate that the PV A data are in good agreement with 
the SCN data (Figure 2). This implies that dendritic growth in PYA is, like SCN, 
diffusion-limited, with little, if any, kinetic response. This observation conflicts with the 
conclusion reached by other investigators that there are large interfacial kinetic effects in 
PYA. Currently we are extracting more accurate velocity and tip radius, shape, and side­
branching measurements from post-flight 35mm film and videos. 

MET 13/04:45 

1000 Through Cycle 101 

en 
E 
2-
.?;-
Ti 
0 

Cii 
> 
c. 
i= 

:1 t 
~ 
•• 
~ 
:t ,. 

A'I 
~:,~ 

100 

1 6 ' 

~ ...... 
~ :~ 

'" ,.0 
A .... .. tJ:. : _ 

9-10 
"! .!. 

: ~; .-
tP • -~ 'J' . -
q 

~: 

1 
0,1 -

• 

Supercooling (K) 

: 

.... ' 
• • 

~ \ 
~T2,6 -

'" 
• 
0 

PVAgo 

PVA ~go 
SeN ~go (Scaled to PVA) 

Figure 2. Velocity versus supercooling for PV A. 

257 

l 



Figure 3 shows some preliminary data assessing the nature of these boundary layer 
interactions in PV A. We see that when the nearest neighbor distance exceeds about two 
thermal diffusion distances, A, where the diffusion distance A=ex/v (ex is the diffusivity 
and v is the tip speed) the velocity levels off at its maximum steady-state rate. When 
nearest neighbor spacings fall below about 2A, the velocity is reduced through thermal 
interactions of the boundary layers. This phenomenon of neighbor interactions has never 
been observed before, because microgravity conditions are needed to insure growth 
limited by thermal diffusion from the solid-melt interface. 
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In addition to our investigation of dendritic solidification kinetics and morphology, the 
IDGE has been part of the development of remote, university-based teleoperations. These 
teleoperation tests point the way to the future of microgravity science operations on the 
International Space Station (ISS). NASA headquarters and the Telescience Support 
Center CTSC) at LeRC, set a goal for developing the experience and expertise to set up 
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remote, non-NASA locations from which to control space station experiments. Recent 
IDGE space shuttle flights provide proof-of-concept and tests of remote space flight 
teleoperations [15]. 

Summary and Conclusions 

The data and analysis performed on the dendritic growth speed and tip size in SCN 
demonstrates that although the theory yields predictions that are reasonably in agreement 
with experiment, there ,are significant discrepancies . However, some of these 
discrepancies can be explained by accurately describing the diffusion of heat. The key 
finding involves recognition that the actual three-dimensional shape of dendrites includes 
time-dependent side-branching and a tip region that is not a paraboloid of revolution. 
Thus, the role of heat transfer in dendritic growth is validated, with the caveat that a more 
realistic model of the dendrite then a paraboloid is needed to account for heat flow in an 
experimentally observed dendrite. We are currently conducting additional analysis to 
further confirm and demonstrate these conclusions. 

The data and analyses for the growth selection physics remain much less definitive. From 
the first flight, the data indicated that the selection parameter, 0'* , is not exactly a 
constant, but exhibits a slight dependence on the supercooling. Additional data from the 
second flight are being examined to investigate the selection of a unique dendrite speed, 
tip size and shape. 

The IDGE flight series is now complete. We are currently completing analyses and 
moving towards final data archiving. It is gratifying to see that the IDGE published 
results and archived data sets are being used actively by other scientists and engineers. In 
addition, we are also pleased to report that the techniques and IDGE hardware system that 
the authors developed with NASA, are being currently employed on both designated 
flight experiments, like EDSE, and on flight definition experiments, like TDSE. 
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Introduction 

This work examines the diffusional growth of discrete phase particles dispersed within a 
matrix. Engineering materials are microstructurally heterogeneous, and the details of the 
microstructure determine how well that material performs in a given application. Critical 
to the development of designing multiphase microstructures with long- term stability is 
the process of Ostwald ripening. Ripening, or phase coarsening, is a diffusion- limited 
process which arises in polydisperse multiphase materials. Growth and dissolution occur 
because fluxes of solute, driven by chemical potential gradients at the interfaces of the 
dispersed phase material, depend on particle size. The kinetics of these processes are 
"competitive," dictating that larger particles grow at the expense of smaller ones, overall 
leading to an increase of the average particle size. The classical treatment of phase 
coarsening was done by Todes, Lifshitz, and Slyozov, (TLS), ,2 in the limit of zero volume 
fraction, Vv, of the dispersed phase. Since the publication ofTLS theory there have been 

numerous investigations, many of which sought to describe the kinetic scaling behavior 
over a range of volume fractions . Some studies in the literature report that the relative 
increase in coarsening rate at low (but not zero) volume fractions compared to that 

predicted by TLS is proportional to V~ / 2, whereas others suggest V~I3 . This issue has 
been resolved recently by simulation studies at low volume fractions in three dimensions 
by members of the RensselaerlMSFC team.3

-
5 

Background and Objectives 

Our studies of ripening behavior using large- scale numerical simulations suggest that 
although there are different circumstances which can lead to either scaling law, the most 
important length scale at low volume fractions is the diffusional analog of the Debye 
screening length. This screening length places limits on the extent and applicability of a 
mean- field description and can result in local divergences from mean-field behavior. The 
numerical simulations we employed exploit the use of a recently developed "snapshot" 
technique and identify the nature of the coarsening dynamics at various volume fractions. 
Preliminary results of numerical and experimental investigations, focused on the growth 
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of finite particle clusters, provide important insight into the nature of the transition 
between the two scaling regimes. The companion micro gravity experiment centers on 
particle growth within finite clusters and follows the temporal dynamics driving 
microstructural evolution using holography. 

This research effort will extend our preliminary ground-based results and develop a 
critical micro gravity experiment to observe these phenomena in a suitably quiescent 
environment. Work accomplished to date shows that the critical cross- over between the 

two scaling regimes (V; / 2 versus V; 13 ) is a function of both the volume fraction, which, 
intuitively, affects the screening length and the cluster size, n, where n is the number of 
particles comprising the cluster. Specifically, the cross- over occurs at a critical volume 
fraction for which V r 1/(3n2). One also expects that the volume fraction itself fluctuates 

from region- to- region, because the local size and distribution of particles vary. Thus, 
spatial variances should arise in the local kinetics. One of the scientific obj ectives ofthis 
work is to identify the nature of these microstructural fluctuations. This added level of 
understanding will be of importance in the development of more predictive models for 
microstructural evolution in heterogeneous materials . 

Theory 

We begin with a discussion of infinitely dilute coarsening systems based on the TLS 
mean- field solution to coarsening kinetics which is restricted to zero volume fraction of 
droplet phase. The continuity equation requires that neither nucleation nor coalescence 
occur, only smooth growth and dissolution: 

aF a 
- + - [v(R) .F]= 0 at aR l. 

Our approach in this work is to seek to measure and predict vCR) , the time rate of change 
of the radius, R, of a particle, in a given cluster. To obtain vCR), certain simplifying 
assumptions are required: 

1. Kinetics are limited by volume diffusion in the matrix, and 

2. Diffusion remains quasi-static. 

Therefore, the diffusion equation describing the concentration field, c(r), in the matrix 
phase reduces to the Laplace equation : 

where cp =(c- co)/co, and Co is the equilibrium solubility. 
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The boundary conditions at the surface of the i-th particle are specified through the 
Gibbs-Kelvin local equilibrium relation 

3. 

where A.. is the capillary length given by, A.. = 2yQ /(kaT) , through which all quantities of 
length are scaled in this mean-field treatment; y is the droplet-matrix interfacial energy; Q 

is the atomic volume of the dispersed phase; and kB is Boltzmann' s constant. 

Solution to the Laplace equation, subject to the Gibbs- Kelvin boundary condition, may 
be written in terms of the Coulomb potential 

where <Pi is the coulomb potential at a distance r from an ion of charge Zie. 

The diffusion potential is, therefore, 

AEns 

<p(r) = ~H + <p "" 

The diffusion analog of electrostatic charge is source/sink strength (volume flux) , Bins, 

given by 

4. 

5. 

6. 

where R * is the critical radius given by, R· = A.. / <P "" and <p", is the background matrix 
potential, assumed uniform throughout the matrix phase. The zero volume fraction 
restriction in TLS theory results in the total neglect of direct interactions among particles. 
A more realistic approach which introduces the influence of volume fraction on 
coarsening kinetics was employed by Marqusee and ROSS. 6 Their approach applies a 
spatially coarse- grained background diffusion potential, which is the diffusion analog of 
the electric potential arising from a given charge density, p. An expression for electric 
potential influenced by pis, 

2 P V<p=--. 7. 
Eo 

The diffusion analog is, therefore, 

8. 
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I where cr, a source/sink density in the matrix space, is analogous to p from electrostatics. 
cr introduces a coarse-grained local background potential, <per), due to droplets 
surrounding a coarsening droplet centered at point r in the matrix, 

The volume flux, Bi, is now, 

9. 

10. 

where K represents the natural cut-off distance for direct particle interactions via the 
diffusion field, beyond which the particles are isolated from each other by the intervening 
two-phase medium. 

For droplet clusters comprising finite coarsening systems, one may define physically 
distinct coarse-grained length scale parameters; among them are: 

• the Debye screening radius, AD == K " . 

• the average droplet radius in the cluster, AR ~ (R) , 

therefore, AD = [4nN V<R> J1I2. As in electrostatics, for large AD (sparse particle 
density), the screened potential approaches the unscreened potential. 

• the extent of the total coarsening system, Atot , is defined for a "spherical cluster" by 

( -il3( ) 113 
Atat = \.. 43

n
) : ' 

v 
11. 

where n is the total number of particles remaining at a given time, and for AD 2 
Atat, screening is not a factor. 

One can now relate the time-rate of change of radius, 

2ADen 
v(K) = - 0 B. 

l R2 I' 

I 

whereby Bi is now representative of the volume flux ofa droplet in a finite coarsening 
cluster. The experimental parameters for determining the time-rate of change of each 
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droplet within a given cluster are accessible through physicochemical measurement and 
holography. 

Experiment 

Experimental objectives of ELMS are: 

• to measure veRi) of each droplet cluster by using holography 

• to determine, in a mixed-dimensional system (3-D droplets undergoing 2-D 
diffusion), the existence, if any, of spatial instabilities in microstructural homogeneity 
due to a heretofore undefined "screening length" 

• to verify in a fully 3-D system in micro gravity the TLS coarsening rate deviation 
dependence on local volume fractions for global volume fractions ~ 1 %, where the 
volume fraction for a finite coarsening cluster is, 

n 

IC4/ 3)nR;3 
V - ...:.:i-:..:..I __ ....,....-_ 

v - C4 / 3)A~ol . 

The experimental approach is comprised of ground- based work to extend prior mixed­
dimensional studies and a flight experiment to study finite coarsening kinetics in three 
dimensions . 

A. Ground-based experiment 

13 . 

The ground-based experimental study of diffusional coarsening will proceed in a liquid­
liquid two- phase system. Ideally, one performs the experiment at an isopycnic point to 
maximize reduction of gravity-driven convective disturbances. This would allow 
observations over the long times required to investigate diffusional coarsening. A 
holographic technique has been instrumental in prior work on this subject and will 
continue to be the primary method to study both the influence of local environmental 
conditions on individual droplet size histories and measurements of global averages. 
Most of the ground-based coarsening data will be collected during two-dimensional 
diffusion of three-dimensional droplets attached to a glass surface (mixed- dimensional 
case).4,5 

Ground-based studies will proceed as follows: 

• Prepare droplet distributions for sparse and densely popUlated clusters for finite 
coarsening systems undergoing 2- D diffusion; 
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• Configure a pre-programmed x- y translator with predetermined droplet positions in 
tandem with a sharp tool for scoring pinpoint defects onto high-quality, pristine cell 
walls. This should induce heterogeneous nucleation at desired positions; 

• Fabricate an optimal cell for achieving predictable cluster size and number 
distributions, and perform experiments; 

• Study temporal correlation of droplet size and number distribution for mixed­
dimensional coarsening. 

B. Flight Experiment 

The space- based coarsening study requires long-duration, quality micro gravity to 
prevent phase separation via Stokes settling. In this instance, there is no wall attachment 
to prevent sedimentation, so establishing micro gravity conditions is an imperative. As the 
estimated time of the experiment is almost four months, a Space Station facility will 
ultimately be required. 

In order to understand the need for quality microgravity, it is helpful to examine the 
velocity of a IOO).lm diameter droplet (the largest size anticipated) at a temperature near 
the isopycnic point. The Hadamard-Rybczynski relation provides the velocity of droplets, 

14. 

where P2-P1 is the mass density difference between the droplet and matrix phases, 111 is 
the viscosity of the matrix fluid, and 11 2 is the viscosity of the droplet phase fluid. The 
Hadamard-Rybczynski relation is valid provided that the droplet surface is clean, and the 
Reynolds number, Re==pIVslr/111, is small compared to unity. Droplets are assumed to 
remain spherical. Assuming the use of a succinonitrile-water system, and using a 
succinonitrile- rich droplet phase with a O.IK deviation from the isopycnic temperature, 
6p == 3.85 X 10.5 g/cm3

. Such a deviation could occur from either experimental 
uncertainties in the isopycnic set point and the temperature measurement system, as well 
as from cycling or drift caused by the temperature control system. The magnitUde of the 
velocity of such a droplet at 1O-4g is I x 10-4mmlhr. In I-g, the same droplet would fall 
I mm in 1 hr, and would reach the bottom of the test cell before noticeable ripening had 
occurred. The dispersion would become rapidly depleted of larger ripening droplets. The 
relative position of the droplets would also vary significantly in time. It would not be 
possible to explore local microstructural effects from diffusion, because the droplet 
popUlation would be altered more rapidly by sedimentation effects. This and other 
factors, such as distortion around the diffusion field, would obscure the kinetics. These 
factors impose the imperative for micro gravity investigation of three-dimensional 
coarsening kinetics and observation of evolution of microstructure. 
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Preparation for micro gravity studies will begin by assessing two approaches for droplet 
dispersion: 

1. Jet break-up in micro gravity to control the distribution of droplets in each cluster. 

From Tomitika, the Rayleigh stability criterion, q, is expressed as, 

15. 

where 111 and 11 2 are viscosities of the fluids; y is the interfacial tension; R is radius of 

liquid cylinder; and xd = 2 nR / Ad' Ad is the wavelength of disturbance caused by, e.g., 

vibrations or nozzle roughness. For appropriate jet velocity and nozzle wetting 
characteristics, the average droplet size in a cluster is approximately twice the nozzle 
diameter. For q < 0, disturbances damp out; for q = 0, disturbances remain stable, 
resulting in oscillating waves; for q > 0, disturbances become capillary waves which lead 
to liquid cylinder breakup [pressure limits drop size] . 

Table 1. Results from prototype: distribution of butyl-benzoate droplets in 
water? 

Q illml 
77 
153 
203 

<d>(/-lm) 
149 
284 
348 

cr(/-lm) 
±66 
±130 
±190 

<d>/dN 

1.9 
1.9 
l.7 

dN is the nozzle diameter; <d> is the average cluster droplet diameter; cr is the standard 
deviation within the cluster from average cluster droplet diameter. 

2. Site saturation method [Nucleation of Crystals from Solution (NCS)]8 for 
forming droplet clusters by quench. 

Finally, holographic imaging is the optical tool selected for observing these phenomena. 
Figure 1 contains a sequence of holograms during the mixed-dimensional coarsening of 
succinonitrile-water. Figure 2 represents maps of local diffusion fields derived from 
spatial and size distributions of all droplets observed in the corresponding holograms of 
Figure 1 using monopole approximations. Clearly, holography provides more data than 
does conventional optical imaging techniques. A reconstructed hologram is amenable to 
various optical characterization techniques, e.g., in situ microscopy, and interferometry. 
An especially important aspect of the experimental study includes determining the extent 
of modifications required to allow incorporation of holography within the operating 
envelope of the millikelvin thermostat (MITH) hardware. 
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Holograms of mixed-dimensional coarsening of succiononitrile-water 
system in pyrex cells: discrete phase is succinonitrile rich. 

Hologram 100 Hologram 129 

Hologram 151 

Figure 1. 
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Holographic data for mixed-dimensional coarsening, with mapping 
of local diffusion fields using monopole approximations. Black 
circles show particle sizes, shades of blue indicate areas of solute 
depletion, whereas shades of red show enrichment 

Hologram 100 Hologram 129 

Hologram 151 

Figure 2. 
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EFFECT OF GRAVITY ON MICROSTRUCTURAL EVOLUTION 
DURING LIQUID PHASE SINTERING: A QUANTITATIVE APPROACH 

Arun M. Gokhale, Asim Tewari, and Tom Mirabelli 
School of Materials Science and Engineering, Georgia Institute of Technology 
Atlanta, Georgia-30332-0245 

INTRODUCTION 
Evolution of global microstructural attributes and spatial arrangement of microstructural features 
are important aspects of microstructure development. These microstructural characteristics may 
be significantly affected by gravity, particularly, if liquid phases are present during the evolution 
processes. Understanding of the role that gravity plays in microstructure development is 
expected to enhance our understanding of how the intrinsic materials processes govern the 
microstructural evolution. Therefore, it is of interest to quantitatively characterize effects of 
gravity on the kinematics of microstructural evolution in three-dimensional space by using 
unbiased stereological and image processing techniques. Objective of this research program is 
to develop flexible and practical quantitative metallographic procedures to quantify three­
dimensional microstructure in an assumption-free, unbiased, and efficient manner, and apply 
these techniques to gauge the role of gravity in microstructural evolution during liquid phase 
sintering of tungsten heavy alloys. The practical and efficient procedures are being developed 
to estimate the topological characteristics such as number and connectivity of grains in three­
dimensional microstructure, moments of grain volume distribution, and descriptors of spatial 
arrangement of grains such as radial distribution function, pair correlation function, higher order 
(n-point) correlations [1-3], nearest neighbor distribution and higher order neighbor distributions, 
etc. The research involves development of digital image analysis procedures, development of 
computer codes to extract the spatial distribution information from the image analysis data, 
development and applications of stereological procedures, development of efficient serial 
sectioning procedures, and computer simulations of three-dimensional microstructure. These 
techniques are utilized to quantify the evolution of microstructural attributes, and spatial 
arrangement of tungsten grains and pores during liquid phase sintering of a series tungsten 
heavy alloys. This part of the research is in collaboration with Professor R.M. German and his 
group at Peimsylvania State University. The ground based as well as microgravity environment 
liquid phase sintering experiments have been performed by Professor German and his colleagues 
at Penn. State. The research program at Georgia Tech involves quantitative characterization of 
evolution of microstructure in these liquid phase sintered specimens. The quantitative data on 
the evolution of the spatial arrangement of tungsten grains are used to address the questions 
such as: How does the gravity affect the kinetics of liquid phase sintering? How does gravity 
affect topology of three-dimensional microstructure?, Does the spatial distribution of distances 
between tungsten grain centers reach a pseudo-static form when appropriately normalized by a 
microstructural scale factor?, Are there any spatial correlations among the sizes of tungsten 
grains?, How does the gravity affect the distance distributions and the spatial correlations? , etc. 
We have made very significant progress towards these goals. Some of our important recent 
results are presented in this paper; these results were not presented in our annual progress 
reports [4]. In this paper, we present our work on reconstruction of three-dimensional 
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microstructure from montage serial sections, and unbiased three-dimensional microstructural 
data on the mean grain volume, variance of grain volume distributions , number density , and 
connectivity of grains in liquid phase sintered microstructures, . and gravitational effects on these 
attributes of microstructures. The next section of the paper gives a brief description of the 
image analysis and stereological procedures developed in this research program. In the 
subsequent section, these techniques are applied to quantify the effect of gravity on 
microstructural evolution of tungsten grains during liquid phase sintering of 83wt% W-Ni-Fe 
alloy. 

DIGIT AL IMAGE ANALYSIS AND STEREOLOGICAL TECHNIQUES 
It is well known that the 'microstructural attributes such as number density and connectivity of 
grains, average grain volume (average size), variance of grain volume distribution etc. in three­
dimensional microstructure can not be estimated in an unbiased manner from any measurements 
whatsoever performed on random two-dimensional metallographic planes[5]: serial sectioning 
of three-dimensional microstructure is essential for estimation of these microstructural attributes. 
In the past, serial sectioning has been performed by recording microstructural image of one field 
of view in a metallographic plane followed repeated polish-photo graph-polish procedure to 
generate a stack of serial sections of one field of view . The small volume of three-dimensional 
microstructure created by such a stack of serial sections having cross-sectional area of one field 
of view is not useful for extracting quantitative three-dimensional microstructural information 
in a statistically robust manner, and it is of no use at all for quantitative characterization of 
spatial arrangement of microstructural features in three-dimensions. Further, manual matching 
of serial sections (as used in the earlier studies) can lead to significant error in the estimation 
of the sampled microstructural volume. Note that it is essential to know the sampled 
microstructural volume to estimate the attributes "per unit volume". We have developed digital 
image analysis procedures to recreate a large volume of three-dimensional microstructure by 
using the "montage" serial sectioning technique developed in this research program. The 
technique involves creation of a montage of large number of perfectly matching (within one 
pixel) high resolution contiguous microstructural fields [2,3]. A stack of such montages is 
generated by serial sectioning, which leads to creation of microstructural volume that may be 
25 to 50 times larger than the one created by conventional serial sectioning procedures, for the 
same effort. Such large microstructural volume is very useful for statistically reliable estimates 
of microstructural attributes, and it is essential for quantitative characterization of spatial 
arrangement of microstructural features in three-dimensional space. We have utilized digital 
image analysis to precisely match the image montages of successive serial sections, and to 
recreate three-dimensional microstructure. Figure-1 represents a very small portion (about 4%) 
of volume rendered image of recreated three-dimensional microstructural volume of 83wt% W­
Ni-Fe alloy specimens liquid phase sintered in microgravity at 1500° C for one minute and one 
hundred and twenty minutes. It is possible to remove the matrix from these volume rended 
images and generate surface rendered microstructure of the tungsten grains as shown in Figure-
2. There is a significant evolution of microstructure with time. Observe that, although these 
specimens were liquid phase sintered in the micro gravity environment, most of the tungsten 
grains are inter-connected in three-dimensions . The three-dimensional microstructure appears to 
be consisting of a connected network of linear chains of tungsten grains that have branches and 
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Figure 1: Volume rendered 3D microstructure ofW-grains in 83 wt.% W-Ni-Fe 
alloy liquid phase sintered in microgravity for (i) 1 min (ii) 120 min 

Figure 2:Surface rendered 3D microstructure ofW-grains in 83 wt.% W­
Ni-Fe alloy liquid phase sintered in microgravity for (i) 1 min (ii) 120 min 
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nodes . The generation of large three-dimensional microstructural volumes via our montage serial 
sectioning technique enables us to quantitatively characterize the effect of gravity on the 
evolution of microstructure , microstructural connectivity, and spatial arrangement of grains in 
these liquid phase sintered microstructures. Note that the montage serial sectioning and image 
analysis procedures developed in this research program are quite general and they are useful for 
quantitati ve characterization of any three-dimensional microstructure. 

Sterio [6 ,7] has developed an unbiased procedure for estimation of number density of grains (or 
any microstructural feature) from simple counting measurements on set of pairs of serial 
sections called disector. The technique involves observations on a pair of planes (serial sections) 
separated by a small distance, and it involves counting features present in one plane that are not 
present in the second plane and vice-versa . We have combined this unbiased stereo logical 
counting procedure with montage serial sectioning and digital image analysis to evolve a very 
efficient and practical techniques for unbiased estimation of number density of microstructural 
features in three-dimensional space . This technique is applied for estimation of number density 
of tungsten grains and necks between tungsten grains in the liquid phase sintered 
microstructures. A ratio of the number density of necks and the number density of grains gives 
one quantitative measure of the extent of connectivity of grains in three-dimensional 
microstructure . 
Gundersen and Jensen [8] have developed a stereological method for estimation of volume 
weighted average volume of grains (or particles) of any arbitrary sizes and shapes from 
measurements of point-sampled intercepts. We have developed image analysis procedure to 
perfo rm these measurements automatically so that statistically reliable estimate of volume 
weighted average grain volume can be obtained from large number of measurements performed 
by using digital image processing. The volume weighted average volume is useful for unbiased 
and assumption-free estimation of the variance of the distribution of the grain volumes in three­
dimensional microstructure. 

RESULTS AND DISCUSSION 
Table-I gives data on unbiased and assumption-free estimates of average grain volume of 
tungsten grains in three-dimensional microstructure of specimens of 83wt % W-Ni-Fe alloy 
liquid phase sintered in normal gravity and microgravity environments at 1500° C . Note that in 
all the specimens, all the measurements were performed in the region 1.5 mm to 3 mm from the 
specimen bottom. 

Table-I 

Sintering time Normal Gravity Microgravity 

1 minute 

120 minutes 

As expected , the average grain volume increases significantly with time. Further, at a given 
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sintering time, microgravity specimen has smaller average grain volume than the specimen 
liquid phase sintered in normal gravity. Note that all the processing parameters for microgravity 
and normal gravity specimens were exactly the same [9]. The data clearly show that gravity 
affects the kinetics of the liquid phase sintering (LPS) process. Such observations have been 
made in earlier studies based on two-dimensional microstructural data [9]. However, these are 
the first unbiased and assumption-free three-dimensional measurements that demonstrate effect 
of gravity on the kinetics of LPS process. Table-II gives data on the variance [a2(V)] and 
covariance [a(V)/(mean grain volume)] of the three-dimensional grain volume distribution of 
tungsten grains in LPS microstructures 83wt%W-Ni-Fe alloy sintered in normal gravity and 
microgravity environments at 1500° C. It is interesting to observe that, for the specimens 
sintered for one minute, the variance (and covariance) of grain volume distribution is much 
smaller for the specimen processed in microgravity: the microgravity grain volume distribution 
is significantly narrower than that corresponding specimen processed in normal gravity. 

Table-II 

Sintering time Normal Gravity Microgravity 
Variance Covariance Variance Covariance 

1 minute 0.23 0.06 

120 minutes 0.35 0.40 

It is interesting to observe that the covariance of the grain volume distribution of the specimens 
processed in the normal gravity does not change significantly with time, whereas there is a 
significant increase in the covariance of the grain volume distribution of the specimens processed 
in microgravity . Therefore, in the normal gravity , the normalized grain volume distribution 
appears to have reached a time invariant form , whereas micro gravity specimens do not appear 
to have reached a time invariant normalized grain volume distribution. This shows that the path 
of evolution of grain volume distribution is different in normal gravity and microgravity . To 
the best of our knowledge, this is the first set of data that reveal the effect of gravity on 
distribution of grain volumes during microstructural evolution. Table-III gives the data on the 
number density of grains Ny, number density of necks between grains, Nc, and number of necks 
per grain C for the same set of specimens. 

Table-III 

Sintering time Normal Gravity Microgravity 
Ny Nc C Ny Nc C 

1 minute 9X10-5 (pm)-3 15XlO-5 (tLm)-3 1.7 12XlO-5 (tLm)'3 17XlO-5 (tLm)'3 1.4 

120 minute 1. 8XlO-5 (tLm)'3 3.6X10-5 (tLmy3 2.0 2.4XlO-5 (tLm)-3 3.5XlO-5 (tLmy3 1.5 
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Observe that the number density of grains is somewhat higher in the normal gravity specimens 
as compared to the corresponding microgravity specimens, and there is a marginal increase in 
this ratio with time. The number of necks per grain is between 1.5 to 2.0 with microgravity 
values somewhat smaller than the values for corresponding normal gravity specimens . The low 
values of the number of necks per grain suggests a connected grain structure consisting of linear 
chains of grains that have branches and nodes, which is in agreement with the visual 
observations on the reconstructed three-dimensional microstructures shown in Figures-2 and 3. 

SUMMARY AND CONCLUSIONS 
(1) Serial sectioning and image processing techniques are established to recreate large volume 
high-resolution three-dimensional microstructure of tungsten heavy alloys . 
(2) Combination of serial sections , reconstructed three-dimensional microstructure and 
stereological methods permit unbiased and assumption-free estimation of following 
parameters : 
i. Average volume of W grains 
ii. Variance of grain volume distribution 
iii. Number density of necks and grains 
(3) The variance of grain volume distribution is smaller in micro-gravity processed specimens, 
which implies a narrower grain volume distribution. 
(4) There is a significant difference in the evolution of grain volume distribution in the 
specimens processed in normal gravity and micro-gravity 
(5) The data reveal that kinetics of LPS process are slower in micro-gravity. 
(6) The 3D microstructural reconstruction and connectivity data suggest that these LPS 
microstructures consist of linear chains of connected grains having branches and nodes . 
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1 Introduction 

The majority of polymeric membranes can be formed via a phase separationlinversion process by 
which a polymer solution (in which the solvent is the continuous phase) inverts into a swollen three­
dimensional macromolecular network or gel (where the polymer is the continuous phase) . Polymeric 
membranes, formed by a phase-inversion process in a thin-film solution cast on a smooth surface, are rich 
in structure which strongly influences their selective permeation properties. Certain combinations of 
properties cannot be achieved owing to the formation of oversized pores called "macrovoids" (MVs). 
The presence of MV pores in large numbers can result in compaction and/or collapse of polymeric 
membranes and hence in a reduction of flux in high pressure applications such as reverse osmosis. 
Therefore, it is desirable to control the final membrane morphology by optimizing the casting conditions. 
In order to avoid MV formation , a compromise is made whereby thicker skin layers are tolerated than 
would be desired to obtain the maximum permeation rates through the membrane (Sourirajan and 
Matsuura, 1984). If more could be learned about the nature and causes of MV growth, it might be 
possible to obtain very thin permselective skin layers while avoiding MV formation. 
The dry-cast process is the focus of the research. The dry-cast process for polymeric membrane 
formation involves dissolving the polymer in an appropriate volatile solvent containing a small amount of 
nonsolvent to form a single-phase solution. Subsequent evaporation of the solvent causes a phase 
separation to occur at a sufficiently low solvent concentration. The resulting nonsolvent-rich dispersed 
phase forms the pores, whereas the polymer-rich phase forms the matrix structure of the membrane. 
Thus, in the cellulose acetate (CA)/acetone/water system, acetone evaporates, CA becomes the 
continuous phase, and water forms the pores . There are two contrasting hypotheses that have been 
advanced to explain the growth of MV pore structures observed in polymeric membranes formed by the 
wet- or the dry-cast processes . One of these hypotheses is based on a diffusive growth mechanism which 
is totally independent of body forces such as gravity (Reuvers, 1987). According to this hypothesis , 
macrovoids grow by the pure molecular diffusion of nonsolvent and solvent from the surrounding casting 
solution. Since only diffusion and no force balance is implicit, MV growth by this mechanism should not 
be influenced by any body forces such as gravity. 
The alternative hypothesis is based on a solutocapillary convection force which is opposed by viscous 
drag and buoyancy forces( Shojaie, 1992, 1994). The rationale behind this hypothesis is as follows : The 
evaporation of acetone from the liquid/gas interface during the dry-casting process induces a water 
concentration gradient, which in tum creates a surface-tension gradient, which pulls the growing 
macrovoid downward into the bulk casting solution. Therefore, MV growth is facilitated by convective 
diffusion due to bulk flow induced by interfacial (solutal marangoni) convection, and opposed by both 
viscous drag and buoyancy forces since the surrounding casting solution is more dense than the growing 
macrovoid. Since neither surface tension nor gravity are important in the first hypothesis, varying these 
two parameters should allow one to distinguish which (if either) of these hypotheses is correct. Thus, 
four objectives are being pursued in this research: 

1.1 To measure the number and volume of macrovoids formed in dry-cast cellulose acetate/acetone/water 
membranes under varied levels of inertial acceleration using low-gravity experiments on the NASA 
KC-13SA aircraft. If the hypothesis advanced by Shojaie et at. is correct, it is expected that a wider 
range of casting solution compositions should give rise to MV-containing membranes when cast in 
microgravity, and MVs formed in low-g should be larger and more numerous. Opposite effects are 
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expected for membranes cast under increased inertial acceleration. In preliminary experiments, 
membranes cast by Konagurthu (1995) under low- and high-gravity conditions confirmed these 
expectations. 

1.2 To test the role of surface-tension-gradient-driven forces by adding surfactant solutes to the casting 
solution, with careful attention to effects on the phase diagram. 

1.3 Real-time video microscopy of simulated dry casting to monitor the simultaneous motion of the 
phase inversion front and the migrating, growing macrovoids using casting solutions of various 
compositions including surfactants. 

1.4 A complete model of MV growth due to solutocapillary flow that combines experimental 
measurements with Marangoni convection theory. This model is being coupled with an existing 
theory for the solvent-casting membrane formation process developed by Shojaie (1992) to yield a 
completely predictive model for polymeric membrane formation via the dry-cast process. Details 
concerning the modeling effort are under development and are not presented in this report. 

2. Experimental 
2.1 Low-Gravity Membrane casting on the KC-135 
2.1.1 Materials and Methods 

Cellulose acetate (Eastman 398-10 with a MW of 40,000 and DS of 2.45) was dried at 110 °C 
under vacuum for several days. Reagent-grade acetone (Baker, Inc.) was used as received . De-ionized 
distilled water was used in preparing the polymer solutions which were mixed (minimum of 8 hours) 
with a magnetic stirrer. In order to avoid premature phase separation during preflight storage the 
solutions were ultracentrifuged at 10,000 rpm for one hour in a Sorvall RC-5C plus centrifuge to remove 
any undissolved polymer and the heavy end of the polymer molecular weight distribution. The 
supernatant was immersed in a bath of methyl alcohol to precipitate the remaining dissolved polymer. 
The polymer was collected by vacuum filtration, and the retentate was dried in a vacuum oven at 60°C 
for two hours. The desired casting solution compositions in the range 8-11 wt. % CA, 60-63 wt. % 
acetone, and 28-31 wt. % water then were made from this regenerated dried polymer; the resulting casting 
solutions were found to be stable against phase separation for at least one week. Initial casting-solution 
compositions were selected based on the model predictions of Shojaie et at. (1992, 1994a) and were 
selected insure that the phase-separation process and MV growth occur well within the limited low-g 
time available on a KC-135 flight (- 25 seconds) . The membrane casting was done on the specially 
designed and integrated MCA (Membrane Casting Apparatus) designed by Konagurthu (1995) and the 
same apparatus is proposed to be used for future low-gravity casting. 
The morphological characterization of the membranes cast in both the ground-based and the low-g 
experiments was done using a Cambridge Stereoscan 250 Mk3 scanning electron microscope after gold 
coating with a Denton DV -502A evaporator/sputter-coating apparatus. 

2.1.2 Results: Preliminary Low-g casting experiments 
Figure 1 shows scanning electron micrographs of MV s formed during the dry-casting of 

polymeric membranes on the KC-135 flights . 
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Figure I: SEMs of macrovoids formed in polymeric membranes dry-cast from a casting solution having a thickness 
of 200 11m and composition of II wt. % CA, 60 wt. % acetone and 29 wt. % water at 23 °C. Left, cast on the ground at 
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l-g showing a few large MVs; center, on KC-135 aircraft at 0.01 g showing unique morphology consisting mostly of 
MVs; right, on KC-135 aircraft at 2-g showing no detectable MVs. 

These preliminary results are encouraging, since they are consistent with, but do not yet prove, the 
solutocapillary hypothesis of macrovoid formation; namely, more macrovoid formation occurred in low 
gravity, and macrovoids could not be seen after casting in 2-g experiments. 

2.2 Effect of surfactant additives 
2.2.1 Theory 

An independent confirmation of the solutocapillary hypothesis could be achieved through the 
casting of membranes on the ground (and in low-g and increased-g) in the presence and absence of trace 
amounts of surfactant solutes that drastically reduce the total interfacial tension and hence the interfacial 
tension gradient -- the driving force for solutocapillary flow . Berg and Acri vos (1965) showed that the 
addition of a surface active agent (surfactant) can stabilize fluid/fluid interfaces against Marangoni 
convection. This stabilizing effect is attributable primarily to the effects of surface elasticity . The latter 
arises owing to the following mechanism. Solutocapillary or marangoni forces will cause the free body to 
move in the direction opposite to the surface tension gradient (downward from the planar liquid/gas 
interface) . If a surfactant is added to the casting solution, it will adsorb at the interface between the 
growing macrovoid pore and the surrounding polymer rich continuous phase. The viscous drag owing to 
the downward motion of the self-propelled macrovoid pore will cause the adsorbed surfactant to 
accumulate preferentially at the upper or trailing end of the macrovoid . Since the reduction in surface 
tension is proportional to the surfactant concentration, its accumulation at the rear of the macrovoid will 
cause a reduction in the surface tension gradient and thereby will reduce the Marangoni driving force . 
This then constitutes the stabilizing mechanism known as surface elasticity. 

2.2.2 Materials and Methods 
Cellulose acetate (CA) used in this study was the same grade employed for the microgravity 

experiments. A total of seven surfactants were used to perform the ground-based membrane casting 
experiments. Among them were Triton X-IOO (Polyoxyethylene iso-octyl phenyl ether) obtained from 
J.T. Baker Co., Span-80 (sorbitan monooleate) obtained from Fisher scientific, and a range of 3M 
Fluorad fluorosurfactants: FC 129 (anionic), FC-170C (nonionic with hydroxyl), FC-171 (nonionic 
without hydroxyl), FC-135 (cationic) and FC-430 (polymeric nonionic). The surfactants were added at 
levels of 10 ppm (below the CMC), 100 ppm, and 300 ppm to nonsolvent (water) which in tum was used 
to make up the casting solutions at concentrations which resulted in macrovoids. 

2.2.3 Results: Effect of surfactants on membrane morphology 
Surfactants that reduce the interfacial tension gradient between the growing MV and the 

surrounding casting solution were identified, and were shown to decrease the number and size of MV , 
suggesting again that the solutocapillary hypothesis is correct. If the diffusion hypothesis were correct, 
the addition of surfactants should not have had a significant impact on macrovoid formation. Membranes 
were cast using casting solutions at the concentrations of surfactants specified above. The most 
promising results were obtained with the nonionic surfactants viz. Triton X-IOO, Span-80, and the FC-
170C. This is to be expected since the nonionic surfactants in general have little or no interaction with 
the polymer, whereas the other surfactants employed in this study do. Figure 2 summarizes the results in 
a bar graph which plots macrovoid linear density (MVs/mm) as a function of the surfactant employed. 
The macro voids observed were fewer in number, and in general, smaller in size along the longitudinal 
axis . Figure 3a) shows a typical cross-section of a membrane cast on the ground with Span-80 used as a 
surfactant. As can be seen, the macrovoids are greatly diminished in size and they are more oblate in 
shape than tear-drop shaped, implying that interfacial properties were affected as opposed to the control -
figure 3b) (without surfactant). 

The anionic and the cationic surfactants did not influence the macrovoid phenomena to a large 
extent. This is probably because of the nature of the surfactant chemistry and interactions with the 
polymer/solvent mixtures. We propose to employ the non-ionic surfactants as they had the most effect on 
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membrane morphology in general, and mitigated macro void occurrence in particular. These are the 
surfactants which we are planning to use for the low-gravity experimentation on board the KC-135 . 
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Figure 2: Linear macrovoid density(MV s/mm) as a function of surfactant type and composition 

Figure 3. a) SEM of a membrane cast with Span-80 as surfactant, and b) without surfactant (control) 

2.3 Video microscopy of macrovoid growth in real-time 
To the best of our knowledge, real-time monitoring of macrovoid growth in dry-cast polymeric 

membranes has never been attempted before. Nerad et al (1986) reported video microscopy studies of 
macrovoid growth under wet-cast conditions. A drop of the casting solution was confined between two 
glass microscope cover slips; contact with the nonsolvent was facilitated by capillary wicking of water 
into the closely spaced microscope cover slips; the initiation and growth of macro voids then could be 
followed using video microscopy. This simple experimental design provides considerable information on 
the macrovoid growth process. The same approach was utilized for the video-microscopy experiments in 
the dry-cast process as outlined below. 

2.3.1 Materials and Experimental set-up 
Figure 4 shows the schematic of the videomicroscopy approach employed for the real-time 

monitoring of macrovoid growth for the dry-cast process. A small amount of casting solution is injected 
between two microscope cover slips as shown in the figure. A Nikon EFD-3 optical microscope is 
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mounted such that it is directly above the casting solution/gas interface and is connected to a CCD 
camera (JVC-TK 1270) which captures the images to be stored either on a video tape or a computer with 
NllI imaging capability so that the images can be analysed for eliciting the relevant information. The 
casting solutions used were the same composition that were used for generating macrovoids as before. 
We also employed this technique to monitor macrovoid growth when surfactants were added to the 
system. We used a nonionic surfactant (FC-129C) which had given us the most promising results in 
mitigating macrovoids as outlined in the earlier section. 

Micro,cope/CCO 
Camera 

< ,) 
. / 

SoluboniGas Interface 

VCR 

Macrovoid 

I 

Glass Cover Slips 

Figure 4. Schematic of the video microscopy set-up for monitoring macrovoid growth 

2.3.2 Results: Video Microscopy 
A full factorial matrix was designed for the video microscopy experiments in which we 

systematically varied the mass-transfer coefficient by varying the diffusion-path length, for different 
compositions with and without surfactants. The compositions we chose were those that resulted in 

T - 8 sees T - 54 sees T - 76 sees 

Figure 5. Time lapse images of MVs obtained via video microscopy 

macro voids via regular casting. Figure 5 shows time-lapse video micrographs at various times after 
injection of the casting solution between the cover slips. These macrovoids were observed for higher 
mass transfer rates which is consistent with the solutocapillary hypothesis that higher water concentration 
gradients (which are a result of high solvent mass-transfer) are required for macrovoid growth. The 
concentration employed was 30 wt. % water, 60 wt. % acetone, and 10 wt. % CA. The results are 
summarized below: 

1. Only the higher mass-transfer coefficient resulted in macrovoids. 
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2. The macrovoids grow until the demixinglgelation front overtakes them and arrests their growth in 
time and space. 

3. The macrovoids are unskinned as opposed to wet-casting where they are skinned. This was 
confirmed by Paulsen et al. (1994) in their work on wet-cast CA membranes. 

4. The addition of trace amounts of surfactant resulted in dampening out the macrovoids. 
5. These are the first documented studies in which macrovoid growth was observed in real-time for dry­

cas t CA membranes . These are also the first known studies in which the three-dimensional demixing 
front was observed in rea l-time for dry-cast CA membranes. 

3 Conclusions and Discussion 
Based on the work done so far, body forces do seem to playa role on macrovoid growth in dry­

cast CA membranes. Also, surface tension gradients appear to be responsible for macrovoid growth in 
the e membrane a seen in the surfactant experiments. We propose to combine the effect of varying-g 
along with the surfactant addition in the upcoming KC-135 flight in October, 1998 to observe the relative 
effects of body forces vis-a.-vis surface tension gradients. This will provide insight into the dominating 
facto r for macrovoid growth. The real-time video microscopy of simulated dry-casting reveals the 
si multaneous motion of the phase inversion front and the migrating, growing macrovoids using casting 
solution of var ious compositions including surfactants. The MV growth patterns definitely sugge t a 
convective rather than a diffusive process . These experiments are critical for the proposed comprehensive 
model for macrovoid growth due to solutocapillary flow that combines the experimental measurements 
with the marangoni convection theory. 
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ABSTRACT 

It has been demonstrated in floating-zone configurations utilizing silicone oil and nitrate salts 
that mechanically induced vibration effectively minimizes detrimental , gravity independent, 
thermocapillary flow. The processing parameters leading to crystal improvement and aspects 
of the on-going modeling effort are discussed. Plans for applying the crystal growth technique 
to commercially relevant materials, e.g., silicon , as well as the value of processing in a 
microgravity environment are presented. 

JUSTIFICATION FOR MICROGRAVITY RESEARCH 

Gravity driven flow which occurs during float-zone processing is minimized in a microgravity 
environment and thus permits thermocapillary flow to be singularly investigated. Here, utilizing 
incremented and calibrated vibration , the consequence of flow velocities on microstructure can 
be controlled and systematically investigated, not just acknowledged. The microgravity 
environment will minimize unit-gravity induced biases such as static shape distortion and 
buoyancy flow. Here then is an opportunity to evaluate crystal growth and homogeneity in 
association with a stable and dimensionally optimized floating-zone. 

BACKGROUND 

The floating-zone technique for crystal growth of semiconductor materials has proven 
invaluable to the semiconductor industry. Unfortunately, significant convective flow in the liquid, 
both natural and induced is inherent to float-zone processing (Muhbauer et al. , 1983), both of 
which degrade crystal quality. Convection phenomena common to all floating-zone 
arrangements and relevant here are: A) surface tension induced flow (Marangoni or 
thermocapillary) and B) gravity induced flow (buoyancy). It should also be appreciated that flow 
induced by density differences can be minimized in a microgravity environment, whereas 
thermocapillary convection is independent of gravity level. 

Many experimental and theoretical investigations have been conducted with the intent of 
understanding the influence of thermocapillary (TC) convection on crystal uniformity (e.g., Eyer 
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et at, 1984; Eyer et a/., 1985; Croll et a/., 1987). Schwabe et at. (1978, 1990) reported 
temperature oscillations in a NaN03 floating zone which was induced by surface flow and, 
based on a sounding-rocket experiment, also noted that oscillatory TC convection occurs in 
microgravity (Schwabe et al., 1982). Jurisch and Loser (1990) and Jurisch (1990) showed 
striations of W in Mo single crystals which were attributed to oscillatory thermocapillary 
convection. A model (Young and Chait, 1990) where a floating-zone is simulated in a thin sheet 
in the absence of gravity revealed that convection and the presence of curved solid/liquid 
interfaces promoted lateral solute segregation; it was further suggested that a flat interface 
does not necessarily ensure uniform dopant distribution. 

EXPERIMENTAL ASPECTS 

Some studies toward understanding the effect of vibration on float-zone processing have been 
conducted (Anilkumar et a/., 1993; Grugel et a/., 1994; Shen et a/., 1996). A floating half-zone 
was simulated (Anilkumar et a/., 1993), Figure 1, by placing silicone oil between two vertical, 
6.4mm diameter, aluminum rods which were separated by 2.5mm. Thermocapillary flow was 
initiated by imposing a temperature gradient (- 20Kcm·1) on the system via a resistance heater 
on the upper rod. As seen in Figure 1 top, this flow can be visualized by the addition of -50~m 
diameter tracer particles which are illuminated by a He-Ne (10mW) laser sheet 0.5mm thick. In 
conjunction with the bottom rod is a vibrator that operates at a frequency of 70 Hertz and 
oscillation amplitude of - 1 OO~m. The induced surface streaming flow, due to end-wall vibration 
of the float-zone, counteracts the thermocapillary flow which results in a balance, Figure 1 
center. By increasing the vibration amplitude, the flow can be reversed (Figure 1 bottom). 

Fig. 1. Photographs (112 s exposures) of particle 
trajectories in the central section of a model half-
zone of silicone oil (20cS) showing: (top) 
thermocapillary convection resulting from 
heating at the top, (center) balancing of the flow 
field through vibration of the bottom end-wall , 
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and (bottom) reversal of the flow through 
imposition of higher vibration amplitude. 

Using a fine (0.1 mm dia.) k-type 
thermocouple it was also found that the 
radial temperature gradients smoothed 
considerably, thus suggesting a means to 
control thermocapillary flow and thereby 
improve crystal quality. 

This innovative approach was expanded to 
investigate its effect in a traveling floating­
zone of a model compound, sodium nitrate 
(NaN03) (Shen et a/., 1992). The choice of 
NaN03 has many advantages; when liquid 
allows direct observation and recording of 
flow patterns can be made, it has been 
successfully used in previous studies, and 
some of the thermophysical parameters are 
similar to a germanium or silicon melt. A 
traveling ring-heater assembly was 
constructed and used to float-zone process 
6mm diameter NaN03 rods. When 
vibration , at a frequency of - 1.5kHz and 
amplitude of - 10Ilm, to the liquid zone was 
induced through the upper NaN03 rod the 
corresponding interface improved, i.e. , 



became essentially planar, and flow 
decreased considerably. Again, radial 
temperature profiles improved and it was 
found that increasing the frequency 
effectively reversed the flow. 

With these results, it was sought to 
demonstrate improved microstructural 
homogeneity. "Alloys" of the eutectic 
composition NaN03 - 18wt pct Ba(N03)2 

(Grugel et a/., 1994) were cast into 6mm 
diameter rods for float-zone processing with 
the intent of comparing distribution of the 
respective phases. 

When the eutectic was solidified by the 
float-zone method, without vibration, at a 
rate :::: 2.6mmh(1 the Ba(N03h phase is 
flake-like and distinctly finer in the center 
whereas on the sample periphery it is 
branched and coarser. When vibration is 
introduced to the system the solid/liquid 
interface, as in pure NaN03 , flattens and 
subsequent examination reveals a uniformly 
coarse microstructure as a result of a 
uniform temperature gradient. 

DISCUSSION 

The effect of controlled vibrations on 
damping float-zone convection and 
improving microstructural homogeneity has 
been demonstrated. Still , considerable 
ground-based experimental and theoretical 
work is necessary. Here we will concentrate 
on defining the role various processing 
parameters play in promoting 
microstructural uniformity during floating­
zone crystal growth. In particular float-zone 
dimensions, aspect ratios, oscillation 
frequency, and amplitude wi" be evaluated 
with the intent of understanding how 
thermocapi"ary flow is negated 

In addition to experiments a comprehensive 
theoretical framework is being developed. 
An initial study has been completed (Lee, 
C. P., et aI. , 1996). This pointed out that the 
vibration-driven flow field is a subset of a 
large family of changeable flow fields set-up 
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due to the non-linear oscillations of liquid 
bridges; flow fields changing direction and 
number of loops as the forcing frequency 
and/or the Reynolds number is changed. 
This streaming is due to the net body force 
imposed on the bulk of the column by the 
vibration. 

Using the experimental parameters and 
properties of the silicone oil to calculate the 
Bond and thermal Marangoni numbers it 
was revealed that the latter, i.e., surface 
tension driven flow would clearly dominate 
over buoyancy. The impact of vibration on 
viscous flow can be estimated using the 
pulsating Reynolds number (Gershuni and 
Lyubimov, 1998). Finally the interaCtion 
between surface tension and imposed 
vibration can be characterized by the 
Weber number. These estimations of non­
dimensional numbers are preliminary in 
nature; they are, however, very useful to 
ensure that the numerical model indeed 
represents the experimentally observed 
phenomena. 

Transient numerical model was 
implemented using a finite element code 
(FI DAP, 1993). The typical one vortex 
structure of the flow with dominant 
thermocapillary convection (left side of the 
zone) is represented on Figure 2 and can 
be compared to Figure 1 (top) . Dominant 
vibrational flow is shown on Figure 3. This 
flow has two vortices that represent wave 
motion initiated by moving rod. Small 
vortices close to the corner of 
computational domain on Figure 3 can be 
either secondary wave motion or flow 
generated by Schlichting mechanism 
(Gershuni and Lyubimov, 1998). Fina"y, 
Figure 4 pattern of reverse flow is 
presented, e.g ., Figure 1 (bottom). It 
appears that this flow structure occurs 
within narrow parameter range. 



Fig. 3. Flow due solely to thermocapillary 
convection. 
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Fig. 4. Flow due solely to vibration at a moment 
when the rod movement is about to change 
direction. 
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Fig. 5. Flow reversal due to interactions of 
thermocapillary convection and induced 
vibration. 

Further investigation is necessary to 
accurately determine this range of 
parameters. The numerical data are in 
qualitative agreement with experimental 
findings; additional effort is required to 
obtain quantitative agreement. 

Microgravity Extension 

Gravity driven flow which occurs during 
float-zone processing is minimized in a 
microgravity environment and thus permits 
thermocapillary flow to be singularly 
investigated. Here, utilizing incremented 
and calibrated vibration, the consequence 
of flow velocities on microstructure can be 
controlled and systematically investigated, 
not just acknowledged. The microgravity 
environment will minimize unit-gravity 
induced biases such as static shape 
distortion and buoyancy flow; furthermore, 
sedimentation of tracer particles will be 
minimized. Here then is an opportunity to 
evaluate crystal growth and homogeneity in 
association with a stable and dimensionally 
optimized floating-zone. 
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Fig. 5. Schematic of the monoellipsoid furnace 
(ELLI) with ampoule for float-zone experiments 
in conjunction with vibration. 
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Fig. 6. Filled and sealed ampoule capable of 
inducing vibration to the liquid zone (left), and 
the individual components. 
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Investigating Si and Ge-based materials is 
an advantage in that thermocapillary 
convection dominates and promotes 
microsegregation even in a microgravity 
environment. Growth of the silicon and/or 
germanium-based semiconductors can be 
conducted in the Paraboloid-Ellipsoid Mirror 
Furnace (Elli) which was developed for 
growing crystals in space and used during 
the 02 mission, Figure 5. Figure 6 is a 
photograph of the components that will 
induce vibration to the growing crystal. 
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ABSTRACT 

Gravity driven separation precludes uniform microstructural development during controlled 
directional solidification (OS) processing of hypermonotectic alloys. It is well established that 
liquid/liquid suspensions, in which the respective components are immiscible and have 
significant density differences, can be established and maintained by utilizing ultrasound. A 
historical introduction to this work is presented with the intent of establishing the basis for 
applying the phenomena to promote microstructural uniformity during controlled directional 
solidification processing of immiscible mixtures. Experimental work based on transparent 
organics, as well as salt systems, will be presented in view of the processing parameters. 

BACKGROUND 

With the intent of producing uniform composites, solidification processing of hypermonotectic 
alloys in a microgravity environment began with the 1973 Skylab mission and has continued 
since. In review, the results of later experiments are essentially no different, i.e. extremely 
disappointing. In microgravity, despite the favorable reduction in acceleration, gravity 
independent factors cause coalescence and massive segregation of the liquid phases. This 
results in a highly inhomogeneous structure. The proposed work would negate these 
detrimental factors by utilizing ultrasonic energy to initiate and maintain a uniform dispersion of 
the excess LII phase. A thorough experimental and modeling effort will be coordinated with the 
intent of understanding and optimizing the processing parameters necessary to produce a 
uniformly al igned hypermonotectic composite during controlled directional solidification. If 
successful, this technique could be used in conjunction with a low gravity environment to give 
ideal processing conditions. 

The binary miscibility gap system of interest is characterized by 1) a region where two distinctly 
different liquids are in thermodynamic equilibrium and 2) the monotectic reaction, LI = SI + LII . 
Note that, although similar in form to the well studied eutectic, one of the reaction product 
phases is a liquid. Microstructural development at the solid/liquid interface for these alloys has 
been theoretically discussed by Chadwick 1) and Cahn2

) and experimentally investigated by 
Livingston and Cline3

) and Grugel and Hellawell4
,5) . 
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Alloy compositions to the right of the monotectic reaction are termed hypermonotectic and, 
upon cooling, pass through the two liquid miscibility gap. Solidification of these alloys for 
application as, e.g ., slide bearings is hampered by the inherent, usually large, density 
differences between the LI and LII phases. This leads to rapid separation , coalescence and, 
consequently, a highly inhomogeneous structure. It was envisioned that processing in a 
microgravity environment would eliminate the density differences and a uniform composite of 
aligned or finely dispersed LII (eventually SII) in the SI matrix could be produced. Unfortunately, 
microgravity experiments still resulted in highly macrosegregated structures6

); ref . 10 lists 
many papers reporting similar results. 

A number of explanations for these poor results have been posed. They include droplet 
coalescence by Ostwald ripening and/or thermocapillary convection and preferential wetting of 
the container by one of the liquid phases. These factors, which are both detrimental to 
microstructure and gravity independent, merit consideration. 

Earlier experiments where hypermonotectic alloys were directionally solidified7
.
9) served to 

demonstrate the detrimental effects of phase separation on microstructure. While the above 
mentioned coarsening and wetting cannot be eliminated, they may be used to some advantage. 
It has been shown 10· ) that these gravity independent effects could be accommodated through 
the inclusion of fibers which served to accrue and uniformly distribute the L11 • As the directional 
solidification front advances the fibers and adhering LII are uniformly incorporated into the SI + 
LII matrix. This process, however, does necessitate fibers. 

To this end it is suggested to apply an ultrasonic field to the bulk liquid which, upon cooling , will 
initiate and maintain a uniform dispersion of the precipitated liquid, L11 • The microgravity 
environment would then serve to eliminate density differences, i.e., settling , between the liquids. 
With droplet coalescence minimized, controlled directional solidification should promote a 
uniformly aligned, composite microstructure. 

The study of acoustic waves on initiating and maintaining suspensions in two-liquid systems is 
well established. In 1927 Wood and Loomis 14) reported using high-frequency sound-waves of 
great intensity to form emulsions. Shortly after, Richards 15) used lower intensities of sound and 
was able to emulsify many liquid immiscibility systems. Mechanisms for emulsification by 
ultrasonic waves were further investigated in a series of papers published in the 1930's by 
Sollner, et al. 16

) and they were able, using energies of 100mA and more, to emulsify a 
maximum of 6g mercury in 1 liter of water. Schmid et al.17

) (late 1930's) applied ultrasonics to a 
number of pure metal and alloy melts. Overall , upon solidification , a comparatively much finer 
microstructure resulted . They also produced a dispersion of lead in the immiscible aluminum­
lead system that was considerably finer at the top. A number of papers reporting the results of 
applying ultrasonic energy to solidifying melts have since been published [e.g. 18-26]; again 
overall finer and more uniform microstructures resulted . 

Clancy et al. , realizing the need for a uniform distribution of droplets and/or particles prior to 
solidification processing in a microgravity environment, developed an ultrasonic mixing system 
for use with existing Spacelab furnace hardware27). Subsequently, microstructural examination 
of a hypermonotectic zinc - 5 wt pct lead alloy, (microgravity environment provided by TEXUS 
soundin~ rockets) showed a better distribution of the Pb-phase with acoustics applied than 
without2 ,29). In a similar microgravity experiment, Takahashi et a1.30

) solidified hypermonotectic 
aluminum - 30 wt pct indium alloys subjected to ultrasonic energy; again considerably better 
dispersions were found. 
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The above experiments examined metallic, miscibility gap systems from which microstructural 
d~velopment must . be inferred after solidification is complete. This hindrance may be 
circumvented by uSing transparent materials which simulate solidification phenomena in metals 
and alloys, a well established technique31

). 

EXPERIMENTAL ASPECTS 

With reference to the succinonitrile - glycerol 
phase diagram, Fig. 1, consider the following 
demonstration32

) • 

70 

5 

-46 0 

4 

o 5 10 15 20 
Weight % Glycerol 

Fig. 1 Partial Succinonitrile - Glycerol phase 
diagram33

). 

Hypermonotectic succinonitrile - 15 wt pct 
glycerol "alloys" were made and placed in 
12mm 1.0 test tubes. The samples were 
instrumented with a thermocouple and 
submerged in the water bath of a commercial 
ultrasonic cleaner, the initial bath temperature 
being - 90°C. When the bath, and sample, 
cooled to - 73°C precipitation of the excess LII 
phase (glycerol) initiates. After 45 minutes, -
51 °C, the coalesced glycerol fully occupies 
the sample bottom, Figure 2 left. 
Subsequent solidification results in a 

highly segregated structure. The right side of 
Fig. 2 shows a similar sample which was 
subjected to ultrasonic energy during cooling. 

At - 50°C and 105 minutes, after precipitation 
of the LII phase initiated, a uniform dispersion 
of the excess liquid is maintained. 

50.7 C 50.0 C 

45 min 105 min 
Fig. 2 Left: Settling and coalescence of LII 
(glycerol) as the sample cools through the 
miscibility gap. Right: LII droplets remain 
suspended in an ultrasonic field . 

Controlled directional solidification 
experiments generally consider four 
processing parameters, i.e. , growth rate (V), 
temperature gradient (G), composition (Co), 
and gravity (g). Applying ultrasonics 
introduces many additional variables. These 
include frequency, amplitude, sample 
dimensions, heat generation, and melt-probe 
interactions and must be considered. For 
example, the effect of amplitude is 
demonstrated in Figure 3. Here a given 
amount of tin was melted in a zinc chloride -
sodium chloride flux after which ultrasonic 
energy (20 kHz) was introduced for -1 
minute. In Figure 3a the amplitude was 
6411m, in Figure 3b the amplitude was 13711m; 
an obviously finer droplet dispersion is 
observed as a consequence of the higher 
amplitude. 

291 



(a) 

(b) 
Fig. 3 Tin droplet dispersions as a consequence 
of applying ultrasonic (f = 20 kHz) energy with a 
probe amplitude of (a) 64iJ.m and (b) 137iJ.m for-1 
minute. 

A schematic representation of the directional 
solidification apparatus used in this 
investigation is depicted in Figure 4. Here the 
sample and probe are fixed with the heating­
cooling units translated at the desired rate. 
The heater consists of a resistance winding 
(-1 cm intervals) around a quartz tube which 
permits direct observation and recording of 
events at the solid/liquid interface. 
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Fig. 4 Schematic representation of the 
directional solidification apparatus used in this 
investigation. 

I 10mm .. .. 
End of 
Directional 
Solidification 

t 
~~~~r:~lated 
Liquid II 
(Glycerol) .. 
Initial Solid I 
+ Liquid" 
Interface 

Fig. 5a Macrograph of a Succinonitrile - 15 wt 
pct Glycerol "alloy" directionally sol idified at 
5j.1ms·'. The layer of Liquid ll (glycerol) forms 
during melting prior to reaching equilibrium. 
Note that the sample tube is 12mm 00, 10mm 
10. 
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Fig. 5b Improved microstructural uniformity as a 
consequence of applying ultrasonic (f = 20 kHz) 
energy with a probe amplitude of 1371lm for 0.1 
second/second during controlled directional 
solidification. 

The macrostructure of a hypermonotectic 
"alloy" which has been directionally solidified 
in the above mentioned furnace is shown in 
Figure 5a. Clearly visible is a layer of excess, 
denser, L" that has accumulated at the (now) 
equilibrium S, + Lit interface as established by 
the temperature gradient. From observation , 
the layer of glycerol initially forms once the 
sample is placed into the furnace. Initially, as 
it heats up, the mixture passes through the 
two liquid region prior to reaching an 
equilibrium L, temperature. During this time 
precipitated Lit can sink and accumulate; if 
heating was instantaneous this would be 
minimized. Secondly, it takes time for the S, + 
Lit interface to stabilize. As it slowly melts 
back and passes through the miscibility gap 
the denser glycerol contributes to the Lit layer. 
Conversely, the less dense succinonitrile-rich 
L, develops under the Lit layer until a sufficient 

mass is developed which then releases, 
passes through the layer, and contributes to 
the upper bulk liquid. Obviously, the desired 
microstructural homogeneity is compromised 
by this process. 

In contrast, Figure 5b shows an identical 
sample that was directionally solidified in the 
presence of an applied ultrasonic field. Here 
only a small pocket of L" accumulated at the 
S, + Lit interface. The horizontal banding is a 
result of manually moving the probe tip in 
relation to the advancing interface. It is 
envisioned that the Lit pocket can be further 
minimized (or eliminated) by optimizing the 
processing parameters. Banding will be 
controlled by modifying the experimental 
apparatus such that the probe moves in 
conjunction with the heating and cooling units. 
Further work involves scaling and applying the 
processing parameters to a metallic sample 
from which microstructural and compOSitional 
analYSis will be facilitated. 

SUMMARY 

A review of the literature and some initial 
experiments have illustrated that ultrasonic 
energy can promote and maintain finer and 
more uniform dispersions during solidification 
processing of immiscible alloy systems. 
Directional solidification experiments of 
transparent materials demonstrated 
sedimentation, a consideration that is 
minimized by introducing ultrasonic energy. 
Processing in a microgravity environment will 
minimize sedimentation , but not coalescence, 
during melting and subsequent solidification; 
this makes a case for including ultrasonic 
capabilities. Furthermore, we might expect 
the microgravity environment to extend the 
volume fraction of a suspended dispersion as 
well as provide benchmark samples to which 
mathematical models and Earth-processed 
samples can be unequivocally compared. 
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Abstract 

Because of their technological importance, establishment of the precise values of interdiffusion 
coefficients is important in multi component fluid systems. Such values are not available because 
diffusion is influenced by free convection due to compositionally induced density variations. In 
this project, earth based diffusion experiments are being performed in a viscous fluid system 
PbO-Si02 at temperatures between 500-1000 C. This system is chosen because it shows a large 
variation in density with small changes in composition and is expected to show a large free 
convection effect. Infinite diffusion couples at different temperatures and times are being studied 
with different orientations with respect to gravity. Composition fields will be measured using an 
Electron 
Microprobe Analyzer and will be compared with the results of a complementary modeling study 
to extract the values of the true diffusion coefficient from the measured diffusion profiles . 

Introduction: 

Interdiffusion describes the evolution of compositional inhomogeneities in systems containing 
more than one component. Since most material systems of technological importance are not 
single component and since interdiffusion is the rate controlling step in most processing 
operations involving compositional changes (e.g., crystal growth, melting, dissolution, 
precipitation, and sintering) , establishment of precise values of interdiffusion coefficients and of 
their variations with respect to composition and temperature is of much interest. While 
techniques for measuring interdiffusion coefficients are available, values of interdiffusion 
coefficients in liquids (and supercooled liquids) are available only for a few systems and that too 
with limited precision. One of the reasons is the influence of free convection due to 
compositionally induced density variations in interdiffusion composition profiles. 

To determine the interdiffusion coefficients accurately, there are two possible approaches. One is 
to design experiments in which the effect of free convection is suppressed or reduced. The other 

is to develop a theory to correctly account for the presence of free convection in interdiffusion. 
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Much of the effort in the past has followed the first approach. For ground based experiments, the 

obvious way to reduce the influence of gravity is to have the density increase in the direction of 
gravity. However, this does not completely eliminate the effect of the potential energy on the 
composition profiles. For example, in equilibrium, the composition will not be uniform - the 
denser component will be segregated at the bottom. Another method makes use of capillary tubes 
[1] to contain the two liquids of differing compositions relying on capillary forces to counteract 
free convection. Frischat et al [2 ] have recently shown this method to be problematic due to the 
variation in the values of interfacial tension (between liquid and the capillary surface) with liquid 
composition. Further, this method does not always work in ternary or higher component 
systems because an initially stable system (with density increasing along the direction of 
gravity) may become unstable at later times by compositional induced density changes. A third 
method uses complex experimental set ups to simulate zero gravity conditions in ground based 
experiments [3J.These methods, because of their inherent complexity (especially in the case of 
high temperature melts) are not suitable for generating experimental data on diffusion coefficients 
in a large number of systems. It is, therefore, desirable to follow the second approach and 
develop analytical schemes for taking into account the presence of free convection in simple 
experimental designs (like an infinite couple) which can be conveniently performed in most 
laboratories. This forms the motivation for this research program. 

Objectives: 

The objective of this research program is to provide a detailed understanding of the influence of 
free convection during interdiffusion. More specifically , the program aims: 
a) to develop theoretical procedures for the evaluation of the interdiffusion coefficients from 
infinite couple experiments taking into account the presence of free convection, and b) to test the 
validity of these theoretical procedures by applying them to measured composition fields 
obtained in ground based experiments in a suitably chosen controlled-viscosity, isothermaL and 
isobaric binary liquid (or supercooled liquid) system and comparing the computed diffusion 
coefficient values with the corresponding values obtained in identical experiments in micro­
gravity conditions where free convection is absent. 

Relevance to Microgravity: 

Free convection makes the interpretation of interdiffusion experimental results in liquid and 
supercooled liquid systems difficult. Temperature induced free convection can be eliminated by 
conducting the experiments isothermally. However, density variations as a result of 
compositional changes cannot be eliminated in a diffusing system. If the measurements of the 
diffusion coefficients have to be made in systems in which compositionally induced density 
variations are large, then a microgravity environment is most desirable for measurement of 
interdiffusion coefficients. 
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Review of Relevant Research: 

Because of the importance of interdiffusion in the processing of materials, a large amount of 
effort has been invested over several decades to measure the interdiffusion coefficients in various 
kinds of materials, and the progress has been summarized in many excellent reviews [4,5]. 
Diffusion coefficients are generally determined by analyzing the measured isothermal and isobaric 
evolution of a step composition profile. This configuration is known as an 'infinite couple' 
provided the end compositions are not perturbed by diffusion. The resulting composition fields 
are typically measured most conveniently by an Electron Microprobe Analyzer [6]. While the 
experimental procedure is straight forward , the analysis of the measured composition profiles for 
the purpose of extracting the diffusion coefficients is not because a) the interdiffusion coefficients 
are composition dependent, b) there is, in general, a volume change in the system upon diffusion, 
and c)' free convection is present in liquid systems. The first two effects have been well studied ' 

as they are also present in solid systems where much interdiffusion work has been reported. For 
example, procedures, extending the Matano analysis (a technique for extracting the composition 
dependent values of the interdiffusion coefficient from measured composition profile), are 
available to account for volume changes [7]. However, there does not exist a procedure to 
account for free convection effects which are always present in fluid systems. Much of the 
previous work on interdiffusion in liquids and supercooled liquids has been analyzed under the 
assumption of absence of free convection. 

Presence of free convection in interdiffusion experiments has been recognized by several 
investigators [1,2,3]. Most efforts have been directed at designing experiments to reduce the 
presence of free convection. Hunold and Bruckner [1] used the capillary method to avoid natural 
convection in glass melts during interdiffusion experiments. To further reduce natural convection, 
glass of higher density was always placed in the lower part of the capillary. Herr and Frischat [3] 
have also used the capillary method to study interdiffusion in a20-Rb20-Si02 melts . Up to 

10000e, no influence of convection was observed . Above 10000e, they observed that that 

composition contours were no longer planar. In a later publication, Frischat and coworkers [2] 
point out the adverse influence of variation of the interfacial tension values between the two 

melts and the surface of the capillary tube (e .g. , the contact angle at the interface is not 90° with 

respect to the tube wall causing the interface to be nonplanar). 

Description of the Research Program : 

The research under this program is being carried out along two parallel but intertwining paths. 
Fluid dynamical modeling of interdiffusion in presence of free convection constitutes one path. 
The goal of this part is to develop a procedure (analytic if possible and numerical if necessary) to 
calculate the values of the composition dependent interdiffusion coefficients from composition 
profiles obtained in infinite couples (with vertical and horizontal orientations) taking account of 
the presence of natural convection. The other path of the research program consists of 

experimental studies of binary interdiffusion under isothermal isobaric conditions free from fluid 
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dynamic instabilities. Experiments will be carried out both in conditions of strong free convection 

and in conditions of weak free convection. These experimental results will be analyzed for 
interdiffusion coefficients using the procedure developed in the modeling studies. Comparison of 
the results under conditions of weak and strong free convection will provide a rigorous test of the 
developed procedure. At some time in the future, it is hoped that interdiffusion experiments will 
be performed in microgravity environment where compositionally induced free convection is 
absent. These experiments will provide the true values of the interdiffus ion coefficients in the 
chosen system. 

Fluid dynamic modeling of interdiffusion in the presence offree convection: 

There are essentially four equations that govern the evolution of an isothermal binary diffusing 
system. The first is the continuity equation (i.e., equation for total mass balance): 

ap/at + V. (p V) = 0 (1 ) 

where p is the total density and V is the mass average velocity. The second is the diffusion 

equation (written for component A): 

(2) 

where D is the interdiffusion coefficient, and PA is the mass density of component A. The third 

is the momentum balance equation. It governs the evolution of the three components of the mass 
average velocity V. 

P [aV lat + V. (VV)]= -V P + 11 V2V + P g (3) 

Here p is the pressure, 11 is the shear viscosity, and g is the acceleration due to gravity. The 

fourth equation is the equation of state for the system: 

p = peT, p, PA) 

The following approximation can be used for the equation of state for a condensed system: 

P = Po + (api ap A)O (PA - PA O) + (api ap)o (p - Po) (4) 

Since we are interested in interdiffusion in an isothermal system, the energy balance equation can 

be ignored. The main problem in solving these four equations for the four unknowns (p , PA, p, 

and V) lies in the fact that this system of equations involves non-linear coupled partial 
differential equations. 
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The 'infinite' diffusion couple will be in the shape of a cylinder (Radius, R) and of finite length 
(2L) along the axis. The initial composition profile will be a step function in the axial direction 
(the x-direction) . Vanishing of the flux will be imposed as a condition at all boundaries of the 
cylinder reflecting their closed nature. The velocities (tangential as well as normal components) 

will be taken as zero at the boundaries. 

It is useful to put the governing equations in a dimensionless form. To do so, lengths are 
normalized by radius R. Time is made dimensionless by scaling it with R2 ID. The mass densities 

are scaled by the density difference, 6p , for the two end compositions. The velocities are 

scaled by U which is given by: 

U = g 6p (R sin 8)2 1 (Po v ) (5) 

Here v is the kinematic viscosity , 8 is the orientation of the cylinder axis with respect to the 

vertical direction, and Po is the density of the average composition. Under these conditions, the 

Rayleigh number Ra (which is the product of Grashof and Schmidt numbers) is a measure of the 
influence of free convection in the interdi ffusion process: 

Ra = UR I D (6) 

For horizontal orientation (8 = 90) Ra is much larger than I for typical supercooled viscous 

liquids [8J, indicating that the free convection is not negligible even in highly viscous liquids . 

Experimental program: 

To keep the experiments and the theoretical analysis simple, diffusion will be studied 
isothermally. This will also eliminate temperature induced free convection. In an isothermal 
system, free convection can still occur due to compositionally induced density changes (the effect 
which we investigating) and the undesired Marangoni effect (capi llary induced free convection) 
due to the variation of surface tension with composition. This capillary induced flow can be 
eliminated by choosing a system where the surface tension does not vary with composition. 
However, this is possible only with very few systems in limited temperature and composition 
ranges . A better approach is to eliminate free surfaces by covering them with inert films . This can 
be used with any system and will be used in our experiments. 

Since the main objective is to understand the role of free convection in interdiffusion, a binary 
system will be chosen as this is the simplest multicomponent system. Higher component 
systems involve the complexity of having many diffusion coefficients. It is hoped that sometime 
in future, after the theory is validated for the binary system, experiments will be proposed in 
ternary systems. 
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After diffusion treatment, the entire two dimensional composition field of an infinite couple will 

be measured by a technique such as the Electron Microprobe Analyzer. Simple liquids are not 
suitable for this purpose since composition profiles do not remain frozen at room temperature . 
On the other hand, solid systems are also not suitable for this purpose since they do not exhibit 
effects of free convection. Glasses, which are solid at room temperature and supercooled liquids 
at temperatures above their glass transition temperatures, are best candidates for our 
experiments. 

Because of these considerations, we have chosen to use the PbO - Si02 system. This system 

offers the following advantages: 

a) a large single phase liquid field at temperatures above 765°C. 

b) a large variation of density with respect to change in composition [8J. 
c) relative ease of measurement of composition profiles using an Electron Microprobe Analyzer. 
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Optical Resonances of Gold N anoshells 
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Metal nanoshells, consisting of a dielectric core with a metall ic shell of nanometer thickness, 
are a new, composite nanoparticle whose optical resonance can be "designed in" in a 
controlled manner. By varying the relative dimensions of the core and shell, the optical 
resonance of these nanoparticles can be varied over hundreds of nanometers in wavelength, 
across the visible and into the infrared region of the spectrum. These nanoparticles can serve 
as constituents in a new class of materials that are capable of uniquely controlling radiation in 
the visible and infrared spectral regions. Our current research focuses on two types of 
nanoshells: naturally occurring gold-coated Au2S nanoshells and gold-coated silica 
nanoparticles that are fonned utilizing colloid reduction chemistry and self-assemblyl , 2. 

Solid metallic nanoparticles are well known for their attractive optical properties: a strong 
optical resonance and an extremely large and fast nonlinear optical (NLO) polarizability 
associated with their plasmon frequency3. These optical properties are accounted for 
extremely well by classical electromagnetic theory (Mie scattering theory)4 Although the 
general Mie scattering solution for a spherical particle consisting of concentric layers has been 
known for decades5, it was only recently theoretically established that a configuration 
consisting of a nanometer-scale metallic shell covering a submicron dielectric core should 
result in a particle with a plasmon-derived optical resonance tunable over large regions of the 
electromagnetic spectrum6. Figure 1 shows calculations using Mie scattering theory for a 
series of gold nanoshells with a shell thickness of 2 nm and a core radius that increases from 2 
to 15 nm in going from a) to c). In this case the plasmon peak is shifted from - 550 nm to 
greater than 900 nm. 

In order to construct nanoshell particles that will have their plasmon resonance shifted beyond 
the near infrared, a shell thickness/particle radius ratio of 10-2 to 10-4 is required. To achieve 
good optical quality in this regime, a high degree of sphericity of the dielectric core particles, 
a monodisperse distribution of dielectric core particles upon which to grow the metal 
nanoshell , and isotropic metal nanoshell growth onto the core particles is required. The 
growth and study of micron-scale spherical particles in space has a long history, dating from 
the Apollo program. During missions Apollo 14 and 16, the effect of reduced gravity on the 
electrophoresis of polystyrene latex spheres was studied. Extensive research into the reduced 
gravity growth of latex spheres, directed by Vanderhoff et aI. , flew on early Space Shuttle 
missions STS-003, STS-004, STS-006, STS-007, and STS-OI17 The conclusions of this 
project were that highly monodisperse spherical latex particles in the nllcron size range could 
be grown with a higher degree of sphericity than was achievable on earth. Since we are 
exploring a similar size regime for our composite particles, it is apparent that a microgravity 
environment will result in higher quality particle growth, reducing deleterious effects such as 
sedimentation during growth. This will yield a more monodisperse distribution of nanoshelIs, 
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which will in tum improve the optical quality by reducing inhomogeneous broadening of the 
plasmon resonance. 
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Figure 1: Mie scattering calcul ations of the plasmon resonance for metal nanoshells: (a) core radius = 2nm, 
shell thi ckness = 2nm; (b) core radius = 8 nm, shell thi ckness = 2nm; (c) core radius = 15 nm, shell thickness = 2 
nm. 

Gold-Coated AU2S Nanoshells 

We have recently confirmed the original theoretical predictions of Mie scattering for the 
nanoshell geometry by studying the growth of gold sulfide (Au2S) nanoparticles in a series of 
ground-based experiments. These nanoparticles, formed via reduction of AuCI4- with HS- in 
water, are gold-tenninated during growth, providing a naturally occurring metal nanoshell 
system. These nanoparticles typically manifest a large (200-300 nm) optical resonance red 
shift, followed by a sizeable blue shift, during particle growth. The solid lines in Figure 2 
show a series of UV -vis spectra of the gold nanoshells during their growth. The peak at 520 
nm is due to the simultaneous fonnation of solid gold nanoparticles. The shifting peak is 
associated with the gold nanoshells and the observed shifting is due to the changing core/shell 
ratio . The dashed lines are calculations using Mie scattering theory. At all times duri ng the 
reaction, the calculations agree with experiment. This analysis has allowed us to show that 
these optical resonance shifts correspond to a two-stage growth model, where first the core 
and then the shell grow linearly as a function of time 1. 

We have also studied the ultrafast electron dynamics of gold-coated AU2S nanoshells 
embedded in poly-vinyl alcohol films via femtosecond pump-probe spectroscopy utilizing a 
cavity-dumped Ti:sapphire laser8 The induced change in the transmission of the gold 
nanoshell films studied has a lifetime of ~ 1. 6 ps. Figure 3 (a) and (b) shows the UV-vis 
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Figure 2: Uv-vis spectra of Au-coated AU2S nanoparticles at various stages of growth. Solid line: experimental 
data. Dotted line: theory. Radii : (a) core = 4.1 nm, shell =1.0 nm; (b) core = 8.6 nm, shell = 1.3 nm; (c) core = 13.] 
nm, shell = 1. 7 nm; (d) core = 15.1 nm, shell = 2.2 nm, (e) core = 15.1 nm, shell = 3.4 nm; (t) core = 15.1 nm, shell 
= 4.1 nm. 

and the corresponding transient induced changes in the transmission of this mm. In tuning the 
laser from 780 nm to 840 nm, we observe a change from induced bleaching to induced 
absorption. Our analysis indicates that the origin of the measured signal is due to the creation 
of a hot electron distribution within the gold shell. The hot electrons return to equilibrium via 
energy-dissipative interactions with the nanoparticle core and the embedding medium. 

Gold-Coated Silica Nanoparticles 

In the gold-terminated AU2S metal nanoshell system, the range over which the optical 
resonance is tunable (~ 600 to 1000 nm) is limited by the constraints of its complex growth 
chemistry. Thus, we have developed an approach to the construction of metal nanoshell 
particles that combines techniques of molecular self-assembly with the reduction chemistry of 
metal colloid synthesis. This approach is general and can potentially be adapted to a variety of 
core and shell materials allowing for the fabrication of nanoparticles whose plasmon 
resonance lies in the infrared. We have grown monodisperse silica nanoparticles via the 
Stober method as our cores9. Organosilane molecules (3-aminopropyltriethoxysilane) are then 
adsorbed onto these nanoparticles. These molecules bond to the surface of the silica 
nanoparticles, extending their amine groups outward as a new termination of the nanoparticle 
surface. After isolating the silane coated silica particles from residual reactants, a solution of 
very small gold colloid (1-2 nm in diameter) is added 10. The solid gold nanoparticles bond 
covalently to the organosilane linkage molecules via the amine group. Subsequently, the gold­
decorated silica nanoparticles are used as nucleation sites for the reduction of an aged mixture 
of chloroauric acid and potassium carbonate by a solution of sodium borohydride. This results 
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in an increasing coverage of gold on the nanoparticle surface. 
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Figure 3: (a) UV-vis of gold nanoshell film. The labeled arrows correspond to the wavelength at which the time­
resolved induced change in transmission was measured . (b) In tuning the Ti :sapphire laser from 780 nm to 840 nm 
the signal changes from induced bleaching to induced transmission. 

In Figure 4(b-f), a sequence of transmission electron microscope (TEM) images of 120 run 
diameter nanoparticles illustrates the progression in metal nanoshell growth that occurs during 
the reduction. Initially, the seed colloid absorbates increase in size as reduction ensues (b,c). 
Then, the seed colloids begin to coalesce on the nanoparticle surface (d,e), until finally the 
apparent formation of a continuous metallic nanoshell (f) on the dielectric nanoparticle surface 
can be observed. Nanoshell growth is typically completed in a few seconds with a yield 
greater than 95 percent. 

These dramatic changes in nanoshell structure give rise to a detailed optical signature of 
nanoshell formation and growth. This is shown in Figure 5, where (a) 120 run and (b) 340 run 
diameter silica spheres were used as the dielectric nanoparticle substrates. As the nanoshell 
growth progresses, these sequential UV-visible spectra increase in absorbance. In the initial 
stages of nanoshell growth, when gold is reduced exclusively onto the colloidal adsorbates, 
the spectrum is identical to that expected for gold colloid in solution. As the colloidal 
adsorbates grow, their plasmon peak becomes slightly red shifted. As the growing colloidal 
adsorbates begin to coalesce and form islands on the nanoparticle surface, this peak becomes 
distorted into a broad shoulder characteristic of particles with a distribution of aspect ratios 
ratios, a lineshape similar to that previously observed in spectroscopic studies of gold platelets 
in solution II . 
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Figure 4: (a-f) TEM images ofnanoshell growth on 120 nm diameter silica dielectric nanoparticle. (a) Initial gold 
colloid-decorated silica nanoparticle. (b)-(e) gradual growth and coalescence of gold colloid on silica nanoparticle 
surface. (f) completed growth of metallic nanoshell. 

A pronounced nanoshell resonance peak abruptly rises when the shell growth is "complete" . 
In Figure 5(a), the peak of the plasmon absorbance has shifted from 520 to over 800 nm while 
in Figure 5(b), a much greater shift is observed, leaving only the shoulder of the initial 
nanoshell peak observable for this core/shell ratio within our spectrophotometer range. At this 
stage, quantitative agreement between Mie scattering theory, the observed UV-visible 
absorption, and structural measurements obtained by TEM is achieved. A generalized version 
ofMie scattering theory incorporating the higher order multipoles of the scattering expansion 
is required here, since these slightly larger nanoparticles are no longer in the quasistatic limit. 
The higher order contributions give rise to the secondary peak to the left of the plasmon 
resonance in Figure 5(a) and the modulated peak in Figure 5(b). The relative positions and 
magnitudes of the secondary peaks with respect to the dipole resonance and the degree of 
absorbance versus scattering is a strong function of the overall particle size. Thus, in addition 
to core/shell ratio, the absolute size of the metal nanoshell provides additional control over the 
wavelength dependent optical response of the composite nanoparticles. 

Future Directions 

Current efforts in our laboratory focus on optimizing the present nanoshell growth process and 
extending and adapting this method to a broader range of core and shell materials. 
Within these studies, the limitations induced by terrestrial gravity regarding size and shape 
uniformity of nanoparticle cores and homogeneity of shell growth are being assessed. Several 
molecular functionalization strategies of these nanopartic1es are being pursued, with the ultimate 
goal of condensing nanoshells into crystalline structures and well-ordered thin films . 
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Figure 5 : (a) Growth of gold shell on 120 nm diameter silica nanoparticle. The lower spectral curves follow the 

evolution of the optical absorption as coalescence of the gold layer progresses. This is responsible for the initial red 

shift in the peak absorbance from 550 nm to 800 run. Once the shell is complete, the peak absorbance is shifted to 

shorter wavelengths. Corresponding theoretical peaks are plotted with dotted lines. From right to left these spectra 

correspond to theoretical shell thicknesses of 14, 17, 24 and 30 nm. Experimental shell thicknesses determined by 

TEM are slightly larger at 20, 26, 29, 33 nm ± 4 run . This discrepancy is attributed to the ± 4 nm surface roughness 

present on both the interior and exterior surfaces of the shell layer. The hash marks indicate the peak of each 

spectrum. (b) Growth of gold shell on 340 nm diameter silica nanoparticles. Here the peak shifts are much more 

pronounced with only the shoulder of the middle curve visible in our spectrophotometer range. The dotted lines from 

right to left, correspond to shell thicknesses of 17,35, 48 nm. TEM determined shell thicknesses were 18, 39, 53 ± 12 

nm. 

These crystallization and deposition studies will provide another experimental arena where 
terrestrial gravitational effects are expected to be sizeable and where a microgravity 
environment may provide the opportunity to produce crystalline structures not obtainable 
using a ground-based approach. 
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In order to accurately detennine the radiation risk to astronauts from Galactic Cosmic Rays (GCR) 
and Solar Particle Events (SPE), the nature of the secondary radiation field created by the 
fragmentation of GCR and SPE in shielding and tissue must be understood. Due to their high 
penetrabilities, neutrons are an important component of the secondary radiation field, especially for 
astronauts protected by thick shielding on lunar or Martian bases l -3. Because of their relatively 
short lifetimes, free neutrons are not present in the primary GCR. The predominant source of 
neutrons, then, is interactions of GCR and SPE in shielding materials. These interactions span the 
full range of GCR ions (protons, helium, and HZE) and GCR energies (100 Me V /nuc1eon and up); 
hence neutrons are produced from an enonnous set of varied and different interactions. Some 
studies have been conducted at ground-based accelerator facilities in regards to the production of 
neutrons from GCR-like interactions, but because accelerator resources are limited and because 
neutron experiments require a large amount of the time available at those accelerators, the best 
approach to the problem of detennining the amount of neutron radiation behind shielding is 
through a calculational approach. New and innovative matelials involving the use of local regolith 
are being developed and studied for their usefulness in lunar and Martian base design. One 
important design criterion is the ability of those materials to shield human personnel from the 
radiation environment in which such bases will exist. Because neutrons will be a significant 
component of the radiation environment inside those bases, it is critical that computer models be 
developed which can accurately predict the production of neutrons from GCR and SPE interactions 
with in-situ materials. The primary thrust of the research program described here is to develop an 
accurate neutron production model, with an emphasis on neutron production from composites 
comprised of in-situ materials. Because models used to calculate neutron production behind thick 
shields will need cross-section and thick-target production data for verification of model input and 
output, emphasis will also be placed on completing analysis of existing neutron-production data 
and compiling a set of experimental neutron production data which is relevant to model 
development. 

The research program described here is a four-year program started in 1998. A general description 
of the theory program and experimental-data-base development program follows, along with 
expected goals and milestones of the overall program. In addition, some preliminary results from 
analysis of experimental data is presented. 

TheQry Program 

Shown in Figure 1 is a plot of thick-target neutron spectra from 435 MeV/nucleon Nb stopping in 
Nb, at the indicated laboratory angles. The solid lines show calculations of the data using the 
Boltzmann-Uehling-Uhlenbeck (BUU) equation. Although the calculation does a reasonable job 
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of matching the data at large angles, it misses the data at forward angles by a large margin. In 
addition to the fact that BUU calculations are unable to predict the entire spectrum of neutrons, they 
use a Monte-Carlo code which requires too much computer time to be effectively used in 
engineering applications where the physical properties and layout of shielding materials are 
changed often in order to determine the best overall shielding scenario. A simple, physically 
realistic yet accurate neutron production model is needed. Such a model, based upon a two-stage, 
quantum-mechanical abrasion-ablation collision formalism is proposed herein. The initial version 
of this model was found to reproduce the measured 0° energy spectra of secondary neutrons 
produced in Ne-NaF and other reactions quite well4. Finishing the model development and 
validating it is the goal of this proposed work. 

1. Theoretical Approach 

In an abrasion-ablation fragmentation model, the projectile nuclei, moving at relativistic speeds, 
collide with target nuclei. In the abrasion (knockout) step, those portions of the nuclear volume 
that overlap are sheared away by the collision. The remaining projectile piece, called a 
prefragment, continues its trajectory with essentially its precollision velocity. As a result of the 
dynamics of the abrasion process, the prefragment is highly excited and subsequently decays by 
the emission of gammas and/or nuclear particles. This step is the ablation stage. The abrasion or 
knockout process can be analyzed with classical geometric arguments5 or with quantum scattering 
theory6-8. The ablation stage can be analyzed using geometric arguments5 or methods based upon 
Monte Carlo or intranuclear cascade techniques6. These models have been very successful for 
accurately predicting mass yields in heavy ion collisions. However, until recently, they have met 
with little success in predicting nucleon production, including momentum distributions. 

In the abrasion-ablation model to be used in this work4, the nucleon momentum distribution from 
abrasion is written as: 

(1) 

( dcr) = L(Ap)_1_2 f d2qd2bd2b' exp[iq. (b - b' )]pAp-n(b,b' ) dNl f dTF*An- 1( b,b', T F* ,k) 
dk abr n n (21t) dk 

where Ap is the projectile mass number, n is the number of abraded (knocked out) nucleons, k is 
the wave number of the emitted neutrons, and Tp* is the prefragment recoil energy. The spectral 
function for single nucleon removal is 

(2) 

( dN1 ) = _1-3 f drdr' exp(ikr}p(r, r')exp[-2 1m X H (Y)]Qt (b' - s')ca (b - s) 
dk (2n) 

where Q represents the profile functions from Glauber theory optically-averaged over target 

coordinates, X( -) describes the final-state interaction with the prefragments and p(r,r') is the 

projectile nuclear density matrix. The functions A(n-1) in Eq. (1) describe multiple nucleon 
knockout (n > 1) and include energy-conserving effects. 
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After the projectile-target collision, the prefragment nuclei have a distribution of excitation 
energies. This excitation spectrum is treated as an average state with a single or small number of 
average excitation energies used to describe the prefragment. The strength of each state is 
determined by the total abrasion cross section O"abr. Therefore, the momentum distribution for 
neutron production by ablation in the projectile nucleus rest frame is 

(3) 

( da) = ~ aabr(Aj,Zj,E;)Pn(j,k) 
dk abl } 

where the probability Pn that the jth prefragment with mass number Aj, charge number Zj, and 
excitation energy Ej. emits a neutron of momentum k is estimated using Weisskopf-Ewing 
statistical decay model. Neutrons from the evaporation of the target prefragment are neglected in 
these calculations. The higher order cascade effects of projectile knockouts interacting with 
projectile prefragments is also neglected. The calculations also do not account for the production 
of nucleons through the decay of isobars produced in the collision. 

The overall approach in the proposed work is to first compare the existing model with recent 
measurements of secondary neutron production. Second, the additional contributions to neutron 
production described in the previous paragraph will be incorporated into the model and ultimately 
be compared with the available data and with the data to be obtained in the experimental phase of 
this program. 

II. Scheduled Milestones 

First Year 

1. Initiate validation process for the existing model by comparing model calculations with 
available experimental data 

2. Begin modifications to the existing model in order to incorporate higher order cascade effects. 

Second Year 

1. Continue validation comparisons with existing experimental data. 

2. Complete modifications to model to incorporate higher-order cascade effects. 

Third Year 

1. Continue development of the abrasion-ablation model by incorporating production and decay of 
nucleon isobars into the model. 

2. Continue validation comparisons with experimental data. 

Fourth Year 

1. Complete development and validation of the abrasion-ablation neutron production model. 
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Fig 1. Thick-target neutron spectra from the 435 MeV/nucleon Nb + Nb system at the 
indicated angles. The solid lines come from a fit to the data using BUU calculations. 

Experimental Program 

In addition to the 435 MeV/nucleon Nb + Nb data shown in Fig. 1, this program has also recently 
completed analyses of 272 MeV/nucleon Nb stopping in targets of Nb and Al, 155 MeV/nucleon 
He stopping in AI, and 155 MeV/nucleon C stopping in AI. These data sets will be eventually 
included into a comprehensive experimental-data base complised of proton-induced and heavy-ion­
induced neutron production cross sections and thick-target yields. 

Scheduled Milestones (experimental program) 

First Year 

1. Complete analysis of the stopping target data taken with 155 MeV/nucleon He and C beams in 
an aluminum target. Publish results. 

Second Year 

1. Complete analysis of the thin-target cross section data taken with 155 MeV/nucleon He and C 
beams, and with a 75 MeV/nucleon C beam. 

Third Year 
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1. Begin compilation of data base of all existing neutron-production data sets (experimental data) 
relevant to NASA's materials and shielding programs. 
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Introduction 
Considerable effort has been concentrated on the synthesis and characterization of high Tc oxide 
superconducting materials. The YBaCuO system has received the most intense study, as this 
material has shown promise for the application of both thin film and bulk materials. There are 
many problems with the application of bulk materials; weak links, poor connectivity, small 
coherence length, oxygen content and control, environmental reactivity, phase stability, 
incongruent melting behavior, gr~n boundary contamination, brittle mechanical behavior, and flux 
creep. The extent to which these problems are intrinsic or associated with processing is the 
subject of controversy. This study seeks to understand solidification processing of these 
materials, and to use this knowledge for alternative processing strategies, which, at the very least, 
will improve the understanding of bulk material properties and deficiencies. 

In general, the phase diagram studies of the YBaCuO system have concentrated on solid state 
reactions and on the Y:zBaCuOx + liquid ----) YBa2Cu30 7-o peritectic reaction. Little information is 
available on the complete melting relations, undercooling, and solidification behavior of these 
materials. In addition, rare earth substitutions such as Nd and Gd affect the liquidus and phase 
relations ' . These materials have promising applications, but lack of information on the high 
temperature phase relations has hampered research . In general, the understanding of 
undercooling and solidification of high temperature oxide systems lags behind the science of these 
phenomena in metallic systems. Therefore, this research investigates the fundamental melting 
relations, undercooling, and solidification behavior of oxide superconductors with an emphasis on 
improving ground based synthesis of these materials. 

Experimental Results 
Significant progress has been made in understanding the above mentioned phenomena. Two 
techniques of containerless processing were utilized, Aero-Acoustic Levitation and drop tube 
processing. The liquidus of the YBa2Cu307-S has been determined to be 1820 °C, a considerably 
higher temperature than reported in the literature2

,3 . In addition, deep undercooling of these 
materials has been accomplished. In many cases tetragonal REBa2Cu30 x was solidified directly 
from the melt, demonstrating that formation of the intermediate phases in these systems can be 
avoided by melt processing and undercooling. 

Aero-Acoustic Levitation (AAL) experiments provided a means for direct observation oflarge 
(2 .5 mm) samples during processing4. The Ultra High Speed Thermal Imaging (UHSTI) system 
developed at Vanderbilt has proven to be useful for obtaining spatial thermal information during 
melting and solidification. Upon rapid solidification, several thermal events were observed, most 
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notably a low temperature (- 1080 K) slow moving event which led to a cellular structure with 
tetragonal YBa2Cu30x being the primary solidification phase. When full melting of the sample 
was obtained, single phase tetragonal YBa2Cu30 x was formed upon recalescence5

. 

Drop tube experiments at Vanderbilt University have concentrated on determining the high 
temperature phase relations in YBa2Cu307-1i, NdBa2Cu30 x, and partial substitutions ofNd for Y. 
These experiments involved melting small powders (50 - 100 J..I.m) in a pure oxygen environment 
using a 2 meter drop tube. Melted powders solidified in free fall. The resulting samples were 
examined microstructurally using scanning electron microscopy, energy dispersive spectroscopy 
(EDS) and optical microscopy. Powder x-ray diffraction was performed for phase identification. 
Because these materials possess a low thermal conductivity, the smallest resultant samples were 
used for comparison based on the fact that they were more likely to reach the furnace temperature 
during free fall. Table 1 lists the compositions processed and the ranges of processing 
temperatures in these experiments. Experiments were performed at 25 ° increments within each 
range. 

Sample Material Temp. (OC) 
YBa2Cu307-1i 1650-1800 

Y9Nd.lBa2Cu30 x 1650-1800 
Y sNd.2Ba2Cu3Ox 1650-1800 
Y7Nd.3Ba2Cu30 x 1575-1800 
Y sNq.sBa2Cu3Ox 1525-1800 
Y 3Nd.7Ba2Cu3Ox 1475-1800 
Y 1Nd.9Ba2Cu3Ox 1450-1800 

NdBa2Cu30 x 1400-1800 

Table 1. Drop Tube Experiments Performed. 

Microstructural analysis using energy dispersive spectroscopy along with powder X-ray 
diffraction on the resultant samples provides for developing a clear picture of the phases that 
solidify. Figure 1 summarizes these analyses for all of the drop tube experiments which have been 
performed in this study. The lines indicate the primary solidification phase as a function of 
composition and drop tube processing temperature. At processing temperatures above the solid 
line, the samples were completely molten, then undercooled to below the RE-1 :2:3 peritectic to 
solidify single phase tetragonal RE-1 :2:3 from the melt. Below this line the existence offacted, 
high temperature phases indicates that the samples were processed in a solid + liquid region of the 
phase diagram. Therefore, this line defines the liquidus between pure Y-1:2:3 and Nd-1:2 :3. The 
data show a decreasing trend in the liquidus with increasing Nd to and including the composition 
Y)Nd.9Ba2Cu30x. At that composition, the liquidus temperature reaches a minimum of 1500 °C 
(± 25°C). For the pure Nd-1 :2:3 samples, the liquidus increases markedly to 1600 °C (± 25°C) . 
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Figure 1. Schematic diagram ofNd atoms/unit cell vs. drop tube processing temperature showing 
the primary solidification phase. Phases are as follows : 2: 1 : 1 = Y 2BaCUOS, ReO = Rare earth 

oxide, 1 :2:3 = tetragonal REl(Y+Nd~a2Cu30x. 

A typical micrograph from a sample that did not melt completely is shown in figure 2. This result 
is from a sample of pure YBa2Cu307.l) processed at 1775 0c. Here, four distinct phases can be 
seen. Particles OfY20 3 (dark gray) are seen accompanied by dendrites of the darkest phase. The 
darkest phase corresponds to Y zHaCuOs . The surrounding matrix is eutectic in nature and is 
composed of at least two different Ba Cu oxide phases. This morphology appears frequently 
when samples are not completely molten prior to solidification. In this case, samples reached 
temperatures within the Y20 3 + liquid region of the phase diagram. Once they passed out of the 
hot zone and began cooling, the Y zHaCuOs phase nucleated on the surfaces of these particles. 
Upon further cooling, the remaining liquid solidified as a Ba Cu oxide eutectic. 

Figure 3 shows a sample of y'sNd.2Ba2Cu30 x processed at 1775 °C in the drop tube. Here, tiny 
feathery dendrites ofY2BaCuOs are observed within a matrix ofBa Cu oxides. In this case, the 
sample was nearly, but not completely molten in free fall . Enough solid RE20 3 remained to 
nucleate Y2BaCuOs. Figure 4 shows a sample ofY3Nd.7Ba2Cu30 x processed at 1675 °C where 
large dendrites and grains of pure Y.3Nd.7Ba2Cu30 x formed . Microstructures of this type are an 
indication that the samples were completely molten prior to solidification. Upon cooling, samples 
undercooled to below the y'3Nd.7Ba2Cu30 x peritectic and solidified tetragonal 1 :2:3 phase directly 
from the melt. 

Nd substitution affects phase selection in the following ways . First, as the Nd content increases, 
the tendency for the formation ofRE oxide from the melt decreases. At a Nd content of 0.7 
atoms/unit cell, RE oxide does not appear in the resultant samples. Secondly, for intermediate 
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compositions (0.5 ~ x ~ 0.3), the 2:2 :3 phase exists at high temperatures. This phase is previously 
unreported and occurs only in the presence of 1 :2: 3. Figure 5 is a micrograph of a 
Y.5Nd.5Ba2Cu30x sample processed at 1725 °C where the 2:2:3 phase appears between large 
grains ofREIBa2Cu30 x. 

The decreasing tendency for RE oxide to form and the overall lowering of the liquidus with 
increasing Nd content additionally alters phase selection in that the RE-l :2:3 phase forms more 
readily. This is coupled with a decrease in the number of second phases and off-stoichiometric 
compounds that appear in the final microstructure. This effect can clearly be seen in figure 1. 
Samples low in Nd possess at least 7 different phases in the post-processed material over a range 
of 150 degrees . Samples high in Nd possess only 4 different phases in a range up to 400 degrees. 
Hence, Nd is a 1 :2:3 stabilizer. 

The Need for Microgravity Experiments 
The difficulties of processing these materials in one g present a clear case for microgravity 
processing. For example, the large density differences in these multi-component systems cause 
sedimentation in the melt. Also, YBa2Cu307-1i and rare earth (RE) substituted YBa2Cu307-1i have a 
very low thermal conductivity, such that moderate heating and cooling rates develop large thermal 
gradients in the melt, thereby driving convection. Furthermore, these materials react with all 
known containing media, but the poor electrical conductivity at room temperature prevents the 
use of more conventional electromagnetic containerless processing techniques. For various 
reasons, other techniques for containerIess processing are not appropriate because control of the 
processing environment is crucial to maintaining oxygen stoichiometry and preventing 
contamination by other gasses such as CO2. Furthermore, heat capacity, viscosity and surface 
tension measurements on the undercooled liquid melt cannot be done on earth but can be obtained 
in microgravity. Fundamental studies of the melting, undercooling, and solidification behavior 
under the highly controlled conditions possible in a rnicrogravity environment will lead to a 
greater understanding of these materials. In addition, it will be possible to produce benchmark 
materials in space. 

Future Work 
Containerless melt processing has proven to be a novel technique for gaining valuable information 
about the phase relationships in oxide superconductor systems. In particular, the techniques put 
forth in this study allowed for obtaining information unavailable using conventional processing 
methods due to the avoidance of any container contamination effects. 

Experiments are planned to continue the fundamental high temperature phase relationships using 
the 2-meter drop tube at Vanderbilt. In addition, aero-acoustic levitation experiments will be 
performed on 2.5 mm drops to determine the viability of this technique for ground based 
containerless processing on these systems. 

An additional goal of this program is to develop collaboration with other groups and provide 
access to the unique processing strategies developed by the rnicrogravity program. Ultimately this 
research effort will lead to a proposed flight experiment where investigators from industry, 
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national laboratories, and universities could participate in highly controlled experiments on the 
melting and solidification behavior of oxide superconducting systems. 
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Figure 2. Micrograph ofa Y-1:2 :3 sample 
processed in pure O2 at 1775 °C in the drop 

tube indicating incomplete melting. 

Figure 4. Micrograph ofY3Nd.7Ba2Cu30x 
processed in pure O2 at 1675 °C in the drop 

tube showing primary RE-1 :2:3 
solidification. 
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Figure 3. Characteristic micrograph of 
YsNd.2Ba2Cu30x processed in pure O2 at 

1775 °C in the drop tube. 

Figure 5. Micrograph of Y sN d.sBa2Cu30 x 
processed in pure O2 at 1725 °C in the drop 

tube. The lighter dendritic phase 
corresponds to 2:2:3. 
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Supematrix Semiconductors (SMS) are in-situ composite semiconductor materials 
produced by directional solidification of eutectics in which the phases form in oriented, 
periodic, and crystallographically oriented arrays in 3 dimensions. SMS technology makes 
possible the 3-dimensional superlattice, the Quantum Cable, and materials with new or 
enhanced electronic, optoelectronic, electro-optic, and photo refractive properties. 
Objectives of the program are two-fold: (1) to demonstrate microgravity as an enabling 
environment for producing SMS materials with a high degree of microstructural control 
required for device applications; (2) to establish a broader scientific understanding of 
growth-property relationships of multi-phase solidification. To date, it has been 
demonstrated that the microstructure of the Ge/GeAs SMS is both dramatically and 
beneficially impacted when produced under conditions of simulated microgravity . 

Our approach to simulating microgravity conditions has been to apply magnetic damping 
to crystal growth from a small, low-Ray leigh-number melt. Three tasks have been 
addressed. First, a low-pressure Czochralski crystal growth system with an integrated 7 
kgauss electromagnet has been designed and constructed, as shown in Fig. 1, and a liquid 
encapsulated growth process has been established for Ge/GeAs, the SMS chosen for 
study. Emphasis in the design of the system was placed on achieving high thermal 
symmetry to minimize temperature gradients across the melt. The diameter and height of 
the starting melt are both 2.6 cm, and the weight is 1 00 grams. Crystals (i.e., two-phase 
ingots containing Ge rods aligned along the axis of solidification in a GeAs matrix) of 
between 50 and 100 grams, as shown in Figs. 2 and 3, are typically grown. 

Establishment of sample preparation and characterization procedures has also been 
addressed as a part of this task. Crystals are sliced by using an annular LD. saw, lapped, 
and polished with colloidal silica. The microstructure of as-polished samples is revealed 
by using Normarski microscopy without preferential etching due to differential polishing 
of the two components .. Automated image analysis has been used to assist in detailed 
microstructural characterization.SEM, EDAX, TEM, HREM, X-ray diffraction, Hall 
effect measurements, and photoluminescence are also being applied. 

Characterization of thermo hydrodynamic properties of the encapsulated melt is the 
second program task. Temperature fields and temperature spectra (i .e. , temperature 
versus time at constant probe position) have been determined with and without magnetic 
damping by using a movable, multi-channel temperature probe. Results show (1) that the 

319 



condition of the undamped melt is laminar, and (2) that the application of a magnetic field 
has a major impact on the temperature field further enhancing the hydrodynamic stability. 

For example, in the absence of a magnetic field, the temperature within the melt is uniform 
to within ± 3 deg C, as shown in Fig. 4, and the temperature distribution (bottom hotter 
than top) is consistent with an axis non-centro symmetric flow pattern. Vertical gradients 
increase from 0.9 deg C per cm to 5.2 C per cm with the application of a 6 kgauss field, as 
shown in Fig. 5, apparently as a result of the suppression of convective heat transfer. 
Horizontal gradients, on the other hand, are independent of field strength above about 2 
kGauss, which appears to be a threshold possibly related to the re-orientation and 
alignment of the undamped flow pattern to the magnetic field. Saturation of the 
temperature gradient with field strength is also observed at about 5 kgauss. Temperature 
spectra with and without an applied field show no significant and identifiable fluctuations 
associated with turbulent conditions. In addition, empirical Rayleigh numbers on the order 
of 4000 are close to published values for the laminar-to-conductive transition. 

The third program task is to establish cause-effect relationships between microstructural 
features and conditions of solidification, including the solidification rate, crystal rotation, 
and magnetic field strength. A matrix of growth experiments is being conducted, and 
available data is summarized below. 

Three important results have been obtained to date. First, dimensional stability depends 
on both seed rotation and magnet field strength. Continuity of the microstructure along 
the axis of solidification exhibits a dramatic dependence on magnetic field strength as the 
length of Ge rods increases by about 300% under super-threshold fields . Furthermore, 
cross-sectional uniformity is enhanced by employing slow seed rotation, and a figure of 
merit of non-uniformity improves from 25% to 10% as super-threshold fields are applied. 

Second, the application of a magnetic field refmes the microstructure, and the average 
inter- rod spacing decreases by about 30% under magnetic damping. 

Finally, a natural tendency ofthe microstructure in undamped growth to coarsen as 
solidification proceeds has been established. 

A picture is emerging supported by the data that dimensional stability is promoted by 
hydrodynamic stability and magnetic damping. However, cause-effect relationships are 
not clear, and the results have not been reconciled with available models despite the fact 
that some parallel behavior has been reported for space growth experiments. Although 
additional analysis remains, a more refined technique of materials characterization, such as 
interface demarcation, may be required to elucidate the physical mechanisms. 
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Table 1. Summary of Microstructural Characterization 

• Magnetic damping refines microstructure, 30% effect @ 6 kG 

• Magnetic damping increases rod length by 250-300% 

• Slow rotation improves on-wafer uniformity, FOM down to 10% 
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Introduction 

This paper describes research to investigate fundamental aspects of the effects of 
microgravity on the formation of the microstructure of metal oxide alcogels and aerogels. 
We are studying the role of gravity on pore structure and gel uniformity in collaboration 
with Marshall Space Flight Center (MSFC) on gelling systems under microgravity 
conditions. While this project was just initiated in May 1998, related research performed 
earlier is described along with the plans and rationale for the current micro gravity 
investigation to provide background and describe newly developing techniques that should 
be useful for the current gellation studies 

The role of gravity in materials processing must be investigated through the study of well­
mastered systems. Sol-gel processed materials are near-perfect candidates to determine the 
effect of gravity on the formation and growth of random clusters from hierarchies of 
aggregated units. The processes of hydrolysis, condensation, aggregation and gellation in 
the formation of alcogels are affected by gravity and therefore provide a rich system to 
study under micro gravity conditions. Supercritical drying of the otherwise unstable wet 
alcogel preserves the alcogel structure produced during sol-gel processing as aerogel. 
Supercritically dried aerogel provides for the study of material microstructures without 
interference from the effects of surface tension, evaporation, and solvent flow. 

Aerogels are microstructured, low density open-pore solids. They have many unusual 
properties including: transparency, excellent thermal resistance, high surface area, very low 
refractive index, a dielectric constant approaching that of air, and extremely low sound 
velocity. Aerogels are synthesized using sol-gel processing followed by supercritical 
solvent extraction that leaves the original gel structure virtually intact. 

These studies will elucidate the effects of microgravity on the homogeneity of the 
microstructure and porosity of aerogel. The presence of poorly controlled microporosity in 
aerogel leads to material non-uniformity that gives rise to increased light scattering. 
Investigation of the effect of gravity driven solute flows within microclusters and their 
effect on condensation and agglomeration reactions will enable us to improve the 
preparation and properties of aerogel. Increased clarity of images viewed through aerogel 
and decreased scattering from the pores of aerogel will significantly improve the prospects 
for large-scale adoption of aerogel in such applications as transparent insulating windows, 
high performance thermal insulation, and Cherenkov detectors. 
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Experimental Method 

We are investigating alternative methods to initiate gellation in alkoxide sols. In 
conventional sol-gel processing, catalysts are introduced in the water-containing phase prior 
to initiating the reactions by mixing with the alkoxide. Our new approach involves 
ultraviolet radiation to control the catalysis. This approach was developed for two principle 
reasons. First, to study the effect of controlling catalysis and associated solvent releases 
and heat generation in microgravity conditions. Ultraviolet initiated catalysis offers a unique 
ability to effect the rate of gellation and condensation reactions on demand. Secondly, the 
approach is better suited to space based experimental conditions. Rapid mixing of the 
alkoxide-solvent and water-solvent-catalysis solutions is usually achieved by modified 
syringe pump setups that break a membrane between two opposing volumes and rapidly 
mix the two components. This process is often associated with bubble formation that can 
persist in micro gravity conditions. These bubbles interfere with several sample analysis 
techniques used to determine material properties. 

Short-wave UV is capable of cleaving many of the bonds found in alkoxide-based silica 
sols, such as, O-H, O-R, C-C, and C-H. However, the only effects of UV on Si02 gels 
has been reported for thin-films [1,2]. In these cases , UV exposure significantly increased 
the rate of gellation and the densification of the final xerogel. However, the effects of UV 
on the microstructure and porosity of large silica monoliths was not reported until this 
work. 

The effects of pH on gel microstructure, porosity, and clarity have been reported earlier [3-
6]. These show a strong dependence on pH in both primary particle growth and 
aggregation of particles and clusters into a gel. Additionally, even small amounts of acid or 
base catalysts greatly increase the rate of gellation in alkoxide-derived silica sols. As we 
desired to study sols with long gel times, we studied the effects of UV on sols with no 
added catalyst, and report the microstructural characteristics of the resulting gels and 
aerogels, determined by light scattering, surface area measurements, TEM and x-ray 
diffraction. 

Gel preparation utilized precondensed TEOS ("Silbond H-5" , Silbond Corp.), anhydrous 
ethanol (UV grade), and high purity water. The sol was prepared by mixing two solutions 
prepared from the starting compounds. The mixed sol was divided into 4 equal portions 
and poured into fused-silica tubes and sealed by PTFE plugs with vi ton o-rings. Samples 
were exposed to ultraviolet light from two 15 Watt germicidal Hg-vapor lamps, in an 
enclosed light-box. Samples were exposed for various lengths of time (TUV), including, 
no exposure, 5 hours, TUV = gel time and continuous exposure. After exposure, the , 
samples were kept in the dark. The temperature of the samples in the light box were kept 
constant at about 25 OC). 

The evolution of light scattering with time was measured at 532 nm with a doubled Nd­
YAG c.w. laser at a 900 scattering angle. Samples were removed from UV exposure at 
regular intervals and their scattering measured and calibrated against a sealed CS2 standard. 
When the scattering intensity stabilized with respect to time for all samples, the gels were 
removed from their holders and soaked in 30% H20/ethanol for 48 hours. Water was 
removed from the gels by four successive soaks in 200 proof ethanol for 24 hours each. 
The aged alcogels were dried using standard C02-substitution and supercritical drying in a 
300 ml Polaron critical-point dryer. Single-point B .E.T. surface area measurements of the 
dried aerogels were obtained from the desorption isotherm of 30% N2/He using a 
Quantasorb analyzer. UV -visible transmission spectra, X-ray diffraction powder patterns, 
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and high resolution TEM images were taken. Samples for TEM analyses were ground in 
acetone, and evaporated onto holey carbon-Cu grids. 

Results and Discussion 

Table 1 lists several physical of the characteristics of UV -catalyzed neutral silica sols, gels, 

and aerogels. First, a significant decrease in the gel time (to about one third) is observed 

with continuing UV irradiation times. This is consistent with a general increase in the rate 

of hydrolysis and condensation reactions leading to gellation. 

Table 1. Characteristics of UV catalyzed sol, gel, and aerogels. 

Sample TUV TGEL -Slope 
%T == Aexp( _BtlI4) Surface 

area 
hours hours (scat. vs. (A) (B) 

m2/gm time) 
1 0 720 6 0.5762 0.3260 480 

2 5 720 6 0.5570 0.3370 550 
«<TGEL) 

3 250 250 6, then 2 0.5724 0.3651 520 
(::: TGEL) 

4 1900 250 6 0.5504 0.3790 400 
(»TGEL) 

Light scattering is an effective monitor of the evolving structure of gel systems [7J. The 

technique is most sensitive during the formation of clusters and their aggregation into a 

network gel [8J. The growth characteristics of these clusters can be observed by plotting 

the log of the scattering intensity vs. the log of time. Spherical or compact cluster growth 

has a characteristic a slope of six (acid catalyzed) and linear growth in higher surface charge 

conditions produces a slope of two (base catalyzed) [7J. This occurs because volume 

evolves as the cube of time for spherical growth (and polarizability to the sixth power), 

while linear growth produces a first power volume (and second power polarizability) 

increase with time. In this study, the neutral silica sols all show a slope of six, consistent 

with the formation of weakly acidic Si-OH groups formed by the initial hydrolysis of Si­

OR groups. A dramatic exception to this is seen when UV light exposure is ceased at 
TGEL wherein the slope changes to two when UV is discontinued. As the aggregation of 

clusters during gellation is controlled by the surface potential of the clusters, it is likely that 

recombination products of photo-degraded species increase the surface charge on growing 

clusters. This in turn affects the formation behavior by shifting the manor of assembly 

from cluster like to chain like aggregation. 
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Light scattering from internal features such as the large pore fraction is the primary cause of 
the wavelength-dependent Rayleigh scattering and result in the bluish cast of dried silica 

aerogels[9]. Larger features, in the aerogel such as surface damage due to solvent flows, 

scratches, and larger occlusions such as bubbles, can also contribute to scattering. These 
two effects can be separated and quantified using the equation [7]: 

T = A exp(-Bt IA4) 

where T is the % transmittance of an aerogel of thickness, t, at a wavelength, 1, and A and 

B are constants. Fitting the UV-visible spectrum of an aerogel to this equation gives A (the 
wavelength independent portion of scattering, due to large features) and B (the wavelength 

dependent portion, due to the internal gel structure). Values of A and B appear in Table 1. 

All samples show an increase in B with longer UV exposure, indicating a coarsening of the 
gel structure due to UV light. A general decrease in surface area of the dried aerogels is 

also seen with prolonged UV exposure of the alcogel. Both of these effects indicate an 
enhancement of dissolution and re precipitation reactions leading to both pore and particle 

growth. 

TEM images for dried aerogels where TUV = TGEL and TUV » TGEL show rather 

large primary particles (compared to base-catalyzed aerogels) in accord with the lower 
surface area of these aerogels. The image of the TUV = TGEL sample shows a rather open 

structure as anticipated for a gel with a certain amount of linear cluster aggregation. The 
sample with TUV »TGEL shows a more dense compacted structure, consistent with 

spherical cluster growth. Both samples appeared predominantly amorphous to the electron 
beam. However, some areas of the sample TUV = TGEL showed higher levers of 

crystallinity. 

The X-ray powder patterns showed typical amorphous pattern for samples with TUV = 0, 

TUV »TGEL· However, the TUV = TGEL sample shows a significantly different 
pattern, that is very broad (as expected for <10 nm particles), but similar to that found for 

dehydrated H2Si40S precipitates [10]. Long-term aging of sol-gel sodium aluminosilcate 
gels has been shown to form increased numbers of crystallization nuclei compared to gels 
dried soon after gellation [11] . However, in our study, crystallinity is only observed when 

UV exposure was ceased at the gel point, and then only in a portion of the aerogel. It is 

likely that UV exposure forms dense Si02 particles by enhancement of internal 
condensation reaction of surface -OH groups. These particles can then act as crystallization 

centers as particle growth continues very slowly after ceasing UV exposure. 
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Future Plans 

Increased comprehension of gel formation processes will benefit the broad understanding of 

sol-gel chemistry. In particular, the clarification of the effect of solvent flows on cluster 

growth and gel aggregation processes measured under microgravity conditions in KC 135 

and shuttle flights will help settle controversy over which of the various models of gel 

formation is correct. Time resolved light scattering measurements will be used in studies of 

sol growth and gel formation. Additional measurements on supercritically dried aerogels 

including angle and po.larization dependent Mueller scattering matrix determination, High 

Resolution Transmission Microscopy, x-ray, and BET pore size analysis will provide 

detailed information as to the uniformity and size of the micropore structure. Thus, research 

into microgravity effects will advance both practical applications for aerogel as well as 

fundamental sol-gel science. Aerogel is being developed for a range of applications in the 

commercial and aerospace arenas. Thus improvements in processing gained through 

micro gravity research can be used to produce better aerogel products. 

References 

1. Van de Leest RE., App. Surface Sci. 86 278(1995). 

2. Niwano M., Kinashi, K, Saito K,Miyamoto N., and Honma K, J. Electrochem. 

Soc. 141 1556(1994). 

3. Brinker C.J., and Scherer G. W., Sol-Gel Science (Academic Press, San Diego, 

1990). 

4. Cao W., and Hunt A. J., J. Non-Cryst. Solids 176 18(1994). 

5. Tewari P. H., Hunt A. J., KD. Lofftus, and Lieber J. G., M.RS. Symp. Proc. 73 

195(1986). 

6. Russo RE., Hunt A.J., J. Non-Cryst. Solids, 86 219(1986). 

7. Hunt A. J., J Non-Cryst. Solids, in press (1998). 

8. Lofftus K D. , KV.S. Sastry, A.J. Hunt, Advanced Materials Proceedings 229(1990). 

9. Hunt A. J., and Berdahl P., Better Ceramics Through Chemistry, Vol 32, 

North Holland Press, New York, 275(1984). 

10. Lagaly, G., Beneke, K, Kammermeier, H., Z. Naturforsch., B: Anorg, Chern., Org. 

Chern 34B(5) (1979) 666. 

11. Cook J. K, Thompson R. W., Zeolites .8..- 322(1988). 

329 



Page intentionally left blank 



NON-EQUILIBRIUM PHASE TRANSFORMATIONS 
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The goal of this research is to develop an understanding of the structure and properties of multi­
component materials produced by phase transformations which occur under conditions which are 
far from equilibrium. These conditlOns often produce segregation effects and microstructures 
which are quite different from those produced by near-equilibrium transformations. The 
development of a sound physical understanding of these non-equilibrium phase transformations 
in alloys is perhaps the most important and challenging outstanding basic problem in materials 
science today. There have been many experimental studies designed specifically to explore this 
regime, but the underlying physical1?rocesses have not been properly understood. Ad hoc 
equations have been used to fit expenmental data and these have remained essentially unchanged 
for the past decade. We are using Monte Carlo modeling based on the Ising model to study these 
crystallIzation processes in alloys. These are similar to the simulations which played a major role 
in developing our understanding of the atomic level processes which control the crystallization of 
pure materials. The computer modeling provides a powerful tool to help us to understand the 
experimental results, to develop a detailed understanding of the processes involved, and as a 
predictive tool for guiding experiment. 

Microgravity 

The field of Materials Science centers on the control and characterization of the properties of 
materials. Crystallization is a primary method used to control both the structure (e.g. phase 
distribution, degree of crystallmity, grain size) and composition (e.g. segregation effects). The 
standard guasi-equilibrium description of crystallization of alloys works well near equihbrium, 
but there IS considerable experimental evidence demonstrating that it does not work at large 
undercoolings or supersaturations, where glasses crystallize, and where many of the commercial 
powders used in powder metallurgy and ceramics are formed. 

Projects supported by NASA are making major experimental contributions to our understanding 
of nucleation and crystallization in the regime where these effects are important, including the 
microstructure of rapidly solidified small droplets, the growth rate discontinuities observed 
during dendritic solIdification of alloys, the extended solid solubility ranges observed due to rapid 
solidification, and the distribution of the component elements resulting from nucleation and 
growth in containerless processing. Our simulations and modeling provide a new framework for 
the interpretation of these experiments. 

Significant Results 

Monte Carlo modeling using a Spin-1 kinetic Ising model has been used to simulate non­
equilibrium binary alloy sohdification. The simulations are based on bond energies derived from 
the equilibrium properties of the alloy system to be modeled. In the simulations, the atoms can 
make random diffusive motions in the liquid (1-5], and join or leave the crystal at random with 
probabilities based on their local bonding enVlfonment. The algorithms are very simple in 
principle, but result in realistic behavior, as illustrated in figure 1. 
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Figure 1. Typical configurations for four sequential positions of an interface during growth. The 
liquid atoms of the primary component are black, the solid atoms of the primary component are 
gray, and the dopant atoms are white. The interface becomes unstable, depressions rich in dopant 
develop , and pockets of liquid f orm which contain high concentrations of the dopant. 

Simulations have been carried out for various growth temperatures, growth rates, surface 
roughness, liquid diffusivities, equilibrium segregation coefficients, entropies of fusion, and 
compositions of the liquid. The non-equilibrium segregation coefficient, k (the ratio of the solid 
composition to the liquid composition at the interface), increases with increasing growth velocity, 
and decreasing liquid diffusivlty and surface roughness. Overall, the Monte Carlo results are 
consistent with experiment. The non-equilibrium segregation coefficient was also found to 
increase with concentration of the liquid, but the effect is small at low concentrations. 
For simulations of the growth of pure silicon, the bonding structure was based on the diamond 
cubic crystal structure, and the roughening transition was scaled to correspond to the 
experimental roughening transition. Growth on the (111) face at small undercoolings depended on 
the rate of nucleation of new layers, as expected on a faceted interface. Figure 2 is a plot of the 
growth on the (111) face as a function of time at several different temperatures. The time scale 
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was compared directly with experiment by matching growth on the (100) face to the measured 
solidification rate of (1 00) sil~con. The mean time between nucleation events can be de~errJ:?ined 
from these data. This nucleatIOn rate was fitted to a poly-nuclear growth model, resultmg III a 
specific step free energy which was about 10% of the specific surface free energy. Extrapolation 
to Czochralski growth rates gives an undercooling of about 5° for the (111) facet, which agrees 
well with estimates based on experiment. 
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Figure 2. Number of layers added to the crystal as afunction of time for growth normal to the 
(111) face of silicon. The melting point of silicon is 1688° K and the growth temperatures are 
indicated 

The non-equilibrium distribution coefficient was investigated as a function of orientation for 
various growth rates using simulations r 4]. The thermodynamic properties and crystal structure 
were chosen to correspond to bismuth-cfoped silicon, with an eqUIlibrium k-value of7x10-4. 
Values for k were obtained as a function of growth rate for several orientations of the solid/liquid 
interface along the zone axis between n 11] and [1001, as shown in figure 3. For the same growth 
rate, k was found to be greatest for sofid/liquid interfaces parallel to the (111) plane, as is found 
experimentally. The orientation dependence of the k-value in the simulations compares well with 
the experimental orientation dependence reported by Aziz et al. [6], although there is a 
discrepancy in the growth rate dependence. The kink site density at the interface was determined 
and found to depend on orientation in the simulations, and on undercooling for the (111) face. 
The net growth rate at the kink sites was found to vary linearly with undercooling, as expected, 
and the overall growth rate was found to be the product of the step density and kink-site 
velocity. The incorporation of dopant was found to depend on the parameter ~, which is 
discussed below. 
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Figure 3. Simulation results for the growth rate and orientation dependence of the distribution 
coefficient in bismuth doped silicon. 

Analytical Model 

A novel analytical model for the non-equilibrium incorporation of dopants during crystallization 
has been developed. The model relies heavily on insights gained from the Monte Carlo computer 
simulations. It is based on a physical picture of the ability of the interface to transfer, between 
species, the chemical potentIal required for crystallization. This happens when a dopant atom 
cannot move fast enough to escape the advancing interface. The model has three parts. The first 
is a pair (for a binary alloy) of equations, one for the rate of crystallization of each component of 
the alloy, which incorporate the possibility of the transfer of the "chemical potential for 
crystallIzation" between the species at the interface. These equations are based on the standard 
expression for the growth rate of a pure material, and they reduce to the usual thermodynamic 
description of the alloy system at equilibrium. The second component is the relationship 
between the crystallization time for a fluctuating interface and the diffusional jump time, which 
sets the relative time scale for a dopant atom to escape from the advancing interface. This 
relationship is embodied in the parameter ~ = aV~}llDksT, where a is the mteratomic spacing, v 
is the growth rate, ~p. is the chemical potential difference driving the crystallization process, D is 
the diffusion coefficIent, and ks T is Boltzmann's constant times the temperature. For a rouBh 
interface, the growth rate v is proportional to the driving force, ~f-t, so that for this case, ~ IS 
proportional to v2/D. The same relationship had been found earlier by Temkin [7] in his analyses 
of alloy crystallization. The third component of the model depends on the motion of dopant 
atoms at the interface within the time allowed by the advancing interface. This depends on the 
details of the interface configurations, and, although the general features of this relationship are 
clear, its detailed functional form can apparently vary somewhat. 

The analytical expressions for the growth velocity were developed to closely match the Monte 
Carlo simulation data. The equation for the net growth rate of the A component of a binary alloy 
is given by: 

o [CL CS ((1-P)~f-t~ +P~FO\l 
v A = v A A - A eXPl ) 

kBT 
(1) 
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and for the B component is given by: 

(2) 

Here the C's are the concentrations of the A and B com1?onents in the solid (S) and liquid (L) at 
the interface, ~""[ is composition-dependent difference m chemical potential between the solid 

and the liquid for the corresponding species, ~Fo = c~~",,~ + c~~",,~ is the free energy 
difference between the solid and the liquid. The superscript ° on the chemical potential and free 
energy differences indicate that the explicit concentration terms are not present. 

The quantity P is related to a "trapping probability", given approximately by 

(3) 

where A is a constant, and g = 1/2. 

At equilibrium, vA = 0= vB' and ~ = 0, so that P = 0, and equations 1 and 2 reduce to the usual 
equality of chemIcal potentIals in the two phases for each species at equilibrium: ~""A = ° = ~""B ' 
These equations also reduce to the quasi-equilibrium model for alloy crystallization tor P « 1. 

P approaches 1 for large p, when diffusion is very slow compared to the growth rate. P = 1 for 
diftusionless growth (D = 0), in which case the atoms crystallize without diffusive motions. The 
composition does not change during crystallization, and so CL = CS for both species. The 
concentrations can be taken out of the square brackets in equations 1 and 2, making both 
equations similar. The growth rate for both species goes to zero when ~FO = 0, which defines the 
temperature To. 

Eqns. 1 and 2 can thus be used to calculate a variety of "kinetic" phase diagrams, depending on 
the magnitude of the magnitude ofP. P = 0 gives the equilibrium phase diagram, and for P = 1, the 
solidus and liquidus lines collapse onto the To line. Intermediate values of P give a ran~e of 
"kinetic" phase diagrams going continuously between these two limits. These "kinetic I phase 
diagrams define the extended range of solid solubilities to be expected during rapid quenching as 
well as the non-equilibrium distribution coefficient. 

A simple approximate expression for the distribution coefficient for component B can be derived 
from equatlOns 2 and 3: 

(4) 

where ke is the equilibrium distribution coefficient. 

The orientation deperidence of the k-value shown in figure 3 arises because there is a different 
relationship between the growth rate and the undercooling (or ~"") for a smooth interface such as 
the silicon (111) interface and a rough interface such as the silicon (100) interface. For a smooth 
interface, a larger ~"" is required for the same overall growth rate, (the step velocity, which 
depends linearly on ~"", must be faster because the step density is smaller) and so the k-value is 
larger than for the rough interface, as illustrated in figure 3. When plotted as a function of 
~ = av~",,/ ~kB T , all of the data for the various orientations in figure 3 superimpose [4]. 
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Summary 

The model outlined above predicts a non-equilibrium k-value which compares well with Monte 
Carlo computer simulations and with expenmental results. The quantities involved in p are 
known or can be estimated for many systems, and so the magnitude and onset of non-equilibrium 
effects can be predicted from these equations. Although relevant experimental data are lImited, 
the factor A in equations 3 and 4 seems to be independent of alloy system within the limitations 
imposed by uncertainties in the valu,es of the materials parameters involved. The model seems to 
have significant predictive capabilities, and can be used to predict velocity-dependent "kinetic" 
phase diagrams, which define the range of applicability of the '1.uasi-equilibrium model and can be 
used to predict the extended solid solubilities found during rapId crystallization, as well as non­
equilibnum distribution coefficients. 
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Physical Properties and Processing of Undercooled Metallic Glass Forming 
Liquids, W.L. Johnson, D.S. Lee, C. Hays, and J. Schroers, 138-78 Keck Laboratory 
of Engineering, California Institute of Technology, Pasadena, CA 91125 

Abstract 

The High Vacuum Electrostatic Levitation (HVESL) technique as developed by 
Rhim and collaborators at Jet Propulsion Laboratory provides a method of levitating 
metallic alloy droplets of size ranging up to several mm under high vacuum conditions with 
relatively quiescent conditions. The levitated sample can be heated and melted using either a 
focused quartz lamp or a laser. When combined with non contact temperature 
measurements, such a system provides an ideal platform for the study of liquid metals and 
alloys under ultra-clean and containerless conditions. The HVESL method has been initially 
applied to the study of the undercooling behavior and thermophysical properties of metallic 
glass forming liquids in both the equilibrium liquid and undercooled states. Studies of 
crystal nucleation and growth kinetics in undercooled glass forming liquids have enabled 
direct measurements of the CCT and TTT -diagrams throughout the undercooled liquid 
range for a number of bulk metallic glass forming systems. As a representative example, 
technique has been used to directly quantify the influence of low level impurities (e.g. 
oxygen) on the crystal nucleation kinetics in a bulk metallic glass forming system. 
Preliminary experiments, suggest that it is feasible to implement an AC modulation 
calorimetry measurement on the HVESL platform. We are also examining the potential use 
of the HVESL platform to carry out studies of atomic diffusion and thermal transport in 
bulk metallic glass forming liquids. 

Objectives 
The objective of this work is to carry out undercooling studies and thermophysical 

property measurements on liquid metallic alloys which form bulk metallic glasses. 
Specifically, we will carry out the following types of measurements: 

1) Time-Temperature-Transformation (TTY) diagrams and Continuous Cooling 
Transformation (CCT) diagrams for the crystallization kinetics of the glass forming liquids. 

2) AC Modulation Calorimetry measurements to determine the specific heat and 
thermal conductivity of the equilibrium and undercooled liquid alloys. 

3) Molar volume measurements using high resolution imaging of the liquid drop. 
4) Measurements of atomic diffusion constants in the undercooled liquid state over 

the temperature range from the glass transition to the thermodynamic melting point of the 
crystalline phases. 

Background 

In recent years, bulk metallic glass forming alloys have been developed for which 
the liquid alloys solidify to the glassy state at low cooling rates. The nucleation an growth 
of crystalline phases from the undercooled melt is exceedingly sluggish in these systems. 

The High Vacuum Electrostatic Levitation method (HVESL) method provides a 
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platform for containerless processing of relatively large liquid droplets (3mm diameter) 
using laser heating and non-contact temperature measurements under high vacuum 
conditions. In tum, this allows one to control the influence of heterogeneous nucleation (at 
the container wall or on foreign particles) and obtain optimum conditions for undercooling. 
As applied to bulk metallic glass forming alloys, the HVESL permits measurements of a 
variety of physical properties, e.g. specific heat [1,2] , thermal conductivity [1,2] , 
viscosity, surface tension, thermal expansion of the liquid [3], and atomic diffusion 
coefficients, through the entire undercooled liquid range. The proposal to use ESL in the 
determination of atomic diffusion coefficients is to our knowledge, a new and novel 
approach to studying transport in liquids as one approaches the glass transition from higher 
temperatures. It offers the opportunity to test current theories of atomic diffusion and its 
relationship to the fluidity of liquids. 

Experimental Methods 
Our earliest ESL studies [4,5] were carried out in collaboration with Dr. W. Rhim 

of Jet Propulsion Laboratory using the JPL ESL facility. More recently, we have used the 
HVESL facility currently located at Marshall Space Flight Center and originally developed 
at Loral Space Systems (Palo Alto, CA) by AJ. Rulison and J. Watkins. to carry out 
studies of metallic glass forming liquids. Here, we confine our attention to recent work at 
the Marshall facility. This facility is described in detail by Rulison et. al . [6]. The Marshall 
HVESL was used to process two bulk glass forming alloys: 

1. Ti34Zr II CU47N ig 
2. Zrs7NbsNi12.6AlIOCulS.4 

(Vit 101) 
(Vit 106) 

These alloys are referred to as Vitreous Alloys 101 and 106 (Vit. 101 for short) . Prior to all 
processing the ESL chamber is evacuated with a turbo molecular pump to a pressure of 2-5 
x 10-7 mbar. The levitated samples are heated by a continuous wave 50 W, Nd:YAG laser 
operating at 1.064 Ilm. The laser beam is focused with a silica lens down to a spot size of 
about 1-2 mm diameter. The heating laser power is varied by a 0-5 V analog control signal. 
The specimen temperature is monitored remotely with a single color optical pyrometer that 
uses a thermoelectrically cooled InGaAs detector with built in preamplifier. For control of 
the experimental temperature, the pyrometer emissivity setting is held constant throughout 
the experiments and initially set to obtain agreement with the known melting point (solidus 
temperature) of each alloy. Other details of the experimental set up can be found in ref. [6]. 

The samples used in these studies were prepared from high purity elemental metals 
using an arc melting system equipped with a turbo-molecular pump to achieve base 
pressures in the 10-7 mbar range and high purity (lppm) argon gas when conducting 
melting. Small pieces (typically 35-60 mg) of the arc melted button (typically 10-25 grams) 
are then remelted in a hemispherical indentation on the base plate of the arc melter to 
produce a roughly spherical specimen of diameter ranging from 2-3 mm. These samples 
were then deployed in the HVESL. 

Results 
In the present paper, we present selected results which illustrate the capabilities of 

the HVESL in the study of these glass forming alloys. Our earliest studies have focused on 
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determining the undercooling behavior of melt. A typical melting an undercooling cycle for 
Vit 101 is shown in Fig. 1. The example shown was melting cycle 33. the sample has 
already undergone previous melting and solidification cycles. The figure shows the laser 
control voltage vs. time as well as the measured sample temperature vs. time. The sample is 
initially heated to a temperature of 1480 K with a laser power in the 10 W range (control 
voltage of -4V). The laser power is then dropped to less than 0.1 W (control voltage less 
than 3 V) and the sample undergoes free radiative cooling to an undercooling of ~ T - 220 
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Fig. 1 Example of a melting and undercooling cycle carried out on a 
Vit. 101 sample in the HVESL 

K (T = 940 K) with respect to the known liquidus temperature (1160 K) of the alloy. This 
is followed by a recalescence event and subsequent further cooling of the solid. The 
crystallized sample is then reheated through the melting transition when the laser power is 
once again increased to its initial value. 

The undercooling obtained varied during processing and was generally found to 
increase with increasing number of melt cycles and increasing amounts of "overheat". 
Here, "overheat" refers to the maximum temperature (with respect to the liquidus 
temperature of 1160 K) reached by the molten alloy prior to free radiative cooling. 
Undercooling results for the Vit 101 sample are displayed in Fig. 2 as a function of the 
number of melt cycles. The various symbols refer to the degree of overheating used in each 
cycle. Note that the last cycle was carried out with only 100 K of overheat. The 
undercooling is nearly the same as the next last melting cycle in which 300 K of 
overheating was used. This demonstrates that the increased undercooling observed after 
repeated melting does not directly depend on overheat and suggest that heterogeneous 
nucleants in the sample are gradually dissolved and eliminated by repeated melting. For 
such samples, the degree of undercooling depends on previous processing and suggests 
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Fig. 2 Undercooling achieved in a Vit. 101 sample in the HVESL 
as a function of melting cycle number. Various symbols indicate 
he maximum overheat used in each cycle. Undercooling obtained during 
processing of an 8rnm drop in the TEMPUS facility during MSL-l mission 
is shown for comparison. 

that the achievable undercooling is controlled by heterogeneous nucleants which can be 
dissolved or "fluxed" away by repeated melting. Further, notice that during the last 5-6 
melting cycles, the undercooling behavior did not appear to change further. In fact, it has 
been found that the maximum achievable undercooling appears to "saturate" after a 
sufficient number of cycles. In this case, many melting cycles are required to achieve this 
maxImum. 

The behavior seen above is not characteristic of all samples studied in the ESL. 
Other specimens (e.g. Vit 106) show undercooling behavior which becomes reproducible 
after a small number (1-3) of initial melting cycles. In this case, one can use repeated 
melting cycles to map a TTT -diagram for crystallization. In such experiments, the sample is 
initially overheated to a prescribed temperature, then allowed to radiatively cool until a 
predetermined temperature is reached. At this point, the laser power is toggled up to a level 
required to a maintain steady state temperature. This power level is determined by initially 
measuring sample temperature vs. laser power to construct steady state temperature-laser 
power curve. Using this method, one can obtain a thermal history curve consisting of a free 
cooling segment followed by an isothermal plateau. On then measures the time elapsed to 
sample recalescence (onset of crystallization) as a function of the isothermal plateau 
temperature. Combining these data allows for the construction of a TTT -diagram. The 
diagram shows the elapsed time to recalescence at various isothermal plateau temperatures. 
Strictly speaking, the radiative cooling time to reach the plateau cannot be neglected in 
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comparison to the elapsed time at the plateau temperature. As such, the diagram determined 
is not strictly a TIT-diagram. On the other hand, the radiative cooling segment is identical 
for all undercooling cycles so that the effect is systematic for all cycles. The TIT-diagram 
of a Vit 106 specimen so-obtained is shown in Fig. 3. One can clearly observe that two 
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Fig. 3 TIT-diagram of Vitreloy 106 constructed by radiative free cooling 
followed by isothermal "plateau" curves in the HVESL. Notice evidence of 
two distinct nucleation events. 

independent nucleation events are observed in the TIT -diagram. It is also apparent that to 
bypass nucleation altogether, one must pass the "nose" of the lower nucleation curve. This 
nose occurs at a time of several seconds. This suggests a critical cooling rate of the order of 
30-100 Kls will be required to form a glass in this alloy (i.e one must cross a temperature 
interval of the order of 100 K in a time scale of the order of a few seconds). 

The above examples illustrate how the ESL can be used to study undercooling and 
construct TIT -diagrams. These diagrams in turn can be used to determine the experimental 
time scales available in which to carry out thermophysical properties measurements on the 
undercooled melt prior to the onset of crystallization. Below we discuss future plans for 
exploiting this capability. 

Tbermopbysical Properties Studies 
We have carried out preliminary experiments to demonstrate the implementation of 

the AC Modulation Calorimetry (ACMC) technique using the ESL platform [1,2]. To 
implement the ACMe method on the ESL platform, we use modulation of the laser heating 
power superimposed on a baseline dc power level. In preliminary work, we have used step 
modulation of the laser power whereby the laser control voltage is repeatedly toggled 
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between two levels. Using this method, we have been able to measure the external 
relaxation time constant ('tt) of sample droplets. The reader i~ referred to refs. 1 and 2 for 
details of the method. From these measurements, we have demonstrated that we can 
accurately measure the ratio c/£ of the specific heat to the total hemispherical emissivity of 
the sample. Further work will evolve calculating the power coupling from the laser beam to 
the specimen and will allow separation of cp from £, this the determination of the sample 
heat capacity. 

Other work involves the development of a method to measure atomic diffusion 
constants of various atomic species in the undercooled and equilibrium states of the liquid 
for bulk metallic glass' forming alloys. The ITT -diagrams will be used to determine the 
range of temperatures and time scales which are experimentally accessible for diffusion 
studies. Specifically, we plan to carry out tracer diffusion studies of Ni, Cu, AI and other 
species in the liquid glass forming alloys by deploying the tracer elements on the surface of 
the metallic glass sphere. The sphere will then be levitated and rapidly heated with the laser 
to a predetermined isothermal plateau temperature. Diffusion of the tracer into the sphere 
will occur at the plateau temperature. The time scale available for heating and interdiffusion 
is determined from the previously measured TIT-diagram. Following interdiffusion, the 
sample will be "quenched" by radiative cooling to capture the diffusion profIle of the tracer 
in the sphere. It is expected that the diffusion profiles will be influence by gravity driven 
convection in ground-based experiments and by Marangoni convection as well. The 
importance of Marangoni convection will be determined by the magnitude of temperature 
gradients within the sample during the heating and isothermal plateau phases of the 
experiment. Current efforts are focused on assessing the role of gravity driven convection 
and Marangoni convection on the time evolution of the diffusion profIles and the 
interpretation of the diffusion data. We will assess the merits and advantages of carrying 
out such experiments under j.1g-conditions where gravity driven convection can be avoided. 

Summary 
We have used the HVESL platform to carry out containerless processing studies of 

glass forming metallic liquids. We have demonstrated the use of the HVESL to determine 
TIT-and CCT -diagrams which describe the undercooling behavior and crystal nucleation 
kinetics of the alloys. Further experiments are under development to utilize the ESL 
platform to carry out specific heat, thermal conductivity, and atomic diffusion 
measurements on glass forming alloys. 
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Abstract 
Thermo-physical properties of two bulk metallic glass forming alloys, TiJ4Zrll CU47Nig 

(VIT 101) and Zrs7NbsNi12.6A1lOCU1S.4 (VIT 106), were investigated in the stable and 
undercooled melt. Our investigation focused on measurements of the specific heat in the stable 
and undercooled liquid using the method of AC modulation calorimetry [1,2] . The VIT 106 
exhibited a maximum undercooling of 140 K in free radiative cooling. Specific heat 
measurements could be performed in stable melt down to an undercooling of 80 K. Analysis of 
the specific heat data indicate an anomaly near the equilibrium liquidus temperature. This 
anomaly is also observed in the temperature dependencies of the external relaxation time, the 
specific volume, and the surface tension; it is tentatively attributed to a phase separation in the 
liquid state. The VIT 101 specimen exhibited a small undercooling of about 50 K. Specific heat 
measurements were performed in the stable and undercooled melt. These various results will be 
combined with ground based work such as the measurement of T -T -T curves in the electrostatic 
levitator and low temperature viscosity and specific heat measurements for modeling the 
nucleation kinetics of these alloys. 

Objectives 
The primary scientific objective of the experiments conducted in the MSL-l spacelab 

mission was the measurement of the specific heat capacity in the stable and undercooled liquid of 
the two bulk metallic glass forming alloys 

Ti34ZrllCu47Nig 

Zrs7NbsNi I2.6A1 1oCu lS.4 

VIT 101 

VIT 106 

From the free temperature decay of the specimen between bias temperature Tl and T2, the 
rate of radiative heat loss was measured from which the total hemispherical emrnisivity of the 
specimen as function of temperature can be inferred if the specific heat is known. Furthermore, 
the method of AC modulation calorimetry employed for the measurement of the specific heat 
allows the determination of the effective thermal conductivity of the liquid alloy. In cooperation 
with different scientific groups participating in the TEMPUS experiment on MSL-1, it was also 
planned to share these specimens for the measurement of the temperature dependencies of 
specific volume, surface tension, and viscosity. 
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Background 
In recent years, bulk metallic glass forming alloys, which can be produced with 

dimensions relevant for their use as structural materials, have attracted considerable attention. 
This is in part due to their improved mechanical properties, such as increased tensile strength, 
hardness, and corrosion resistance, making these materials interesting candidates for engineering 
applications. On the other hand, the exceptional stability of these materials in the metastable 
undercooled melt makes the undercooled liquid amenable to physical investigations not possible 
before. The formation of metallic glasses by cooling the liquid alloy from temperatures well 
above the equilibrium melting point depends critically on the cooling rate, or equivalently on the 
stability of undercooled melt with regard to crystallization. Following classical nucleation theory, 
the nucleation rate is determined by kinetic factors such as the viscosity, expressing the mobility 
of atoms or groups of atoms, and by thermodynamic factors, expressing the driving force for the 
formation of a crystalline nucleus in the melt. The latter is composed of a surface energy term 
and the difference in the Gibbs free energy between the undercooled liquid and the competing 
crystalline phase. The Gibbs free energy difference can be obtained from measurements of the 
specific heat capacity, in the metastable liquid and crystalline phase, and the heat of fusion. 
Combining the specific heat and viscosity data with measurements of the nucleation kinetics, 
such as T -T -T curves, can serve to model nucleation kinetics. Thus, differences in the nucleation 
kinetics and glass forming ability of different alloy compositions may be systematically assessed. 
Investigations of the nucleation kinetics of these alloys have been performed in a ground based 
program with the electrostatic levitator (ESL) . These experiments also allow the determination of 
the ratio of the specific heat to the total hemispherical emissivity. 

Methods of data acquisition and analysis 

Measurements of the specific heat capacity were performed on 8 mm diameter specimens 
with the containerless electromagnetic processing device TEMPUS. Specimens are positioned by 
an radio-frequency (rf) electromagnetic quadrapole field and heated by a dipole field. 
Containerless conditions are required to avoid heterogeneous nucleation of the undercooled melt 
by contact of the specimen with container walls. Furthermore, heating due to the strong 
levitation forces required for containerless electromagnetic processing would not allow one to 
perform these experiments under clean ultrahigh vacuum conditions in a I-g environment. 

The heat capacity of the specimen is determined by AC modulation calorimetry. In short, 
the heating power input to specimen at bias temperature To is sinusoidally modulated at 
frequency co. This results in a temperature response at CO with amplitude .1 T mod such that .1 T m / To 
« 1, with cp given by: 

P mod is the amplitude of modulated power component. f( co, t t' 't 2) is a correction function 
accounting for the finite thermal conductivity, with internal relaxation time 't 2, and heat loss , 
with external relaxation time 'tt . Due to the typically large difference in the external and internal 
relaxation times for metallic specimens, there is a frequency where.1 T mode co) is frequency 
independent, characterizing the isothermal regime with 1 - f(co,'tl''tz) < 10.2 • Experimentally, this 
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regime can be identified by a phase shift of 90° between the heater current modulation and the 
temperature response. Calibration of P mod is performed by application AC modulation calorimetry 
to the crystalline phase with known specific heat. The temperature dependence of the calorimeter 
constant thus obtained can be determined from measurement of the specific volume and the 
resistivity, as obtained from the current and voltage data from the rf-generator. Fig. 1 shows a 
typical experimental run with the VIT 106 alloy depicting melting and overheating (1), rapid 
cooling into the undercooled melt (2), and performing AC modulation calorimetry (3). The 
sample subsequently recalesces (4), possibly into a metastable crystalline phase. 
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Fig. 1. Typical MSL-1 experiment with VIT 106 

Determination of !J. T mod is performed by application of a baseline drift correction, with 

external relaxation time 't I' and subsequent Fourier analysis, as shown in Fig.2. The frequency 
components at 1.2 and 1.5 Hz are due to harmonic motions of the specimen in the potential well 
of the positioning field and do not represent true temperature variation. Alternatively, a FFf low 
pass filter is applied to the raw signal and a running average over modulation cycles is 
performed. The two methods agree within the statistical error of the running average, typically to 
within 0.1 K. As such, with !J.T mod ~ 3 K, a relative error in cp determination of < 4% is obtained. 
From a step function change in the heating power input, 't I can also be determined from the 
transient behavior of the modulation signal. The data shown in Fig. 3 can be very well 
represented by a single exponential fit as expected for transients with a small temperature 
difference. 
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Flight results compared with ground results 

Fig. 4 shows results for the external relaxation time 't1 obtained in the flight experiment 
for VIT 106 together with similar values obtained in the ESL. The good agreement between these 
values demonstrates the consistency of the experimental approach. The solid line represents a T 3 
scaling of'tl for constant specific heat capacity. As such, the deviation of the experimental data 
from this scaling reflects the strong increase of the specific heat with decreasing temperature for 
the undercooled melt. Furthermore, a singular point near Tl is observed suggesting an unusual 
behavior in cpo Further evidence is provided in Fig. 5, with values of the specific heat from AC 
modulation calorimetry normalized to the heater coupling coefficient. The temperature 
dependence of the coupling coefficient has not yet been taken into account. Nonetheless, the 
anomaly exhibited in the external relaxation time is also present in the specific heat in the same 
temperature range. Furthermore, the temperature dependence of the specific volume also appears 
to change in this temperature range. This behavior is suggestive of a phase separation just above 
the liquidus temperature. In order to test this hypothesis further, laboratory experiments to 
analyze the solidification microstructure after rapidly quenching the liquid from different 
temperatures are under way. AC modulation calorimetry could be performed for this alloy up to 
an undercooling of 70 K. The agreement of data points at similar temperatures is very good and 
demonstrates the precision of this method. 
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Fig. 4. External relaxation time as a function of temperature for VIT 106 
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Fig 5. Specific heat capacity of VIT 106 normalized to heater coupling coefficient Gw 

As compared to ESL ground based experiments where undercooling of over 200 K could 
be obtained, the VIT 101 flight specimen showed only an undercooling of 45 K, which is 
attributed to the presence of minor impurities. Specific heat capacity data in the stable melt and 
the slightly undercooled melt were obtained. It should be pointed out that no anomaly in 't l or c

p 

similar to VIT 106 could be observed. The same holds for the measurements performed by the 
Fecht group on two bulk glass forming alloys of different composition. 

Other ground based work includes analysis of solidification microstructure and phase 
selection in the flight specimen (VIT 101) solidified from the undercooled liquid under mg 
conditions. Comparison will be made with a I-g reference specimen, as well with those phases 
crystallizing at high undercooling by heating the glass into the undercooled melt. Results of an 
electron microprobe analysis are shown in Table 1, exhibiting two phases of almost 
complementary composition in (ZrTi) z 50 at% and (NiCu) z 50 at%. We will further identify 
the structure of these phases and investigate the dependence of their formation on impurity 
levels. 
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Tab. 1 EDX spot analysis of Ti34ZrllCu47Nig (VIT 101) flight specimen 

Phase Zr at% Ti at% Ni at% Cu at% 

1 7.45 36 12.97 36.42 

2 18.99 22.44 8.12 50.44 

3 3.27 47.44 3.05 46.24 

Conclusions 

The specific heat capacity of two glass forming metallic alloys was measured by AC 
modulation calorimetry in the stable and undercooled (for VIT 106) melt. The temperature 
dependence of the specific heat as well of the external relaxation time and the specific volume 
appear to exhibit an anomaly tentatively identified as phase separation in the liquid. This would 
constitute an important finding as phase separation is suggested to occur frequently in glass 
forming metallic melts. However, with a few exceptions, experimental evidence of this is rare. 
Further work will include investigation of the phase selection in these alloys as well as viscosity 
measurements at high undercooling. These data can be combined with high temperature viscosity 
data and undercooling experiments with the ESL to model the nucleation kinetics in these alloys. 
Future perspectives also include the implementation of AC modulation calorimetry in the ESL. 
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In the ongoing efforts to produce higher quality semiconductor materials, there is a 
continuous search for ways to consistently make materials with fewer defects. Thus, 
improvements in the understanding of how and why defects form would be extremely 
beneficial. This research examined one of the factors believed to affect dislocation formation 
during the growth of semiconductor crystals. 

During directional solidification of semiconductor crystals, dislocations propagate from the 
existing crystal to the growing crystal at the melt/solid interface and from the solid/crucible 
surface into the growing crystal. Modeling efforts have shown that the interaction between 
the crucible wall and the sample in the region of the melt/solid interface has a significant effect 
on dislocation formation. Previous experimentation in micro gravity has shown that when the 
melt is not in contact with the wall of the crucible, the resulting crystal will have a lower 
dislocation density. It is hypothesized that the increased ability of the crystal to relieve 
stresses is responsible for the lower dislocation density. The research done under the current 
ground-based funding will help to prepare for future space flight investigations of the effect of 
forced contact versus detachment of the melt from the crucible wall on dislocation structure 
during directional solidification of semiconductor crystals. The current research also involved 
characterization of a spring that would be necessary for maintaining melt/crucible contact 
during future flight experimentation. 

Background 

Dislocations are one of the primary defects found in semiconductors. Dislocations can result 
in semiconductor crystals for a variety of reasons. Two of the main reasons are (1) 
propagation from the seed crystal, and (2) shear strains due to mechanical or thermal stresses!. 

One approach to reducing the dislocation density has been to dope the material such that the 
critical resolved shear stress (CRSS) is increased so that the applied stress will not exceed the 
slip threshold2

-
6

. An alternate approach to reducing the dislocation density would involve 
decreasing the applied thermal stress. Stresses in crystals grown by the Czochralski method 
have been studied7-!2. Rosch and Carlson5 summarize the results of these studies by stating 
that for crystals smaller than one diameter in height, a significant amount of stress is located 
near the solid-liquid interface and near the seed crystal. For crystals longer than 2 diameters, 
all of the significant stress is found at the interface. Also, the stress is higher near curved 
rather than flat interfaces. Significant amounts of stress found at the perimeter and center of 
the interface will cause more dislocations to form in these regions, while fewer dislocations 
form in the intervening region. Experimental results agree with the modeling efforts; reducing 
the thermal stress resulted in a crystal with a lower dislocation density. 
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The third possible approach to reducing the dislocation density is to reduce the applied 
mechanical stress. There are various potential sources of applied mechanical stress for a 
crystal grown using the vertical Bridgman method in which the melt is in contact with the 
crucible. The first source is at the location of the melt-solid interface. Semiconductors 
expand upon solidification. Thus, if the melt is in contact with the crucible when it solidifies, 
the crystal will be constrained by the crucible. This results in a compressive stress on the 
crystal. This mechanical stress may be removed by processing in micro gravity where the melt 
may form a free surface such that the melt is not in contact with the crucible wall at the melt­
solid interface. If the melt is not in contact with the crucible wall, the solidifying crystal is free 
to expand without experiencing the compressive stress due to the crucible. 

The second source of mechanical stress from the crucible occurs in cases where the crucible 
contracts more than the crystal upon cooling. In this case, the crucible applies a compressive 
stress to the crystal. If, on the other hand, the crystal contracts more than the crucible, the 
crystal may stick to the crucible, partially stick, or detach from the crucible wall. Rosch and 
Carlson5 computed stress fields in GaAs during vertical Bridgman growth. They found that 
the crystal-crucible interaction was the most important parameter in determining dislocation 
generation. This source of mechanical stress has been minimized in the proposed experiments 
through the use of a pyrolytic boron nitride (PBN) crucible. The germanium crystal will 
contract more than the PBN crucible upon cooling. 

In ground based experiments, the melt will remain in contact with the crucible wall due to the 
pressure of the hydrostatic head during vertical Bridgman crystal growth. One method which 
eliminates contact with a crucible is float-zone crystal growth. In this method, the melt is held 
in place, in opposition to gravity, between two ends of a rod by surface tension. This limits 
the diameter of the crystals that can be grown to a few mm13

. Vertical Bridgman growth can 
be used to grow much larger crystals. 

Hypothesis 

It is hypothesized that during crystal growth in micro gravity a free surface may form on the 
surface of the melt. If the free surface forms in the region of the melt-solid interface, the 
defect concentration in the resulting crystal is expected to be reduced from that found in a 
crystal grown with forced contact with the crucible. 

Objective 

The objective of the proposed research is to comprehensively study the effect of free surface 
formation on the dislocation density of directionally solidified doped semiconductor crystals 
and to correlate these results with appropriate numerical modeling efforts. 

Justification for Microgravity Research 

Traditionally, solidification experiments have been done in micro gravity due to the significant 
reduction in buoyancy driven convection that can be achieved in this environment. In this 
research, it is the desire to form a free surface in the region of the melt/solid interface that 
necessitates a micro gravity environment. In a I-g environment, the hydrostatic pressure of the 
melt is sufficient to keep the melt in contact with the wall of the crucible during vertical 
Bridgman crystal growth. In micro gravity, the pressure on the melt is reduced or eliminated 
depending on the orientation of the acceleration vector. This can lead to the formation ofa 
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free surface on the melt. Ideally, this free surface will form in the region of the melt-solid 
interface and thus provide a crystal in which to study the effect of the free surface on defect 
formation. 

Microgravity is necessary to investigate the case of a melt detached from the crucible wall. If 
this program is selected for flight in the future, two types of experiments are proposed to be 
done in micro gravity. One type of experiments would employ a spring to prevent the 
formation of a free surface on the melt and one would, hopefully, result in the formation of a 
free surface at the solidification interface. 

Experimental Plan 

The current ground based research was designed to determine knowledge that would be 
necessary for future micro gravity experiments. The characterization methods to be used on 
the samples were developed, including an etch pit density technique for determining the 
dislocation density in germanium and gallium arsenide samples. 

Gallium doped germanium (GaiGe) crystals are being grown using the vertical Bridgman 
technique. Crystals grown in contact with a PBN crucible and grown with a boric oxide 
encapsulant are being examined to determine the effect of the encapsulant on the resulting 
dislocation density. It was hypothesized that the use of an encapsulant would allow the 
crystal to relieve stresses similarly to the case of a detached melt. 

Numerical simulations are being performed by the Computational Materials Laboratory at 
NASA Lewis Research Center and Florida Atlantic University. The dislocation density 
predictions generated from the numerical simulations will be compared to the experimental 
results. 

PBN (pyrolytic boron nitride) leaf springs have been used in previous GaAs crystal growth 
experiments in micro gravity (GTE Get Away Special14 and United States Microgravity 
Laboratory I and 215

) to insure that the melt remained in contact with the container. As part 
of the current ground-based program, a statistically sound design of experiments was 
developed for determining the spring constant ofa stack ofPBN leaf springs. The 
experiments have been completed and analysis of the results is in progress. A fully quadratic 
empirical model will be developed in terms of the leaf radius, width, height, and the number of 
leaves in the stack. This will enable the prediction of the force applied on the melt from a 
stack ofleaf springs of a given size. In addition, a theoretical model will be compared to the 
empirical model. 

The theoretical model for a portion of a cylinder that is simply supported at both ends with a 
line force applied at the center was needed. Exact solutions are known for the deflection of a 
flat plate and a half cylinder which are simply supported at opposite sides with a line force 
applied at the center. Solutions to these and many other cases may be found in Young16 and 
Timoshenko and Woinowsky-Krieger17

. However, the intermediate case of just a portion ofa 
cylinder is not available in the literature. This intermediate case was solved for an exact 
solution and an overview of the derivation is included here. 
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From a cylinder of radius, r, a section is cut having a width, w, a depth, b, and a thickness, h, 
as shown in Figure 1. A coordinate system defined in terms of c and y with the origin at the 
center of the cylinder is also shown in Figure lea). Figure 2 shows, in 2 dimensions, the force, 
P, applied at the center of the cylindrical section which is simply supported at the edges. Also 
shown is the coordinate x which is the perpendicular distance from the edge of the section of 
interest to the applied force. 

(b) Cylindrical section 

(a) End view of cylinder 

Figure 1. (a) End view of cylinder showing radius, r, and width, w. Also shown is c-y 
coordinate system. (b) Cylindrical section showing width, w, depth, b, and thickness, h. 

From the equation of a circle, 

y = .Jr2 _c2 

Taking the derivative with respect to c gives 
-c 

y' = --;=== 
.Jr2-c2 

and then 
2 2 

1 + (y') 2 = 1 + 2 C 2 = 2 r 2 
r -c r-c 

In general, the arc length, I, of any curve f(x) from x=a to x=b is given by Rade and 
Westergren18 to be 

b 

1= f ~1 + f'{xf dx 
a 

so for the cylindrical section, the arc length, a(x) , from c = - W to c = - W + x is 
2 2 

a(x) = 

w 
c=--+ x 

2 f r dc 
w .Jr2 - c 2 

c= - -
2 

Integrating equation (5) gives the arclength at any point along the section as 

354 

(1) 

(2) 

(3) 

(4) 

(5) 



Considering only one half of the section, since it is symmetrical about the centerline, 
evaluating equation (6) gives 
antin = 0 (7) 
when x = o and 

a max = r arcSin(~) (8) 

w 
when x=- , 

2 

Rearranging equation (6) to find x(a) gives the perpendicular distance to any point point on 
the cylindrical section from the plane of the applied force as 

x(a) ~ ~ {W+2rsm[;-arcsm(;)]} (9) 

The momentum, M , at any point along the cylindrical section is 

M ~ : x ~ : {w+ 2rSin[: - arcsm(;)]} (10) 

Castigliano ' s Theorem19 states that, in general, the deflection, d, is the partail derivative of 
energy with respect to the applied force, 

d= 8U (11) 
8P 

where U is the energy and 

1 f 2 U bending = -- M dL 
2E1 L 

(12) 

where L is the length of interest, E is the modulus, and I is the moment of inertia. 

Considering the arclength for one half of the cylindrical section as the length of interest and 
then adding the 2 halves to get the total energy gives 

1 a_ 

U = - f A1 2 da (13) 
E1 

amU. 

Substituting equations (7), (8), and (10) into equation (13) gives 

r arcsin ( ~ ) 2 

U = _1 f 2r ~{W+2rSin[!!:.--arcsin(~)]} da 
E1 0 16 r 2r 

(14) 

Integrating equation (14) gives 

U ~ 1~~ {--4rw+ 2rw~4 - :: + 2r' arcsm(;) + w' arcsm(;) -r ' Sin[ 2arcSin(;) ]}(lS) 
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Substituting equation (15) into equation (11) and taking the partial derivative with respect to 
the applied force gives the deflection 

Pr { ~ 2 • (w) 2 • (w) 2 ' [ • (w)]} d = 8El -4rw+2rwV4-7 +2r arcsill 2r +w arCSill 2r -r Sill 2arcsill 2r (16) 

Equation (16) is the deflection for any cylindrical section of width, w, and radius, r, which is 
simply supported at opposite edges with a force, P, applied along the centerline. 

For dimensions such that the thickness of the section is much smaller that the width, the 
moment of inertia for a rectangular beam (see for example Beer and Johnston20

) is 

1=_1 bh 3 

12 

Substituting equation (17) into equation (16) gives 

(17) 

d = 2~~' {-4rw+2rw~4 - ;: +Zr'wcsm(; ) + w' wcsm(;) -r' sm[zarcsm(;) ]}(18) 
Applying this result to PBN leaf springs, for anyone leaf spring, the spring constant, k, is 
given by 

k= P 
d 

(19) 

where d is given by equation (18). For a stack ofleaves, the deflection of the stack is the sum 
of the deflections of the individual springs. Thus, the spring constant of the stack is 

P 
k stack = nd 

From this, a prediction of the spring constant was made for each set of experimental 
conditions in the DOE. 

Value of Research 

(20) 

The knowledge gained from the current ground-based experiments will be useful when 
ampoules are designed for space station era experiments in micro gravity. In addition, the 
ability to predict the force of a stack of PBN leaf springs makes the potential use of this type 
of spring much greater for many other applications. The knowledge gained from future flight 
experiments combined with a vigorous modeling effort is expected to contribute significantly 
to the understanding of how and why dislocations form during the growth of semiconductors. 
This information will be useful to ground-based research efforts that are trying to reduce the 
number of defects in semiconductor crystals. 

Dislocations are detrimental to the performance of semiconductors in device applications. 
Optical properties13

, hardness21
-
23

, and electrical properties such as electron mobility4 are 
sensitive to the dislocation density in semiconductors. This study should result in a significant 
improvement in the understanding of dislocation formation during semiconductor crystal 
growth due to an applied mechanical stress. This knowledge could be used to improve 
terrestrial processes so that they can consistently produce single crystal semiconductors with 
fewer defects . 
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ROLE OF DY A fIC UCLEATION AT MOVI G BOUNDARIES 
IN PHASE AND MICROSTRUCTURE SELECTION 

Alain Karma, Department of Physics , ortheastern University, Boston, MA 02115 , and Rohit 
Trivedi , Ames Laboratory of the Department of Energy and Department of Materials Science 
and Engineering, Iowa State University, Ames , Iowa, 50011 

INTRODUCTIO 

Solidification microstructures that form under steady-state growth conditions (cells, den­
drites , regular eutectics, etc .) are reasonably well understood in comparison to other, more 
complex microstructures , which form under intrinsically non-steady-state growth conditions 
due to the competition between the nucleation and growth of several phases. Some important 
practical examples in this latter class include microstructures forming in peritectic systems [1], 
in highly undercooled droplets [2], and in strip cast stainless steels [3]. Prediction of phase 
and microstructure selection in these systems has been traditionally based on (i) heteroge­
neous nucleation on a static interface, and (ii) comparing the relative growth rate of different 
phase/microstructures under steady-state growth conditions. The formation of new phases, 
however, occurs via nucleation on, or ahead of, a moving boundary. In addition, the actual 
selection process is controlled by a complex interaction between the nucleation process and 
the growth competition between the nuclei and the pre-existing phase under non-steady-state 
conditions. As a result , it is often difficult to predict which microstructure will form and which 
phases will be selected under prescribed processing conditions. 

This research addresses this critical role of nucleation at moving boundaries in the selection 
of phases and solidification microstructures through quantitative experiments and numerical 
modeling in peritectic systems. In order to create a well characterized system in which to 
study this problem, we focus on the directional solidification of hypo- and hyper-peritectic 
a lloys in the two-phase region , imposing a large enough ratio of temperature gradient/ growth 
rate (G /Vp) to suppress the morphological instability of both the parent (ex) and peritectic ((3) 
phases, i.e. each phase alone would grow as a planar front. Our combined experimental and 
theoretical results show that , already in this simplified case, the growth competition of these 
two phases leads to a rich variety of microstructures that depend sensitively upon the relative 
importance of nucleation , diffusion , and convection [4 , 5, 6, 7]. 

GROU D BASED EXPERIMENTS 
A set of systematic experiments was carried out to characterize the formation of microstruc­

tures in the Sn-Cd. These experiments exploit a new experimental technique developed [4] to 
directionally solidify several samples simultaneously in capillary tubes with a range of diame­
ters from 0.2 mm to 6 mm , which allows one to systematically reduce and study the effect of 
convection. The most significant results are the following. 
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(1) In the hyperperitectic region , an oscillating structure with seemingly distinct isolated bands 
was observed. This structure has been widely reported in the' li terature at large G IVp ratio 
(see [6] and references to earlier work therein). 8uccessi ve polishing of the sam pIes, however, 
revealed that this structure is actually made up of two continuous interconnected phases in 
three dimensions. In particular , the microstructure consists of a large tree-like domain of 
primary a phase that is embedded inside the peritectic {3 phase (Fig. 1a). This result is 
important in that it shows that the widely observed structure is not made up of discrete bands 
and , hence, is not controlled by nucleation after t he first {3 band is formed. 
(2) This tree-like structure was found to disappear as the sample diameter was reduced , which 
demonstrates that this structure is the result of the convection present in the bulk liquid. In 
the hyperperitectic region, only a single a to {3 transition is observed (Fig. 1b) in a sample of 
0.6 mm diameter where convection is suppressed, as predicted by the diffusive model. 
(3) In t he same 0.6 mm diameter sample where convection is suppressed , bands (Fig. 2) that 
grow by repeated nucleation of the primary and peritectic phases, were observed in a window of 
composition inside the hypoperitectic region . This result is the first experimental confirmation 
of the existence of nucleation-controlled discrete, as opposed to continuous, band formation in 
a purely diffusive regime, which had been theoretically predicted but not observed [8]. 
(4) The microstructure in the diffusive regime is not unique (Fig. 2) and seems to depend in 
a complex way on the growth conditions and the nucleation undercoolings of the two phases. 
In 0.6 mm diameter samples, discrete bands were consistently observed with a large spacing 
on the order of one mm that is consistent with the prediction of the diffusive model. This 
spacing, however , was irregular, indicating that the nucleation undercoolings of the two phases 
can themselves vary in the course of the experiment , most likely due to spatial variations 
in heterogeneous sites along the sample walls. In 0.4 mm diameter samples , we observed 
discrete bands that spanned the cross-section either fully or partially leading to the formation 
of "islands" of the peritectic phase. In addition , coupled growth structures were observed. 

MODELING 
umerical modeling studies were carried out to understand the ongm of the different 

microstructures observed in the convective and diffusive regimes as a function of sample size, 
composition , and nucleation undercoolings. 

A model of convection was developed [5] which shows that the oscillatory microstructures 
observed in experiments in the hyperperitectic region form due to the presence of oscillat­
ing convection in the melt . In this study, t he avier-8tokes equations in the Boussinesq 
approximation and the heat and solute t ransport equations are solved numerically inside a 
two-dimensional rectangular cavity with both horizontal and vertical temperature gradients. 
These equations are wri tten in a coordinate system that is fixed with respect to the uniformly 
moving solid-liquid int rface. The solid-liquid interface is assumed to remain planar. This 
assumption renders the computations tractable and makes it possible to captures the main 
effect of convection on the oscillating microstructures. Numerical calculations were carried out 
for condi t ions characteristic of solidification for 8n-1.3 wt% Cd at a growth rate of 3 }.Lm/s in 
t ubes of inner diameter ranging from 0.6 mm to 6.0 mm. The microstructure for a 0.6 mm 
diameter is diffusion controlled with a sharp transition from a to {3 (Fig. 1d). In contrast , for 
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a b) c 

Figure 1: Experimental (a and b) and numerically calculated (c and d) microstructures for a Sn-1.3 
wt%Cd alloy for tube diameters d = 6 mm (a and c), and d = 0.6 mm (b and d), Vp = 3p,m/s and 
G = 13.5 K/mm. 

Figure 2: Experimental micrographs showing the variety of possible microstructures in a purely 
diffusive regime: discrete bands (left, d = 0.6 mm, Co = 0.9 wt% Cd, Vp = 3p,m/s, G = 23 K/mm) , 
islands (middle, d = 1 mm, Co = 0.75 wt% Cd, Vp = 4p,m/s, G = 23 K/mm), and coupled growth 
(right, d = 2 mm, Co = 0.1.3 wt% Cd, Vp = Ip,m/s, G = 13.5 K/mm). 
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a 6 mm diameter the convective flow drives an oscillating concentration profile at the interface , 
which gives rise to an oscillatory coupled growth of the two phases . This oscillatory growth , 
in turn, generates a tree-like microstructure (Fig. Ic) that is in good qualitative agreement 
with the experimentally observed one (Fig. Ia). 
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Figure 3: Left : Phase-field model simulated microstructures for GDj(VlmQI6C) = 1.116 and (a) 
6T~ = 0.135, 6T~ = 0.0438 , LjlD = 0.512, 'l}j3 = 0.125 , (b) 6T~ = 0.174, 6T~ = 0.0563, LjlD = 

0.512, 'l} j3 = 0.125, (c) 6T~ = 0.0250, L jlD = 0.512 , 'l} j3 = 0.05, (d) 6T~ = 0.0312, LjlD = 0.512, 'l}j3 = 

0.075, (e) 6T~ = 0.0193, 6T~ = 0.0312, L jlD = 0.128, 'l} j3 = 0.437. Right: morphology diagram as a 
funct ion of system size and volume fraction of the ,6-phase for two different nucleation undercoolings: 
(a) 6T~ = 0.0312 and (b) 6T~ = 0.0250. Here 6.T,// == 6.T,// j(lmQI(Cp - CQ)) where CQ and 
Cp are the equilibrium composition in a and liquid phases at the peritectic temperature, 'l} j3 is the 
volume fraction of the ,6 phase defined by TJ(3 C(3 + (1 - TJ(3 )CQ = Co , and ID = D jVp. 

The microstructure in the diffusive regime was investigated by numerical simulation of 
a fully dynamical phase-field model of peritectic solidification for a generic peritectic phase 
diagram [7J. The equations of the model were simulated in a rectangular geometry and the 
microstructure was studied at fixed G /Vp ratio as a function of the width, L, of the sample 
(analogous to t he sample diameter d in t he experiments) , the composition Co inside the hy­
poperitectic region , measured here in terms of the equilibrium volume fraction of the peritectic 
phase T} j3, and the nucleation undercoolings 6.T~ and 6.T~ . 

Th simulation results summarized in Fig. 3 show that , below a minimum sample size, L m in , 

discrete bands of t he peritectic phase only fill the sample partially, thereby forming "islands" 
of this phase, whereas above this minimum they span its entire cross-section. The existence of 
this minimum size can be understood by noting that partial bands should be formed when the 
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time for the excess solute rej ected by the parent phase to diffuse across the sample is shorter 
than the time for the peritectic phase to spread across the sample. Since these two times are 
proportional to rv L2 I D and LIV!, respectively, where V! is the lateral spreading velocity of 
the peritectic phase on the parent phase, equating them yields the estimate Lmin rv D IV!. 

This estimate contains only one part of the physical mechanism that controls the transition 
from islands to bands. In particular , our numerical results show that Lmin is a function of 
composition (dashed line in Fig. 3) and becomes infinite at a critical composition, which 
decreases with increasing nucleation undercooling of the peritectic phase. Below this critical 
composition f3 islands for.m no matter how wide is the sample. The existence of this critical 
composition can be understood qualitatively by noting that mass conservation implies that 
the f3 phase acts as an 'impurity sink' that depletes the boundary layer of solute ahead of 
the growing a-phase at a rate proportional to 1 - TJ/3 . Hence, for TJ/3 sufficiently small, this 
sink effect can become large enough to overcome the driving force for the f3-phase to spread 
laterally independently of the sample size. 

When the parent phase renucleates on the peritectic phase, it covers it completely only if 
the sample is smaller than some maximum width Lmax. For L > Lmax, the parent phase only 
partially fills the sample and the f3 phase grows continuously after the first band. In contrast 
to Lmin , which decreases with nucleation undercooling of the peritectic phase, Lmax increases 
with nucleation undercooling of the parent phase. This finding can also be explained semi­
quantitatively by comparing the time rv L IVsQ for the a -phase to spread across the sample 
to the time rv D IVp2 for the temperature of the a -liquid interface to fall below the peritectic 
temperature, which yields the estimate Lmax rv D~Q IVp2. The fact that VsQ increases with 
6.T'N explains our numerical finding that Lmax increases with the same quantity. 

These results demonstrate that when only a single nucleus is allowed to form on the sample 
walls , discrete band formation in a diffusive regime is only possible over a finite range of 
system sizes Lmin < L < Lmax and a fini te range of hypoperitectic composit ions. Moreover, 
these ranges depend crucially on the nucleation undercoolings of the two phases. These results 
also show that other structures than discrete bands can form, which include discrete islands of 
the f3 and a phases for certain ranges of nucleation undercoolings and L < Lmin and L > Lmax , 
respectively, as well as more chaotic microstructures. 

EED FOR MICROGRAVITY AND FUT RE DIRECTIONS 

Our results demonstrate unambiguously that convection is playing an especially important 
role in peritectic systems alloys in comparison to other solidification systems. For example, 
the basic morphology of cellular, dendritic, or eutectic microstructures is typically influenced 
quantitatively, but not destroyed by convection. In contrast, here, convection has a stronger 
role in that it prevents the formation of nucleation-controlled discrete bands and other more 
complex microstructure , and leads instead to the continuous growth of oscillating tree-like 
structures. This is a consequence of the fact that the formation of this class of microstructures 
is controlled by a delicate competition between growth and nucleation, which is very sensit ive 
to local variations in composition. Thus, future experiments conducted in a microgravity 
environment will be critically needed to test the microstructural predictions of the diffusive 
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models in large amples . 
The phase-field model results so far agree qualitatively with the experiments in that the 

the microstructure that form in a diffusive regime depends sensitively on the sample width. A 
detailed experimental study, however , is now needed to test the model predictions . In addition, 
the simulation have provided an understanding of the different microstructures that can form 
in a diffusive regime when only a single nucleus of the new phase is allowed to spread from the 
walls of the sample. While this restriction is applicable to narrow samples, it is not realistic 
for wide samples where multiple nuclei can spread simultaneously. Phase-field simulations will 
be extended to model the formation of microstructures resulting from (i) multiple nucleation 
events as a function of the composit ion and the nucleation undercoolings , and (ii) a smaller 
G /Vp ratio where one or both phases become morphologically unstable. 

For a large G /Vp ratio, we expect that there should exist a range of nucleation undercool­
ings where alternate discrete layers of the two phases can form over the entire sample width. 
In particular , this banded microstructure should form if the mean spacing between ,6-nuclei is 
larger than L m in , and the mean spacing between a-nuclei is smaller than Lmax . More com­
plex microstructures that involve the stochastic formation of islands of one phase should be 
expected to form for other conditions. For a smaller G /Vp ratio , the simultaneous presence of 
morphological instability and nucleation of one or both phases should lead to the formation of 
an even richer clas of microstructures that largely remain to be explored . 
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Effect of Marangoni Convection Generated by Voids on 
Segregation during Low-G and I-G Solidification 

M. Kassemil, A. Fripp2, N. Rashidnial , and H. de Groh3, INCMR, NASA LeRC, Cleveland OH, 
2NASA LaRC, Hampton, VA, 3NASA LeRC, Cleveland OH 

1. Introduction and Objective 
Solidification experiments, especially micro gravity solidification experiments are often hampered 
by the evolution of unwanted voids or bubbles in the melt. Although these voids and/or bubbles 
are highly undesirable, there are currently no effective means of preventing their formation or 
eliminating their adverse effects, particularly, during low-g experiments. Marangoni Convection 
caused by these voids can drastically change the transport processes in the melt and, therefore, in­
troduce enormous difficulties in interpreting the results of the space investigations. Recent micro­
gravity experiments by Matthiesen (Study of Dopant Segregation Behavior During the Growth of 
GaAs in Microgravity, 1994), Andrews (Coupled Growth in Aluminum-Indium HyperMonotec­
tics, 1997) and Fripp (Lead-Tin-Telluride, Growth in a Low-G Environment, 1997) are all good 
examples of how the presence of voids and bubbles affect the outcome of costly space experi­
ments and significantly increase the level of difficulty in interpreting their results. 

In this work we examine mixing caused by Marangoni convection generated by voids and bubbles 
in the melt during both I-g and low-g solidification experiments. The objective of the research is 
to perform a detailed and comprehensive combined numerical-experimental study of Marangoni 
convection caused by voids during the solidification process and to show how it can affect segre­
gation and growth conditions by modifying the flow, temperature, and species concentration fields 
in the melt. 

While Marangoni convection generated by bubbles and voids in the melt can lead to rapid mixing 
that would negate the benefits of micro gravity processing, it could be exploited in some terrestial 
processing to ensure effective communication between a melt/solid interface and a gas phase sto­
ichiometry control zone. Thus we hope that this study will not only aid us in interpreting the re­
sults of micro gravity solidification experiments hampered by voids and bubbles but to guide us in 
devising possible means of minimizing the adverse effects of Marangoni convection in future 
space experiments or of exploiting its beneficial mixing features in ground-based solidification. 

2. Background and Microgravity Relevance 

The results of the PbSnTe solidification experiment on USMP3 (Fripp, 1997) together with the 
preliminary numerical simulations of thermocapillary convection generated by bubbles in both Ig 
and low-g environments (Kassemi and Rashidnia, 1996 and 1997) are good examples of how cre­
ation of voids or bubbles in the melt during the solidification process can affect the outcome of 
costly space experiments. 

2.1 Lead-Tin-Telluride Low-G Growth Experiment 

In the Lead-Tin-Telluride low-g growth experiment, crystals were grown using the Bridgman 
technique in AADSF facility. During the flight, three separate crystals were processed in a single, 

365 



Figure 1. CAT Images of Void Formation in The 
Three Lead-Tin-Telluride Samples. 
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Figure 2. Fripp's Experimental Composition PronJe 
for Solidification of PbSnTe in Cell #1 (Top-Heated). 
The Fully-Mixed and Diffusion-Only Theoretical 
PronJes Are Also Shown. 
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Figure 3. Fripp's Experimental Composition PronJes for Directional Solidification of PbSnTe in a) Cells #2 
(Top-Cold) and b) #3 (Horizontal). 

segmented ampoule. The crystals were grown in series, each in one of the three primary orienta­
tions with respect to the residual gravity vector. The growths were roughly analogous to 
hot-on-top, cold-on-top, and horizontal configuration. While the immediate objective of the ex­
periment was to grow PbSnTe and establish its fundamental growth properties, another, more im­
portant objective was to gain a better understanding of the mechanisms involved in the 
generalized crystal growth process, particularly those affected by gravity-driven convection 
caused by temperature and/or solutal gradients. 

The flight sample was retrieved from the AADSF at the Kennedy Space Center (KSC) in April 
1996. The samples were examined, still in the Inconel cartridge, with a computer aided tomogra­
phy (CAT) unit available in the KSC non-destructive test laboratory. These high voltage x-rays 
are capable of penetrating the PbSnTe samples and exposing any voids, large pits, and bubbles. 
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Figure 4. Schematic of The Test Enclosure 
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Figure 5. Bubble-Induced Thermocapillary and 
Natural Convective Flows 

The results were totally unexpected; the crystals were cratered with large voids and riddled with 
meandering channels as shown in Fig. 1. 

The primary objective of this flight experiment was to examine the effect of the direction of the 
rnicrogravity vector on the convective mixing in the liquid during directional solidification. An ex­
cellent measurable physical parameter and a sensitive monitor of mixing in the liquid is the com­
positional profile in the solidified crystal. The axial compositional profiles for cells #1 and #2 and 
#3 are given in Figs. 2 and 3 respectively. Each cell shows evidence of considerable mixing. Fig. 2 
shows the axial compositional distribution of cell #1. The anticipated spike of SnTe shows at the 
recalescence area at the left side of the plot, then the data flattens for what may be growth during 
thermal stabilization after the release of the latent heat. At 5 mrn of growth, approximately the 
length of the produced seed after the solutal diffusion time, the composition shows signs of trying 
to go to diffusion growth but not making it. At approximately 25 mrn of growth the curve closely 
approximates the fully mixed case. The axial compositional profile of the crystal in cell #2, the 
nominally hot-on-bottom orientation, follows the completely mixed curve for the first 45 mrn of 
growth (after recalescence) and then exhibits deviations (see Fig. 3) that are, as yet, unexplained. 
Similar deviations occur in the axial compositional profile of the crystal grown in cell #3, but over 
a longer section (see Fig. 3). As yet, no acceleration perturbations have been related to these com­
positional variations. Unfortunately, any differences in convective mixing due to the alignment of 
the acceleration vector were also indistinguishable due to the vigorous mixing brought about by 
Marangontconvection which is independent of orientation with respect to the gravity vector. 

2.2 Thermocapillary Convection Caused by a Bubble 

To get a preliminary assessment of Marangoni convection caused by a bubble or void in the sur­
rounding fluid consider an enclosure containing a liquid (silicone oil) with a bubble placed on the 
inside of the top wall as shown in Fig. 4. The side walls are insulated and the temperature of the 
top and bottom walls are uniformly maintained at T h and T C' respectively. Therefore, a thermally 
stratified state is established in the enclosure before the bubble is introduced. Once the bubble is 
positioned and the interface between the air and test liquid is formed, surface tension forces creat­
ed by the temperature gradient along the interface will drive a thermocapillary convective flow as 
sketched in Fig. 4. 

loG Results: Numerical simulations shown in Fig. 6 indicate that in I-g, this thermocapillary flow 
will disrupt the thermal stratification near the bubble resulting in significant temperature gradients 
near the bubble surface. As the thermocapillary convection gains strength, it will move the hot flu-

367 



(a) (b) 

Figure 6. I-G Numerical Predictions of Streamlines (a), Temperature Contours (b), and Bubble Shape for 
Ma=2440, Ra=500, Pr= 122. 

(a) (b) 

Figure 7. Low-G Numerical Predictions of Streamlines (a), Temperature Contours (b), and Bubble Shape for 
Ma=I830, Ra=O.25, Pr= 122. 

id from the top of the cavity into the colder region below the bubble, thereby, modifying the tem­
perature field in the lower section of the enclosure and resulting in horizontal temperature and 
density gradients. On earth, these density gradients will give rise to buoyancy-driven convection 
which will actually counteract the Marangoni flow. For small imposed vertical temperature differ­
ences, a steady-state condition will finally prevail where the vortices generated by the two coun­
teracting forces co-exist and deform the temperature contours near the bubble as shown in Fig 6a 
and 6b. For larger temperature differences the fluid flow and temperature fields can go through a 
series of oscillatory modes which have been discussed in Kasserni and Rashidnia (1996 and 1997) 

Low-G Results: Since, a low gravity environment is characterized by a reduced buoyancy force, 
decreased hydrostatic head, and negligible natural convection, the low-g shape of the bubble and 
the resulting thermocapillary flow and temperature fields will be also significantly different as 
shown in Fig. 7. In this case, just as in the previous situation, a vigorous thermocapillary flow is 
generated next to the bubble surface. This strong flow will drastically modify the temperature pro­
files in the enclosure. But in contrast to the terrestrial examples presented in Fig. 6, this time, a 
natural convective flow will not ensue due to the reduced buoyancy force. As a result, the recircu-
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lating thermocapillruy vortex will grow unopposed until it nearly fills the entire enclosure at 
steady-state. The streamlines of Fig. 7a clearly show that the microgravity flow pattern resembles 
a jet-like flow emanating from around the bubble and flowing downwards into the enclosure. As a 
result of this intense recirculating flow, the temperature field is greatly altered as depicted in Fig 
7b. Thus, in microgravity, the shape of the bubble, and the temperature andjluidjlow fields are all 
drastically different from their terrestrial counterparts and the unrestricted thermocapillary jlow 
fills the entire enclosure. In a typical solidification experiment, similar thermocapillruy convection 
generated by a void or bubble can easily modify the temperature and velocity fields and the segre­
gation pattern in the melt. 

3. Proposed Work 
The previous experimental and numerical results included in section 2.1 and 2.2 clearly under­
score the following facts : 

• Diffusion-Controlled growth was not possible in micro gravity solidification of lead-tin-tellu­
ride and gallium arsenide when voids formed in the melt during the solidification process. This 
has been attributed to significant levels of mixing brought about by Marangoni convection gen­
erated by the voids. 

• Preliminruy work with stationruy bubbles in a fluid with an imposed temperature gradient indi­
cates that a vigorous Marangoni flow prevails in both low-g and I-g environments. This modi­
fies the flow structure and the temperature gradients drastically. 

• The nature of convection in both I-g and low-g depends on the magnitude of the Ma number 
(dictated by void size, temperature and/or concentration gradients, melt Thermophysical prop­
erties). At high Ma numbers the thermocapillruy flow is time-dependent in both low-g and I-g 
environments and could lead to periodic symmetric and asymmetric oscillatory modes through 
interactions with buoyancy. 

• In the absence of buoyancy force, the Marangoni flow can grow unrestricted to affect the trans­
port process in the entire domain. 

• There is a serious gap in our knowledge with regard to bubble-induced steady and oscillatory 
flows and their effect on temperature and concentration fields in the melt and interface stability 
during I-g and low-g solidification. 

• Preliminruy numerical predictions indicate that the conclusions obtained from ground-based 
experiments with regard to oscillatory convection generated by bubbles and its possible effects 
on solidification cannot be directly extrapolated to predict the behavior and effect of the Ma­
rangoni flows in space and future micro gravity experiments to directly study this phenomenon 
are necessruy. 

In the context of these preliminruy findings and observations, the present research program con­
sists of two phases. The first phase has four major components: 

1. Solidification experiments with SCN to directly investigate: a) the effects of Marangoni con­
vection on the temperature, velocity, and concentration fields in the melt; and b) their impact 
on growth conditions and stability of the solidification front. 

2. Post growth characterization of the solid to determine levels of segregation and extent of 
IIllxmg. 
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3. Controlled flow and temperature visualization experiments with different grades of silicone 
oils to determine the Pr number effect which is needed for extrapolating the results of the 
SCN experiment to growth of low Pr (high conductivity) number materials e.g. metals and 
semiconductors. 

4. Development of a comprehensive numerical model and simulation of the entire solidifica­
tion process. 

The second phase of this work is concerned with space experiments and has two major compo­
nents which are as follows: 

1. Numerical simulation of recent space experiments (Fripp and Matthiessen) so that existing 
data can be re-interpreted in terms of the separate roles played by surface tension-driven 
convection and buoyancy-driven convection due to residual acceleration. 

2. Refine the experimental conditions, set-up, and procedures in order to design the appropri­
ate space experiment and define the optimum parametric space for studying the effects of 
bubbles and voids on microgravity solidification. 

4. Closure 
The study of Marangoni convection generated by voids or bubbles is not only warranted because 
of its fundamental scientific importance in understanding the behavior of fluid flow in space, but 
also because of its practical significance to solidification and materials processing experiments in 
both I-g and low-g environments. During the two phases of this research, an experimental set-up 
and procedure will be devised to study the effects of Marangoni number on the temperature veloc­
ity and concentration fields. A comprehensive numerical model will be developed and tested 
against the ground-based results. The verified numerical model will be used to simulate previous 
low-g experiments and interpret their results. The numerical model will be also used to precisely 
identify the parametric range of interest for a future microgravity investigation. Finally, based on 
the knowledge accumulated during this ground-based research, a future long duration space ex­
periment will be designed. 
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Identification of Gravity-Related Effects on Crystal Growth from 
Melts with an Immiscibility Gap 

M. Kassemi1, A. Sayi.?, S. Farrne~, INCMR, NASA LeRC, Cleveland OR, 
2CWRU, Cleveland, OR, 3NASA LeRC, Cleveland OR 

1. Introduction and Objective 
This work involves an experimental-numerical approach to study the effects of natural and Ma­
rangoni convections on solidification of single crystals from a silicate melt with a liquid-liquid 
immiscibility gap. Industrial use of crystals grown from silicate melts is becoming increasingly 
important in electronic, optical, and high temperature structural applications. Even the simplest 
silicate systems like Al20 3-Si02 have had, and will continue to have, a significant role in the de­
velopment of traditional and advanced ceramics. A unique feature of crystals grown from the sili­
cate systems is their outstanding linear electro-optic properties. They also exhibit exceptionally 
high optical rotativity. As a result, these crystals are attractive materials for dielectric, optical, and 
microwave applications. 
Experimental work in our laboratory has indicated that directional solidification of a single crystal 
mullite appears to be preceded by liquid-liquid phase separation in the melt. Disruption of the im­
miscible state results in crystallization of a two phase structure. There is also evidence that mixing 
in the melt caused by density-driven convection can significantly affect the stability of the immis­
cible liquid layers and result in poly-crystalline growth. On earth, the immiscible state has only 
been observed for small diameter crystals grown in float zone systems where natural convection 
is almost negligible. Therefore, it is anticipated that growth of large single crystals from silicate 
melts would benefit from microgravity conditions because of the reduction of the natural convec­
tive mixing. The main objective of this research is to determine the effects of transport processes 
on the phase separation in the melt during growth of a single crystal while addressing the follow­
ing issues: 

1. When do the immiscible layers form and are they real? 
2. What are the main physical characteristics of the immiscible liquids? 
3. How mixing by natural or Marangoni convection affects the stability of the phase separat­

ed melt? 

2. Background 
Very little work has been done or published with regard to solidification from immiscible liquids. 
High resolution digital images obtained in our laboratories at NASA Lewis demonstrate that mul­
lite formation is preceded by a state of liquid-liquid immiscibility. To our knowledge, this is the 
first direct experimental evidence of liquid immiscibility reported for this system. Experimental 
results also reveal that mixing in the melt caused by density-driven convection can significantly 
affect the growth process. The transport processes affecting concentration and temperature gradi­
ents in the melt and in the growing solid are quite complicated for the silicate systems. The im­
miscibility of the liquid, segregation of dopant, and interface shape are not only directly affected 
by density-driven and surface-tension-driven convection in the melt but are also indirectly influ­
enced by a significant amount of radiation and conduction heat transfer through the semi-trans­
parent solid. The interaction between the various transport processes are further complicated by 
the observed multi-layered fluid structure which brings about various mechanical and thermal 
couplings across the liquid-liquid interface. Consequently, determination of the necessary condi­
tions for growing superior quality single crystals from phase separated melts is not an easy task 
and requires isolating the effects of the various interacting transport processes using a combined 
experiments and numerical modelling approach. 
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Fig. 1 a) Schematic of Phase-Separated Melt in The Float Zone Setup, and b) Qualitative 
Alumina/Silica Concentration Map. 

3. Results and Discussion 
As a first step towards gaining the necessary insight into the physical phenomena governing 
growth of mullites from melt, a series of tests were performed to determine the physical nature 
and characteristics of the melt during growth. The growth set up consists of a COrlaser heated 
float zone apparatus with operational temperatures around 1800-2200. The melting temperature 
of the mullite is around 1850 °C and crystal are pulled in an air atmosphere with no rotation of the 
crystal or source material. 
Observation of Liquid-Liquid Immiscibility: Solidification experiments demonstrate that dur­
ing growth of a single crystal mullite from a source material with a composition of about 33 mlo, 
the melt separates into two distinct phases as sketched in Fig. 1a. High resolution digital images 
of the melt as shown in Figs. 2 and 3 indicate that the Phase-II liquid adjacent to the crystal is less 
transparent to visible light than the Phase-I liquid in the interior of the melt next to the source. Op­
tical micrographs of the cross section of the quenched molten zone also confirm the visual images 
by indicating a distinct difference between the scattering intensity and refractive indices of the 
two melt regions. The immiscibility may be brought about by structural and/or compositional dif­
ferences in the melt. 
Characteristics of The Two Liquid Layers: Anecdotal evidence suggests that the domed trans­
parent Phase I liquid next to the source has a much larger viscosity than the Phase-II liquid next to 
the growing crystal. A qualitative map of alumina/silica concentration of the quenched solid was 
developed through energy disbursive spectroscopy using a field emission Hitachi SEM. The re­
sults reproduced in Fig. 2b provide a qualitative measure of the change in alumina/silica concen­
tration through the ratio of their respective characteristic x-ray peak integrals. According to these 
measurements the Phase I liquid is enriched in silica as compared to the Phase-II liquid and the 
source. 
Poly-crystalline Growth: Our numerous experimental runs suggest that phase separation in the 
melt is a necessary but insufficient condition for growth of a single crystal. Single crystal growth 
occurs at melt temperature levels around 2015 °C for small diameter (100 microns) crystals. But 
at lower melt temperature levels and larger diameters poly-crystalline growth prevails with a 
rough domed shaped interface protruding into the melt as shown in Fig. 4. SEM micrographs of 
the single crystal and the poly-crystalline solid are included in Fig 5. Note that poly-crystalline 
growth results in a solid composed of mullite with alumina-silicate glass at the grain boundaries 
Seedin2 Experiments: A series of experiments were also performed using alumina, silica and 
mullite seeds to determine the effect of seeding on the liquid-liquid phase separation in the melt. 
When alumina seeds were used, the Phase-II liquid layer formed rapidly next to the crystal at tem-
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Fig. 2 High Resolution Digital Images Captured During Mullite Crystal Growth 

Fig. 3 a) Initiation of Single Crystal Growth, b) Subsequent Occurrence of Large Facets, c) Non­
centro-symmetric Position of Crystal Fiber Relative to Melt as a Result of Faceted Growth. 
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Fig. 4 High Resolution Digital Image of a Rough Domed Liquid-Solid Interface in a Poly-Crystalline 
Growth. 
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Fig. 5 SEM micrograph of a) primary 
fracture origin in single crystal mullite, 
b) fracture face of a polycrystalline sample in 

which radial texture is apparent and c) etched 
EFG material containing mullite prismatic 
crystals in a continuous glass phase 



b) Streamline c) Concentration 

Fig. 6 a) Temperature, b) Flow, and c) Concentration Fields for a Thermocapillary Convection 
Dominated Case (Ma = 2.4, Ra, 2,4(10r4, Pr=lO, Sc=lO,OOO). 

a) Temperature b) Streamline c) Concentration 

Fig. 7a) Temperature, b) Flow, and c) Concentration Fields for a Natural Convection Dominated 
Case (Ma = 2.4, Ra, 24., Pr=lO, Sc=10,OOO). 
perature levels around 1850 dc. When silica seed was used, the liquid-liquid phase separation did 
not readily take place. This might be due to excess silica in the melt. Nevertheless, It was possible 
to promote phase separation in two ways; either by increasing melt temperature levels or by toler­
ating long periods of poly-crystalline growth. It is believed that in the former case excess silica is 
removed by an increased evaporation rate and in the latter case excess silica is removed as the 
grain boundary phase. Finally, in tests with the mullite seed liquid-liquid phase separation oc­
curred more readily compared to silica seeding but not as easily compared to alumina seeding. 
Role of Transport Processes: It seems that successful growth of single crystal mullite requires a 
specific level of alumina concentration near the interface which in the float zone setup is deter­
mined by a dynamic balance between: 

1. Evaporation of silica at the gas-melt interface 
2. Rejection of silica at the crystal-melt interface 
3. Transport of alumina through the phase-separated melt layers 

This balance is sensitive to variations in the temperature level in the melt which controls the evap­
oration, diffusion, and convection rates and to variations in the melt diameter which is determines 
the dominant mode of convection and controls the intensity of mixing in the melt. 
At small crystal diameters grown by the float zone technique, convection is not strong enough to 
affect the temperature field. Therefore, conduction is dominant in the melt. Radiation of course is 
the main heating mechanism due to the laser heating of the melt and also the main heat loss mech­
anism through the semitransparent crystal. There is also heat of evaporation at the gas-melt inter­
face due to silica evaporation which is not easily quantifiable. At small diameters, Marangoni 
(thermocapillary) convection is dominant giving rise to concentrated vortices near the gas-melt 
interface which bring about only localized mixing. But at larger diameters, natural convection be­
comes dominant giving rise to a strong bulk flow which causes vigorous bulk mixing in the melt. 
Species transport takes place by convection and diffusion. Diffusion across the liquid-liquid inter­
face is important, but at Schmidt numbers around 10,000, convection can easily modify the con-

375 



centration profiles. Evaporation of silica at the melt-gas interface and rejection of silica at the 
melt-crystal interface have also considerable effects on the species distribution. 
Numerical Simulations: A Finite element model was developed to simulate the transport pro­
cesses in the float zone setup. Currently, the model includes heat, momentum, and species trans­
port. Effects of natural and Marangoni convection, laser heating, silica rejection at the crystal­
melt interface and silica evaporation at the melt-gas interface are all included. The gas-liquid in­
terface is treated as a free surface the shape of which is determined by a force balance during the 
simulation. Future extensions of the model will include a rigorous formulation for the phase-sep­
arated melt and for the radiation transfer through the semi-transparent crystal. 
Numerical simulations of the temperature, flow and concentration fields for the small diameter 
case which is dominated by thermocapillary convection are shown in Fig. 6a-c. The temperature 
field in Fig 6a indicates that the hottest spot occurs near the middle of the gas-melt surface where 
the laser beam is directed at. Transport of heat in the melt is by conduction and the resulting flow 
is not strong enough to modify the temperature pattern. This results in a relatively cold core in the 
center of the melt. At small diameters, natural convection effects are minimal and thermocapil­
lary convection is dominant. Because the thermal coefficient of surface tension for the mullite 
melt is positive, the thermocapillary flow occurs from the cold region near the crystal melt inter­
face towards the hot spot on the surface giving rise to a four-vortexed cellular pattern which pro­
vides localized mixing near the melt-gas interface as indicated in Fig. 6b. This mixing is not 
strong enough to affect the temperature field because of the relatively low Prandtl number, but 
strong enough to modify the concentration field as shown in Fig. 6c because of the large Schmidt 
number for the mullite melt. 
Numerical simulations of the temperature, flow, and concentration fields for a larger diameter 
case are shown in Fig. 7a-c. This time, the flow is dominated by natural convection which results 
in a large buoyancy-driven vortex providing vigorous mixing in the bulk of the fluid as shown in 
Fig. 7b. As a result, the bottom thermocapillary vortex is completely wiped out and the top ther­
mocapillary vortex is squeezed into a small region near the interface by the strong natural convec­
tive flow. Although the flow is not strong enough to modify the conduction dominated 
temperature field as indicated by comparing Figs 6a and 7a, it is strong enough to modify the con­
centration field drastically in the entire melt as evident in Fig. 7c. Results in Fig. 6 and 7, there­
fore, suggest that the relative strength of the thermocapillary to natural convection which is 
controlled by the ratio of the Marangoni to Raleigh numbers plays an important role in determin­
ing the flow structure in the melt. 

4. Conclusion 
Growth of single crystal mullite is preceded by liquid-liquid phase separation in the melt. Com­
parison of the numerically predicted concentration fields to the experimental measurements of the 
alumina/silica ratio and digital images of the phase separated melt suggests that the phase separa­
tion occurs because of structural differences. Our experiments have indicated that phase separa­
tion is a necessary but insufficient condition for single crystal growth. It seems that the phase 
separation is not considerably affected by the seeding material, but melt temperature levels and 
melt diameter play important roles by controlling the diffusion and evaporation of silica and the 
relative strengths of the thermocapillary and natural convection flows during growth. 
Numerical simulations show that different convection patterns can prevail in the melt depending 
on the Raleigh to Marangoni number ratios. When natural convection is dominant, there is exten­
sive mixing in the bulk of the melt which does not affect the temperature field noticeably but 
modifies the concentration fields significantly. This vigorous mixing might be responsible for the 
disruption of the layered melt structure at large diameters. To confirm these findings rigorously, 
work is underway to use an energy-based phase field method. The phase field approach together 
with the Navier Stokes equations provides a continuum surface tension model that can be used to 
focus on the interactions between the multi-layered fluid system created by the liquid-liquid im­
miscibility gap in the melt. 
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UNDERCOOLED METALLIC MELTS 
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The main objective of this work is to obtain quantitative experimental 

measurements of liquid-to-crystal homogeneous nucleation rates of undercooled metallic 

melts. Some of the industrial melt and resolidification processes that involve nucleation 

phenomena heavily rely on a detailed understanding and control of either heterogeneous 

or homogeneous nucleation rates to produce a desired phase or microstructure. Avoiding 

or delaying nucleation enables the materials scientist to produce fine dispersions of 

second phase particles, to extend solubility limits, to refine the material' s microstructure 

to the nanometer size range, and to synthesize novel crystalline and amorphous phases. 

Experimental difficulties are encountered when working with molten metals. In 

particular, it has not been possible to either eliminate or fully characterize the foreign 

surfaces presented to the melt by particles, container walls, or by suspending liquids. 

Thus, there is significant interest in removing these surfaces by containerless processing 

of metals. 

This study uses a novel experimental technique that allows a small metallic 

dropletlo be formed, solidified, and remelted in high vacuum without any physical 

contact. Temperature is measured by pyrometry. The same experimental apparatus 

should be capable of: 

- exposing droplets to controlled levels of gaseous reactants and/or particulate additives 

in order to make quantitative measurements of their influence on crystal nucleation; 

- making quantitative measurements of critical cooling rates and time-temperature­

transformation diagrams for metallic glass-forming alloys; 

- investigating whether there is a correlation between overheating and the undercooling 

limit. 
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This research will have several valuable outcomes: It will support the wide variety 

of solidification experiments of interest to micro gravity investigators around the world. 

It can test theories for liquid-to-crystal nucleation in metallic melts. It can quantify the 

effect of some common trace impurities on crystal nucleation. In addition, this work, in 

conjunction with NASA's overall Microgravity Materials Science Program, will have a 

beneficial effect on countless industrial processes that involve the melting and 

resolidification of metals to produce useful materials. 

In our experimental apparatus, droplet formation, positioning, and processing all 

occur in a small, evacuated chamber. The chamber is constructed of ultrahigh vacuum 

stainless steel and its flanges are sealed with copper gaskets. Metallic droplets are 

formed by electrohydrodynamically atomizing (electro spraying) a metal rod (atomizer 

feedstock). The tip of the sample rod is heated to its melting point by electron 

bombardment from a tungsten filament . An electrostatic field is established between the 

atomizer feedstock and an extractor electrode located below it. Molten droplets of 

varying sizes in the micron range are ejected from the tip of the sample rod once the force 

provided by the electrostatic field is strong enough to overcome surface tension effects. 

We successfully have electro sprayed praseodymium, gold, and zirconium sample rods, 

resulting in the formation of droplets with diameters in the 5 to 50 micron range. 

The droplets produced during the atomization process travel downward through 

the vacuum chamber and into an electrodynamic levitator, where they are trapped. The 

electrodynamic levitator assembly consists of five electrodes: a top plate, a bottom plate, 

two side electrodes, and a split ring electrode (see Figure 1). By manipulating the 

potentials on these electrodes, all but one droplet can be released from the particle trap. 

DC potentials of equal magnitude, but opposite sign are placed on the top and bottom 

plates (disks with small holes in the center) to impart a counter-gravitational force on the 

metallic droplet. A negative potential is placed on the top electrode and a positive 

potential is placed on the bottom electrode for positively charged metallic droplets (the 

signs are switched for negatively charged droplets). Each side electrode is a copper 

spacer with a DC potential applied on it to provide horizontal positioning of the trapped 

particle. An AC potential is applied on the split ring electrode to provide a centering 
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force for the droplet. Silver-coated, hollow, glass spheres and polystyrene beads 

successfully have been levitated in this device (in air, under manual control). 

Top electrode with hole .... f---....L.L_--i 

Side electrode .... 
~_-.--._---===t--Split ring electrode 

.- Alumina support leg 

.- Levitator base 

Figure I: Front view of electrodynamic levitator assembly 

We determined that a potential difference in the range of approximately 19 to 24 

kilovolts between the tip of the sample rod and the extractor electrode was appropriate for 

the onset of droplet emission from the sample rod tip. In our first atomizer design, a 

potential of approximately 20 kilovolts was placed on the sample rod, while the extractor 

electrode (a narrow plate with a 3 millimeter diameter hole, with the tungsten filament 

located just below the hole) was held at ground potential. However, the metallic droplets 

generated with this atomizer configuration left the sample rod with too high a velocity; 

thus, the electrodynamic levitator was not able to capture them. 

We modified the atomizer assembly by changing the design of the extractor 

electrode and filament arrangement (see Figures 2 and 3). Now we apply a voltage on 

both the extractor electrode (and filament) and the sample rod, 1.5 to 6 kilovolts on the 

sample rod and - 15 to -23 kilovolts on the extractor electrode and its attached tungsten 

filament. 

n. Sample rod 

Extractor electrode" r-I ------..\ U /~-------,I . Extractor electrode 

t 
Filament 

Figure 2: Front view of modified atomizer assembly 
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Extractor electrode 

Sample rod --+----.c Filament (two parallel wires) 

Figure 3: Top view of modified atomizer assembly 

At the moment, metallic droplets that arrive at the electrodynamic levitator 

usually do so with too much velocity for successful capture. We are currently 

experimenting with higher frequency AC potentials on the split ring electrode to increase 

the capture capability of the levitator. 
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INTRODUCTION 

More rapid techniques for obtaining accurate values of temperature-dependent nucleation and 
growth rates are needed for materials development. Small changes in stability due to 
composition shifts or the introduction of heterogeneous nucleation agents could be assessed 
quickly and experiments could be carried out remotely, such as in a micro gravity environment, 
where the data are often taken under conditions that preclude the possibility of multiple 
experiments for different times at different temperatures. Differential scanning calorimetry 
CDSC) and differential thermal analysis (DTA) are ideally suited for these cases, yielding 
estimates of phase transition temperatures and enthalpies of transformation. When coupled with 
microstructural studies they can also give information about the mode and kinetics of 
transformation. The low apparatus weight and the small samples required make DSCIDTA 
studies ideal for supporting investigations in a reduced gravity environment. Samples processed 
in space, for example, might be screened quickly allowing in-flight modifications of the 
processing parameters. DSCIDTA investigations often suffer, however, from the lack of 
quantitative methods for data analysis. 

Under continuing NASA support within the Microgravity Division, we have developed realistic 
numerical models for DSCIDTA measurements of first order phase transformations proceeding 
with time-dependent nucleation and cluster-size-dependent growth rates [1-3]. Account was also 
taken of finite sample sizes, surface crystallization and heterogeneous nucleation [3 ,4]. These 
past studies have focused on polymorphic crystallization, where the compositions of the initial 
and final phases are identical. Since only a limited number of phase transformations are 
approximately polymorphic, we are extending the models to include nucleation and growth in 
primary crystallizing glasses and for precipitation processes. Though growth in such cases, 
involving solute redistribution, has been investigated extensively, the evaluation of time­
dependent nucleation rates is less clear. Previous experimental studies of compositional effects 
on the steady-state nucleation rate are few and interpretations of the data are sometimes difficult. 
Further, there are no previous experimental measurements of the composition dependence of the 

time-dependent nucleation rates. These data are essential to guide the development of a model 
for nucleation that can be included in our numerical models ofDSCIDTA peak profiles. 

In this report, results from experimental studies of the composition dependence of nucleation are 
presented. A model for nucleation that takes simultaneous account of the interfacial attachment 
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processes at the growing cluster interface and diffusion into the regIOn surrounding the 
developing cluster is presented and numerical results are discussed. 

EXPERIMENTAL STUDIES OF COMPOSITION-DEPENDENT NUCLEATION 

To guide the development of a model for nucleation in partitioning systems, experimental studies 
in metallic and silicate glasses and in undercooled liquid metals are underway. 

a. Time-Dependent Nucleation Studies in (Na20-2CaOh-x(3Si02)x Glasses 

Time-dependent nucleation rates were measured in as-quenched glasses ofNa20.2CaO.3Si02 made 
with varying Si02 concentrations, using the two-step annealing method, for which nuclei are first 
produced at temperatures where growth is insignificant, and subsequently grown at higher 
temperatures where the nucleation rate is small [5]. The slope of the number of nuclei produced as 
a function of time is equal to the time-dependent nucleation rate, I(t). The induction time for 
nucleation, e, is the intercept with the time axis of the portion of the graph where the number of 
nuclei increases linearly with time, corresponding to the steady-state nucleation rate, IS. 
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Fig. l. Crystal steady-state nucleation rates (top) and induction times (bottom) as a function of temperature 
for glasses of different composition: • - [Si02] = 0.494; • - [Si02] = 0.5 (stoichiometric glass); ... - [Si02] 

= 0.506; T - [Si02] = 0.52; • - [Si02] = 0.53. A growth anneal of 5 minutes at 700°C was used. The solid 
lines through the points are a fit to the steady-state nucleation rates assuming a composition-dependent 
interfacial energy. (From [5]). 

The measured data are shown in Figure 1. To most easily indicate the amount of silica in the glass, 
compositions are written as (Na20.2CaO)I .x(3Si02)x; x=O.5 corresponds to the stoichiometric glass. 
The magnitudes of the steady-state nucleation rates decrease with increasing [Si02] while the 
induction times increase. Changes in the growth velocity (not shown) scale inversely with changes 
in the induction time. The composition dependence of the nucleation rate cannot be explained by 
changes in the atomic mobility, as was suggested earlier by others [6] , since IS is a much stronger 
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function of the composition than is the induction time, which scales inversely with the mobility [7]. 
Further, measurements of the liquidus temperature demonstrate that changes in IS do not arise from 
changes in the driving free energy for crystallization [5]. If the classical theory remains correct, 
then, the composition dependence of the time-dependent nucleation rate arises from changes in the 
interfacial free energy. Detailed modeling of the time-dependent nucleation rate using the kinetic 
model of the classical theory [5,8] confirm this. 

b. Nucleation Studies in Metallic Glasses 

Most Zr-based easy metallic glass formers and many AI-rare earth (Al-RE) glasses devitrify to 
nanostructured materials [9,10]. The density of crystallites indicates a very high nucleation rate, 
10 19 

- 1021/m3 s, that often saturates quickly, and a low growth rate, which is strongly size 
dependent [11). Because solute partitioning is central to the crystallization of these glasses, their 
nucleation behavior is relevant to our investigations. We recently reported the first direct 
measurements of time-dependent nucleation in a metallic glass by the two-step annealing method 
for Zr6sAh.sNiIOCUJ7.S metallic glasses [12]. The tendency for phase separation occurring 
simultaneously with nucleation and growth in the Zr-based glasses, which may also give a high 
density of crystallites, however, complicates the data analysis. Though phase separation is 
unlikely in the Al-RE glasses, the large nucleation rate in the growth regime make two-step 
annealing studies difficult. To get round these difficulties, annealing-induced crystal-size 
distributions in AI-Y-Fe glasses are being measured, and other Al-RE glasses (e.g. AI-La and AI­
Sm) are under study. Our initial measurements of the size distributions for ex-AI in annealed Al­
V-Fe glasses are shown in fig. 2. The rise in the density of large clusters with decreasing size 
signals transient nucleation. Within measurement error, the peak cluster size is independent of 
the annealing temperature, though the peak density is larger for the glass annealed at the higher 
temperature. The density decreases for small clusters, signaling either a decrease in the 
homogeneous nucleation rate, or a saturation of heterogeneous sites. The high cluster density at 
both high and low annealing temperatures makes the latter explanation unlikely. Differential 
scanning calorimetry studies of these glasses will be used to refine extensions being made to 
models of calorimetric data. 
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Fig. 2 - Crystal size distributions from annealed A188Y7Fes glass 
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c. Undercooling Studies in Ti-3d transition metaJ-Si-O alloys 

Previous studies by us [13] and others [14] have shown that the interfacial energies between 
undercooled liquids or glasses, and quasi crystals or their crystal approximants (believed to have 
the same local structure as the related quasicrystal) are small. The nucleation rates, then, should 
depend strongly on the chemical compositions of the liquid and quasicrystal/crystal approximant. 
To investigate this , the microstructural evolution of undercooled Ti-Cr-Si-O, Ti-Mn-Si-O and Ti­
Fe-Si-O liquids of the composition of the 111 crystal approximant to the icosahedral phase were 
studied using the NASA drop-tube facility at Marshall (in collaboration with T. Rathz and M. 
Robinson) and by rf-levit~tion at the DLR in Cologne (in collaboration with D . Holland-Moritz 
and D. Herlach). Although we have demonstrated that the 111 phase forms in all of these alloys, 
and is a stable phase in Ti-Cr-Si-O and Ti-Fe-Si-O, SEM backscattering studies of the 
solidification microstructures demonstrate that it only forms as the primary crystallizing phase in 
Ti-Fe-Si-O alloys. The a-Ti phase is the primary crystallizing phase in Ti-Cr-Si-O and Ti-Mn­
Si-O phases. 

Our determinations of the equilibrium phase diagram for Ti-Fe-Si-O show that 111 phases with 
composition Ti67-71Fe21-27Si6-804-10 are stable, forming directly from the liquid. The liquidus 
temperature, Tm = 1255°C, is lowest for Ti68Fe26Si604. For [Ti] < 67 at.%, only one Ti2Fe 
(a=I1.30 A) phase forms with the 111 approximant. For [Ti] > 72 at.%, another Ti2Fe phase 
with a smaller lattice constant (a=11.07 A) forms in addition to these two phases. Below::::! 
1200°C the 111 phase decomposes to a phase mixture of the larger ThFe phase (a=I1.30 A) and 
TisSi3. Both the I II and the Ti2Fe phases, which contain strong local icosahedral order, show 
small undercoolings. Reduced undercooling values, 6Tr = 6T/Tm , obtained by levitation melting 
for the III phase lie between 0.11 and 0.12. As expected, the amount of undercooling increases 
as the composition is moved away from the stoichiometric value for the III phase. 

These promising results and the small temperature range between the liquidus and the solidus 
near the III composition (75 to 100°C) indicate that this alloy might be a good candidate for a 
future space shuttle experiment, though the melting temperatures are high. Contactless 
measurements of the viscosity and specific heat would provide parameters needed for a 
quantitative analysis of the undercooling data. 

NEW KINETIC MODEL FOR NUCLEATION IN PARTITIONING SYSTEMS 

Experimental evidence from our glass devitrification studies [8], from precipitation processes 
[15] and for the devitrification of bulk metallic and Al-RE glasses [9-11] suggests that the 
classical theory of nucleation is inadequate in some cases to explain nucleation in partitioning 
systems. We have extended the classical theory of nucleation to take account of diffusion to lowest 
order, building upon a model proposed earlier by Russell [16]. The cluster distribution is a 
ftmction of both the cluster size, n, and of the number of solute atoms in the nearest neighbor 
shell to the cluster, p. Cluster growth is based on the relative rates of exchange of solute atoms 
with the glass and with the cluster interior. The time-dependent nucleation rate is obtained from 
a numerical solution to the coupled differential equations that describe the time dependence of 

the cluster density, N(Il,p), 
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CN(n,p) = a(n,p -1) * N(n,p -1) - [a(n ,p) + p(n,p)]* N(n,p) 
a 

+p(n,p+l)*N(n, p+1) + k +(n-1 , p+1)*N(n-1,p+1) 

+ k - (n + 1,p -1) * N(n + 1, p -1) - [e (n ,p) + k - (n,p)]* N(n,p) 

Here ex and ~ are, respectively, the rates at which atoms enter and leave the neighborhood of the 
cluster and k + and k- are, respectively, the interfacial attachment and detachment rates. If the 
solute concentration in the parent phase is high, the depletion of solute near the interface with 
cluster growth will be less than expected, since after atom incorporation the cluster interface 
moves into the neighboring region. For the discussion presented here, this complication is 
ignored. When the diffusive fluxes are linked with the interfacial processes underlying cluster 
growth an excess solute concentration in the neighborhood of sub-critical clusters can develop. This 
results because sub-critical clusters are on average dissolving. Atoms that diffuse to the 
neighborhood of those cluster interfaces tend to remain there. This is demonstrated in fig. 3, using 
parameters appropriate for oxygen precipitation in silicon [17]. Calculations show that the scaling 
behavior for IllS with tiS is the same as from the classical theory of nucleation. IS and S are 
intermediate between the values for interface and diffusion limited nucleation in the classical 
theory. 
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Fig. 3 - Computed average concentration of solute atoms in the neighborhood of clusters of different size. 
Computed for oxygen precipitation in Czochralski-grown silicon assuming an interfacial free energy of 

0.38 J/m3 and using accepted parameters [15]. The critical size, n* , at the annealing temperature is 
indicated. 

The nucleation features in bulk metallic glasses are explained within this new model [17]. A 
significant population of small clusters exists in quenched glasses [3 ,18,19] For glasses that 
partition upon crystallization, those clusters are surrounded by an enhanced solute concentration. 
Since calculated and experimental data for polymorphic glasses demonstrate that a higher 
temperature distribution is retained due to kinetic freezing during the quench, clusters that are even 
larger than the critical size at the annealing temperature will be surrounded by a matrix rich in 
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solute, due to the larger critical sizes at the higher temperatures. When the glasses are annealed, 
these clusters will grow quickly until the nearby excess solute is consumed. As is experimentally 
observed [11] , growth will then abruptly slow down, limited subsequently by long-range 
diffusion. Due to the large population of small clusters, this scenario results in the high density 
of small crystallites. It also explains why the rate of nuclei generation drops significantly with 
annealing time. 

* This work was supported by NASA under contract NCC 8-85. 
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Introduction 

Dendritic solidification is one of the simplest examples of pattern formation where a 
structureless melt evolves into a complex crystalline microstructure. Dendrites are 
known to occur in the solidification of water, salts, organic materials, and most 
commonly and importantly, in metals and alloys. As most researchers on dendritic 
growth invariably note, there is considerable engineering interest in dendrites because of 
the role dendrites play in the determination of physical properties of cast materials. In 
addition, dendritic solidification has become a well-studied model in non-equilibrium 
physics, and computational condensed matter material physics [1] . 

Current theories of dendrite formation contain two independent components. The first 
concerns the transport of heat and solute from the solid-liquid interface into the melt. 
The second involves the interfacial physics that selects the unique growth velocity and tip 
radius of curvature from a spectrum of combinations that are consistent with the heat 
transfer and conservation of energy at the solid-melt interface. Until recently, neither 
aspect of the theory could be tested critically on the earth because of the effects of 
gravity-induced convection, which modifies the transport processes, and alters the growth 
kinetics [2,3]. 

Benchmark data were obtained in microgravity from two flights of the Isothermal 
Dendritic Growth Experiment (IDGE), using succinonitrile (SCN) [4-9]. SCN is an 
organic material which acts as a BCC metal analog. The data and subsequent analysis on 
the dendritic tip growth speed and radii of SCN dendrites demonstrated that although the 
theory yields predictions that are reasonably in agreement with the results of experiment, 
several significant discrepancies occur. However, some of the discrepancies can be 
understood by a consideration of the diffusion of heat from three-dimensional dendritic 
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structures. The data and analysis for assessing the pattern selection physics are less 
defInitive. 

Current investigations by other researchers are studying, isolated single dendrites, 
dendritic side-branching, aligned dendritic arrays, and equiaxed dendritic growth. Some 
ofthese investigations recognize that in addition to the study of steady-state growth 
features, where the tip region of the dendrite grows at a constant speed, dendrites also 
exhibit time-dependent, non-steady features. For example, time-dependent side-branches 
emerge, amplify, and eventually coarsen. 

The Transient Dendritic SolidifIcation Experiment (TDSE) attempts to study fundamental 
aspects of time-dependent growth, while retaining the advantages of working with a 
single, isolated dendrite. The TDSE will also attempt to acquire benchmark micro gravity 
data, and provide analyses on transient and time-dependent dendritic growth by 
employing the effect of the relatively large Clapeyron pressure-mediated melting 
temperature effect in SCN. A fast change in a sample's hydrostatic pressure quickly 
changes its liquidus temperature, and thereby provides either more or less free energy or 
supercooling. With this approach, we plan to observe and measure the kinetics and 
morphology of is01ated dendrites as they evolves from one well-defIned steady-state, at a 
pre-set supercooling, through a transient stage, to a new well-defined steady-state at the 
altered pressure/supercooling state. 

The Clapeyron Effect 

The definition of the melting temperature, Tm , is the temperature at which the liquid and 
solid phases co-exist in equilibrium. The melting temperature of a pure material has a 
well established value, which varies as a function of pressure. In materials that expand 
on melting (well known exceptions being water and silicon), pressure favors the solid 
phase as atoms or molecules are squeezed, on average, slightly closer together. Therefore, 
an increase in pressure does work on the solid, and raises its stability and melting 
temperature. This effect is classical, and can be derived from general thermodynamic 
principles yielding the Clapeyron equation, 

(1) 

where !1T is the change in melting temperature resulting from a change in pressure, !1P, 
and Viand Vs are the specific volumes of the liquid and solid phases, and hfis the latent 
heat [10]. 

In principle, the Clapeyron effect, !1T/!1P can be calculated from a knowledge of T m , VI 

Vs , and hf , however, in practice, the experimental uncertainties in the determination of 
the specific volumes of the individual phases often leads to a large percentage uncertainty 
in the calculated differences in their specific volumes, which is the numerator of Eq.(1) 
and, hence, to large uncertainties in the pressure-induced change in the melting 
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temperature. In the course of developing the IDGE, where small pressure changes 
occurred, an accurate value for t1TI M was needed to validate procedures. We measured 
directly the Clapeyron effect in high-purity SCN by two independent techniques and 
determined that t1TIM = 24.5±0.5 mKIatm. Figure 1 shows the equilibrium melting 
point of SCN as a function of the applied pressure. These data, pressure changes up to 2 
atm, directly confirm our earlier measurements of the Clapeyron coefficient using other 
techniques [11]. 
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Figure 1. The Clapeyron effect in SCN. 

According to Pippard [10], 

The comparison by James and William Thomson in 1849-50, of the actual 
pressure variation of the melting-point of ice with that predicted by Clapeyron's 
equation is of historical interest as being perhaps the first successful application of 
thermodynamics to a physical problem, and the success of this simple test 
undoubtedly contributed largely to the spirit of confidence which underlay and 
encouraged the rapid development of this subject. 
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As such, the Clapeyron effect is well known in Solidification theory and has been 
hypothesized as the explanation for cavitation induced nucleation. However, it is usually 
assumed that the Clapeyron effect is too small to be of interest in the solidification of 
metals and alloys. This is a good assumption for most materials, but not valid in the 
unusual case of SCN which has a Clapeyron effect that is many times larger then in most 
metals, and a unit supercooling that is many times smaller. Thus, the ratio of the 
Clapeyron Effect to the Unit Supercooling is 25 to 200 times larger for SCN then for 
typical metals, and indicates that pressure effects can be important in the solidification of 
SCN (at least for the purpose of conducting basic research). 

The Transient Dendritic Growth Experiment (TDSE) 

A Clapeyron coefficient as large as 24.5 mKlatm can be used in a straightforward manner 
to change quickly a solid-liquid interfaces equilibrium melting temperature, and, thereby, 
its supercooling. If this were done for an isothermal, isolated, dendrite growing at steady­
state, the supercooling, and the associated free energy for dendritic growth, would be 
instantaneously and globally altered. This approach, would allow acquisition of a series 
of unique measurements on non-steady-state dendritic kinetics, and permit observations 
of the transient evolution ofthe morphology. 

If a pressure-mediated melting temperature change were carried out for an isolated 
dendrite growing in at steady-state at some initial supercooling, the dendrite needs to 
respond by eventually adopting a new steady-state, appropriate to the new supercooling. 
If we designate in advance a particular target supercooling, we can achieve that 
supercooling starting at a supercoolings either above or below that supercooling, and then 
apply upward or downward pressure-quenching as needed. To properly calculate what 
that final supercooling is, one must account for the effect of the adiabatic pressure­
volume work done on the melt. From the basic thermodynamics of the combined first 
and second laws, one can show that the temperature change in the melt temperature with 
pressure is, 

I::..T f3vT 
(2) 

where f3 is the isothermal compressibility, v is the specific volume, T is the temperature 
of the melt prior to the pressurization, and cp is the constant pressure specific heat. For 
SCN, this is approximately 13 mKiatm. 

Thus, for the experiment, one could produce a sequence of dendritic growth runs that all 
terminate in a final steady-state chosen at a fixed target supercooling, but starting at a 
range of supercooling, at 0.025, 0.050, 0.10, 0.20, and 0.40 K above and below the 
common final supercooling. A particular sequence of supercooling adjustments as large 
as 0.4 K could be accomplished by a pressure variation in SCN of about 40 atm. This 
includes both the pressure mediated change in melting temperature at the interface and 
the adiabatic pressure-volume work temperature change of the melt. One could either 
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start from an elevated pressure and release it (down-quench), or start from a low pressure . 
and raise it (up-quench). For each dendritic growth run we would record the dendritic 
growth kinetics and morphology of the initial and final steady-states, and the transient 
evolution of the transition connecting the two well-defined, dynamic st~tes. Figure 2 
shows a picture that represents schematically what is described in the text. 
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Figure 2. Schematic of Transient Dendritic Solidification Experiment (TDSE). 

Preliminary Modeling Results 

In addition to the experiments described above, the project has a modeling component 
(by the co-investigators at LeRC). The scope of this effort is to develop and conduct 
large scale numerical simulations of the fully transient, non-linear solidification 
pressurization process. These simulation use a finite-difference, operator splitting, 
dynamic grid generation technique to track the radius of curvature and the velocity from 
an initial solidification of a small spherical nucleus with arbitrary initial conditions. 

For an developmental test case of an initial supercooling of 0.1 K, we simulate the 
growth due to an exponential pressurization over 2 seconds to 35 atm, and a final 
supercooling of 0.36 K, followed by an exponential de-pressurization over 2 seconds 
back to 1 atm. 

The preliminary findings indicate that the tip velocity responds very rapidly to 
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pressurization/de-pressurization, which reflects a rapid change in the local net heat flux 
corresponding to the new supercooling. Tip melting is evident following de­
pressurization to accommodate a larger tip radius. The tip radius responds much more 
slowly for the parameter values used. The tip velocity oscillates following pressurization, 
but responds smoothly following de-pressurization. There is active side-branching 
following pressurization to accommodate reduced tip radius, and a much smoother 
transition to a large tip radius . This preliminary data is insufficient to determine possible 
hysteresis, in accordance to a two parameter selection model [12), following 
pressurization/depressurization cycling. 

Summary and Conclusions 

The study of steady-state dendritic growth has both validated many element of transport 
phenomena in dendritic growth, and yielded many new insights .. Further development in 
simulation and modeling are needed, as is further understanding of the role of selection or 
scaling in dendritic growth. The TDSE is contributes to the further study of dendritic 
phenomena my carefully measuring and modeling transient effects on dendritic growth. 

The major challenge encountered in measuring and analyzing the transient behavior of 
isothermal dendrites is defining precisely the initial conditions from which or to which 
the dendrite evolves. Our proposed pressure-mediated TDSE microgravity experiment, 
obviates this difficulty, because the transient occurs between two well-characterized 
steady-states, rather than between an ill-defmed initial state and the final steady state. 
The major results expected are unique data on transient behavior that will extend the 
scientific bounds from the now well-understood thermal effects, and provide insight into 
interfacial dynamics where open questions remain. 
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Physical Simulation of Marangoni Convection in Weld Pools 

ABSTRACT 

C. Limmaneevichitr and S. Kou 
Department of Materials Science and Engineering 

University of Wisconsin 
Madison, WI 53706 

Marangoni convection was observed in simulated weld pools of transparent molten NaN03. 

Marangoni convection was induced by touching the center of the pool surface with a hot wire to 
raise its temperature above that at the edge of the pool surface. The cores of the flow loops were 
close to the pool surface, where fluid flow was much faster and the flow lines were much more 
closely spaced than in the bulk pool, thus suggesting that convection in these pools was 
dominated by Marangoni convection. The flow loops were stable and essentially axisymmetric. 
When the surface temperature difference was reduced, however, convection weakened and the 
flow loops could not retain stability and axisymmetry. 

INTRODUCTION 

Marangoni convection in the weld pool can affect its depth significantly, which is often critical 
in welding (1). Marangoni convection in the weld pool is induced by surface-tension gradients 
along the pool surface, which drive the liquid at the pool surface from where the surface tension 
is low to where it is high (2, 3). The surface-tension gradients are induced by the temperature 
gradients along the pool surface. Arc heating makes the temperature of the pool surface 
significantly higher at the center than at the edge. In the absence of a surface-active agent, the 
surface tension decreases with increasing temperature, and so the melt at the pool surface flows 
outward from the center to the edge. In the presence of a surface-active agent, however, these 
phenomena can be reversed (4). Observation of Marangoni convection in a weld pool not only is 
limited to the pool surface because the melt is opaque, but also is complicated by the brightness 
of the arc. 

The objective of the present investigation is to understand Marangoni convection in weld pools 
by condu~ting flow visualization in ground-base experiments using transparent simulated weld 
pools of a 0 3 to reveal Marangoni convection below as well as at the pool surface. 

The benefit of micro gravity is that buoyancy convection is suppressed so that it does not 
interfere with the study of Marangoni convection. In the present investigation ground-base 
experiments are conducted in small, simulated weld pools where the effect of gravity is reduced 
so that Marangoni convection can dominate over buoyancy convection as in micro gravity. 

EXPERIMENTAL PROCEDURE 

Na 0 3 was selected as the material for study because of its transparent melt, large temperature 
dependence of surface tension, and available physical properties (5-7). The apparatus for flow 
visualization is shown in Fig. 1. It consisted of: 1. a cylindrical inner glass container holding an 
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essentially hemispherical pool of NaN03 melt, 2. A rectangular outer glass container holding a 
molten NaN03 bath to keep the pool from freezing, 3. a heat source at center of the pool surface, 
and 4. a light sheet of He-Ne laser passing through the meridian plane of the pool. A laser light­
cut technique for flow visualization was used. The laser light sheet was produced by a 20-mw, 
He-Ne laser and optical lenses. Aluminum ~articles 20 flm in diameter was used as a tracer. 
Although the density of aluminum (2.7 g cm- ) is greater than that of the NaN03 melt (1.9 g cm­
\ the settling velocity is much slower than Marangoni convection since the particles are very 
small in diameter. A certain amount of aluminum particles gradually settled to the pool bottom 
over extended periods of time. 

In this preliminary stage of investigation, a hot wire of 0.76 mm diameter was used as a tentative 
heat source to study Marangoni convection in the absence of a surface-active agent. The bottom 
of the wire was allowed to touch the center of the pool surface to act as the heat source. A k -type 
thermocouple of 0.25 mm diameter was spot welded to the bottom of the hot wire from the side 
to measure its temperature. The temperature at the edge of the pool surface was measured with a 
second k-type thermocouple having a stainless steel sheath of 0.25 mm outer diameter. The hot 
wire and the second thermocouple were each mounted on a precision screw-travel stage. Two 
different pool sizes were studied, 6 and 10 mm in diameter at the surface. Photographs of the 
flow patterns were shot at the exposure time of 0.625 second. 

RESULTS AND DISCUSSION 

The Marangoni number is defined as Ma = (-ay/8T) (f..T)L/(flU), where the temperature 
coefficient of surface tension ay/8T is -0.056 dyne cm-' °e' , flT is the temperature difference 
between the center of the pool surface and the edge of the pool surface, L is the characteristic 
length and is taken as the radius of the pool surface, the viscosity fl is 3.02 X 1O-2g cm- ' s-' , and 
the thermal diffusivity U is 1.75 X 10-3 cm2 s-'. 

Figure 2a shows the flow pattern in a 6 mm diameter pool with a 44.4 °c surface temperature 
difference (373.1 °c at center and 328.7 °c at edge; Ma = 1.41 x 104

) . Essentially, the melt rises 
from the pool bottom along the axis of the pool to the pool surface. It continues to flow outward 
from the center of the pool surface, where the temperature is higher and the surface tension 
lower, toward the edge of the pool surface, where the temperature is lower and the surface 
tension higher. It then falls along the container wall to the pool bottom to start all over again. The 
flow is strong directionally stable enough to sustain two stable and essentially axisymmetric flow 
loops in the pool. The one on the right is clockwise and the one on the left counterclockwise. The 
cores of the flow loops are about 0.5 mm below the pool surface and 3.2 mm apart. Fluid flow is 
much faster near the pool surface, where the flow lines are much more closely spaced, than in the 
bulk pool or near the pool bottom, where the flow lines are much more widely spaced. This flow 
pattern is qualitatively consistent with the flow patterns of Marangoni convection computed 
numerically in a stationary weld pool in the absence of a surface-active agent. 

Figure 2b shows the pool with the surface tem~erature difference reduced to 31.4 °c (356 .2 °c at 
center and 324.8 °c at edge; Ma = 9.99 x 10 ). Fluid flow in the pool slows down though the 
flow pattern remains essentially unchanged. With the surface temperature difference further 
decreased to 11.2 °c (335 .3 °c at the center and 324.1 °c at the edge; Ma = 3.56 x 103

) , as shown 
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in Fig. 2c, fluid flow is no longer strong and directionally stable enough to retain an 
axisymmetric flow pattern. One flow loop penetrates to near the pool bottom but the other does 
not. 

The results of 10 mm diameter pools are very similar to those described above. Figure 3a shows 
the flow pattern in a pool with a 48.6 °c surface temperature difference (373.7 °c at the center 
and 325.1 °c at the edge; Ma = 2.58 x 104

). The two flow loops are stable and axisymmetric. The 
cores of the flow loops are about 0.8 mm below the pool surface and 6.0 mm apart. 

Figure 3 b shows the flow pattern in a pool with the surface temperature difference reduced to 
28.4 °c (353.2 °c at the center and 324.8 °c at the edge; Ma = 1.51 x 104

). As in the case of the 6 
mm diameter pool, fluid flow slows down though the flow pattern remained essentially 
unchanged. Figure 3c shows the flow pattern in a pool with the surface temperature difference 
further reduced to 11.5 °c (334.5 °c at the center and 323.0 °c at the edge; Ma = 6.10 x 10\ 
Fluid flow is weak, and the two flow loops penetrate little into the lower half of the pool , where 
the melt wanders around slowly. The flow pattern is neither stable nor axisymmetric. 

In the configuration of a weld pool, buoyancy convection is in the same direction as Marangoni 
convection. Therefore, it should be checked whether the convection observed is driven primarily 
by Marangoni convection or buoyancy convection. The dynamic Bond number is often used as 
an indication of the relative strength of buoyancy convection to Marangoni convection. It is 
defined as Bo = ~pg L2 I (- ayI8T) , where the thermal expansion coefficient of the melt ~ is 6.6 x 
10-4 °C' , and the density of the melt p is 1.90 g cm-3, and g is the gravitational acceleration. Bo is 
1.96 for the 6 mm diameter pool and 5.48 for the 10 mm diameter pool, respectively. Although 
Bo > 1 in both cases, the cores of the flow loops are very close to the pool surface, as already 
mentioned. This suggests that fluid flow in the pool is dominated by Marangoni convection in 
both cases . 

In order to suppress Marangoni convection, a small drop of vacuum oil DC 704 (8) was added to 
the pool to contaminate the free surface of Na 0 3 with a thin oil film. Even at the surface 
temperature difference of about 50 °C, fluid flow was so slow that the flow lines in the 
photographs became short segments - the exposure time remained unchanged. The cores of the 
flow loops were significantly deeper into the pool, and the flow pattern was unstable and 
asymmetric. The viscosity of oil 704 drops rapidly with increasing temperature. It is about 40 cp 
at the room temperature, S cp at 100 °C and, by extrapolation, less than 1 cp at 300 °C. Since the 
viscosity of the NaN03 melt at its melting point 307°C is about 3 cp, the dramatic reduction in 
fluid flow by the oil film cannot be due to the viscosity effect of the oil. To more clearly evaluate 
the role of buoyancy convection, however, it is highly desirable to conduct the experiments in 
micro gravity . 

CONCLUSIONS 

Marangoni convection in weld pools can be simulated and observed in molten NaN03 pools by 
heating the center of the pool surface with a hot wire. As shown in these ground-base 
experiments, the cores of the flow loops are very close to the pool surface, where fluid flow is 
much faster and the flow lines are much more closely spaced than in the bulk pool. This suggests 
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that convection in these pools is dominated by Marangoni convection. When the temperature 
difference between the center of the pool surface and the edge is high, the flow loops are stable 
and axisymmetric. When the temperature difference is reduced ' beyond a certain point, however, 
convection weakens significantly and the flow loops cannot retain its stability and axisymmetry. 
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Fig 1. Apparatus for flow visualization in transparent simulated weld pool ofNaN03. 
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(a) 

(b) 

(c) 

Fig.2 Flow patterns in 6 mm diameter pools with a surface temperature difference i1T of: (a) 
44.4 °C; (b) 31.4 °C; (c) 11.2 °C 
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(a) 

(b) 

(c) 

Fig.3 Flow patterns in 10 mm diameter pools with a surface temperature difference L'. T of: (a) 
48.6 °C; (b) 28.4 °C; (c) 1l.5 °C 
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INFLUENCE OF NATURAL CONVECTION AND THERMAL RADIATION 
MULTI-COMPONENT TRANSPORT IN MOCVD REACTORS 

S. LowryA, A. KrishnanB and 1. Clarke 

The influence of Grashof and Reynolds number in Metal Organic Chemical Vapor (MOCVD) reactors is being 
investigated under a combined empirical/numerical study. As part of that research, the deposition of Indium 
Phosphide in an MOCVD reactor is modeled using the computational code CFD-ACE. The model includes the 
effects of convection, conduction, and radiation as well as mUlti-component diffusion and multi-step surface/gas 
phase chemistry. The results of the prediction are compared with experimental data for a commercial reactor and 
analyzed with respect to the model accuracy. 

Keywords: Chemical Vapor Deposition (CVD), MOCVD, Computational Fluid Dynamics (CFD), Indium Phosphide, 
Radiation , Richardson Number 

1. INTRODUCTION 

Metalorganic Chemical Vapor Deposition (MOCVD) is a 
common technique for the growth of III-V and II-VI 
compound semiconductors and alloys . The uniformity and 
quality of these materials is tightly coupled to the composition 
and temperature distribution at the growth interface. As such, 
the understanding and control of heat and mass transport in 
MOCVD reactors is critical to the production of high quality 
materials. 

The mechanisms of heat and mass transport during MOCVD 
are currently being investigated under a joint project between 
CFD Research Corporation and NASA Langley Research 
Center CLaRC) . The research is a combined numerical! 
experimental study to investigate the influence of radiation and 
natural convection in MOCVD systems over a range of 

Richardson CGr/Re2) numbers. 

2. NUMERICAL MODEL 

The computational fluid dynamics code CFD-ACE is being 
used in the current study to model and analyze the chemistry 
and heat and mass transfer for selected MOCVD reactors. 
The code is a three-dimensional contro l volume Navier-Stokes 
code with surface and gas phase chemistry. Several advanced 
features essential for modeling MOCVD systems have been 
incorporated into the code. These include models for non-gray 
radiation , Soret effects, mUlti-component diffusion. and 
advanced surface chemistry models using CHEMKIN. 

3. RESULTS TO DATE 

The numerical studies performed thus far can be place in three 
categories: I) thermal validation, 2) convection analysis, and 
3) deposition predictions. These are discussed in more detail 
below. 

Thermal Predictions 

Thermal studies have been performed using data obtained by 
LaRC for pure gas flow in an MOCVD sled reactor. The 
apparatus used for these experiment is located in the Chemical 
Vapor Deposition Facility for Reactor Characterization at 

NASA Langley Research Center (Figure l)'. The reactor has a 
circular inlet section that feeds the reactants into a rectangular 
duct in which is mounted a fused silica sled containing a 
graphite susceptor. The graphite susceptor is heated by an 
external Radio Frequency (RF)' induction coil (not shown in 
Figure 1), wound around the outside of the silica test section. 
The reactor was operated at various flow conditions using 
pure nitrogen, helium , and hydrogen (Table I). During the 
experiment, the temperature along the sides and top wall of 

the reaction chamber was measured using an infrared camera2. 

These data were subsequently used for model validation3. 

GaSF~10W~ 3~m t 
oj. substrate 4.1 em 

~~~~ __________ ~1 
\

+-5.0 em-+J I I 
' 15.4em ---...... 
• 20.3 em -----+. 

Figure I . Experimental MOCVD Reactor at LaRC. 
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Table I . Pure Gas ThermallFlow Experiments 
Conducted at LaRC 

Gr/Re2 = 27 Hydrogen Helium Nitrogen 

Flow Rate 9.91pm N/A 9.91pm 

Gr 200 N/A 9690 

Re 2.7 IA 18.9 

Gr/Re2 = 41.5 Hydrogen Helium Nitrogen 

Flow Rate 81pm 81pm 81pm 

Gr 200.0 171.0 9690 

Re 2.2 2.0 15.3 

Gr/Re2 = 166 Hydrogen Helium Nitrogen 

Flow Rate 4 1pm 4 1pm 41pm 

Gr 200 171.0 9690 

Re 1.1 1.0 7.6 

Gr/Re2 = 664 Hydrogen Helium Nitrogen 

Flow Rate N/A N/A 21pm 

Gr N/A N/A 9690 

Re N/A IA 3.8 

Gr/Re2 = Hydrogen Helium itrogen 
2655 

Flow Rate IA IA Ilpm 

Gr N/A N/A 9690 

Re N/A N/A 1.9 

All the test cases in Table I were re-run using the 
numerical code. The model domain for these 
simulations consists of the entire reactor as shown in 
Figure I, i.e., the chamber, the graphite susceptor, 

the fused silica walls, and the fused silica susceptor 
holder. The gray radiation model assumption was 
used. The temperature on the reactor wall was 
determined as part of the solution, rather than 
specified a priori . The induction heating was 
modeled by fixing the graphite to 873K, as set in 
the experiment. The results of the simulation 

compare well with the thermal data3. For the range 
of Richardson numbers simulated, radiation and 
convection were both found to play significant roles 
in the heat transport in the reactor. Figure 2 shows a 
comparison of the empirical data with the 
numerical predictions for Nitrogen at Ri = 41 .5 
where Ri is the Richardson number, defined as Grl 

Re2. (The "dips" in the experimental date are due to 
the RF coil obstructing the IR camera view). The 
agreement between the experimental data and the 
numerical model (e.g. to within 10 degrees for the 
wall temperature above the substrate) is considered 
to be satisfactory for first order simulations of the 
reactor environment. However, for very accurate 
analyses, additional physics , such as the non-gray 
radiation and the transient effects of surface 
emissivities need to be included. These mechanisms 
have been shown to be significant in commercial 
reactors and, as such, need to be precisely 
understood and modeled. 

Silica Wall Temperatures Fur Nitrugen (Ri=41.5) 

COIllPO'IUOO anulll (plol hI 

Quartz Top Wall Tem perature (C) 

.. ..27'1171 
, 

""''' 
Ax ial [lslance along Quam (em) 

Figure 2. CFD-ACE: Thermal Prediction Valida­
tion for Nitrogen Flow in a CVD Reactor. 
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Flow Simulations 

The parametric set of experimental test cases 
performed at LaRC were also analyzed numerically 
in terms of recirculation flows as a function of 
Richardson number. These parametric cases 
reconfirm the dependence of recirculation on the 
Richardson number and the existence of both 
longitudinal and transverse roll s for this reactor 

design5-9. Figure 3 show a comparison of the 
relative location and magnitude of the three 
dimensional recirculation zones inside the reactors 
as indicated by an iso-surface of reverse flow equal 
to one crn/sec. The results indicate the presence of 
recirculation. It was determined numerically that 
changing the reactor tilt could reduce the 
recirculation zones, however, since the simulations 
are for a non-reacting system, it is not possible to 

draw a correlation between the magnitude of the 
recirculation and the effect it would have on 
uniformity of deposition. This leads to the next 
phase of the study in which a reacting system is 
modeled. 

]) 

2) 

100 

o 

4) 

Figure 3. CFD-ACE: Recirculations Patterns for 
Pure Gases in an MOCVD as a Function 
of Ri #. 
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Reaction Simulation 

The deposition of Indium Phosphide (InP) from the 
precursors Phosphine (PH3), Trimethylindium 

(In(CH3h), and Monomethylindium (InCH3) was 

selected as the initial material for modeling. This 
system was selected because of the importance of 
InP as a semiconductor material and because of the 
availability of experimental data from the University 

of Virginia 10. Furthermore, the data for this study 
were obtained using a commercial Crystal 

Specialties Model 425 MOCVD reactor (Figure 4) 
very similar in design to the test apparatus at LaRC . 

Figure 4. MOCVD Reactor at the University of 
Virginia. 

The reaction set assumed for this system and the 
corresponding rate equations are shown in Tables 2 

& 3 respectively 10: 

Table 2. Reaction Rates 
Surface 

In(CH))) + PH ) ~ InP(s) + 3CH4 

InCH ) + PH) ~ InP (s) + CH 4 + H2 

GasPhase 

In (C H)) ~ InCH) + 2C H) 

Table 3. Reaction Equations 

(I a) 

(1 b) 

(2a) 

(2b) 



(2c) 

(2d) 

(2e) 

(2f) 

Thermal Conductivity (W I m - K): 

k = 9.6336 x 10-3 + 3A53 x 10-4 • T 

- IAl3e - 08 • T2 (5c) 

The run conditions used for the simulation are the 
same as UV A InP experimental run # 83 as listed 
below in Table 7. 

Tab le 7. Run Conditi ons 

Total Flow: 

(2g) 7720 sccm (cm3/m in) (1.1 479 e-5 kg/s)* 

The activations energies fo r the reac tion rates are 
based on the experimental measurements of 

Buchan, et ali i , and the pre-exponenti al fac tors 
were determjned based on calibrati on with the 

empiri cal results lO. 

Table 4. Activati on Energies 

A1 = 5 X IO 5 I /sec 

A2 = I x 10 
14 IIsec 

A, = I x 109 I /sec 

Table 5. Pre-exponenti al Coefficients 

EI = 7.6x 107 J/ (kg mol) 

E2 = 1.7 x log J/ (kglll ol) 

E, = 1.5 1 x 108J/ (kgmol ) 

(3a) 

(3b) 

(3c) 

(4a) 

(4 b) 

(4c) 

With the exception of the diffus ivities, which are 
computed for each species based on kinetic theory, 
the phys ical properties of the mi xture were assumed 
to be those of the predominate hydrogen. These 

propert ies were computed as fo ll ows I 0: 

Table 6. Properties 

Viscosity (kg I m - sec): 

11 = 2.907 x 10-6 +2. 113 x 10-8 • T 

- 4.9 167 x 10-12 • T2 

Specific Heat (J/kg - K): 

(5a) 

Cp=IA91 x 104 -1.644 · T+ 1.709 x 1O-3 ·T2 (5h) 

TMI (Trimethylindium) inlet concentration: 

467e-6 mole frac ti on (4.844e-4 mass fraction) ** 
TMI flow rate : 0.048 sccm 

PH3 inlet concentration: 

3.88e-3 mole fraction (0.06 179 mass fracti on) ** 
PH3 flow rate: 30 sccm 

Substrate temperature: 600°C (873 OK) 

Pressure: 760 torr ( 1.0 13e4 ntlm3 or 1.0 atm) 

* Based on a density of 0.0893 kg/m3 at T = 

273°K and pressure = 101300 ntlm2 ( I atm) 
** Based on a mixture molecular weight of 2 .1 349 

The Reynolds Num ber (Re = ULp/ll) fo r thi s 
simulati on is 18. This is based on a length sca le of 3 
centimeters which is the channel height at the 
leading edge of the susceptor. The vi scosity is 
8.983e-6 kg/m-s, based on the inlet temperature 
(300K) and the viscos ity fO ffimla in Table 6. The 
corresponding mix ture density, at 1.0 atmosphere 

and 300 K, is 0.0862 kg/m3, as computed usi ng the 
ideal gas law. The reference velocity, U, is .06255 
m/s based on the above density, the cross-sectional 

area at the susceptor lead ing edge (2 .743e-2 m2), 
and the mass Row rate ( 1.1 47ge-5 kg/s). 

The Grashof Number (Gr = g ~ [Thot- Tcoldl L3/y2) 

for the simul ati on is 16,000. The T hot is the 

substrate temperature of 873 OK and the Tcold is the 

inlet temperature of 300 oK. For an ideal gas , the 
thermal coeffi cient of expansion (~ ) is equal to lIT. 
For this case, ~ is approx imated as a constant , ~ = II 
Tref, where Trd is set to the susceptor temperature 

(873/K ). The length scale, L, and the kinematic 

viscosi ty v = IlIP ( 1.042 e-3 m2/s ) are the same as 
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used for the Reynolds number and g is one earth's 
gravity. 

The conesponding Richardson number (Gr/Re2
) is 

49. 

Simulation Results 

Flow Pattern and Temperature Distribution: 
Figure 5 shows the predicted fl ow pattern over the 
sled. At the Richardson number of 49, the flow 
pattern is dominated by forced convection , with 
minor recirculation zones above the leading edge of 
the substrate. 

CFD-ACE: InP Case 83 Ri = 49 

Axial Velocity - mis (Along Centerline) 

o 
I 

o 
o 

N 

o 
.;. 
o 

Figure 5. CFD-ACE Centerline Flow Pattern 
(Velocity Vectors) for UVA Case 83. 

The corresponding centerline temperature contours 
are as shown in Figure 6. 

CFD-ACE: InP Case 83 Ri = 49 

Temperature K (Along Centerline) 

o 
o 

'" 
g 
<Xl 

Figure 6. CFD-ACE Centerline Temperature 
Contours. 

Predicted Deposition Rate: A full 3-D cut-away 
view (similar to the angle in Figure I) of the model 
prediction is shown in Figure 7. The deposition rate 
of InP on top of the sled is indicated by the grey 
flooded surface contours and the x-y plot in the 
lower right-hand of the figure. The measured 

deposition rate is included in the x-y plot as a dotted 
line. The deposition rate along the centerline 
exhibits a double peak near the leading edge of the 

su bstrate, as reported by Black 10. This is caused by 
the dual surface deposition mechanisms (I a and I b) 
listed in Table 2. Two-dimensional studies with a 
refined grid do a better job of reproducing the 
sharpness of these twin peaks. However, even grid 
refinement does not increase the average deposition 
rate predicted over the majority of substrate. In 
effect, the model is under predicting the deposition 
rate by nearly a factor of 2. 

Figure 7. CFD-ACE Prediction Deposition Rates 
and Selected Surface Temperatures for 
InP at 7720 sccm at 1 atm (Ri = 49). 

In an attempt to identify the cause of the 
discrepancy between the measured and predicted 
growth rates, several parametric studies were 
conducted to identify the sensitivity of the growth 
rate to the model assumptions . These include grid 
refinement, inlet swirl, modification of the pre­
exponential coefficients (by 10%), gas radiative 
absorption, and substrate temperature (by 30 K). 
None of these were shown to increase the deposition 
rate significantly. This indicates that the predicted 
growth is diffusion Iimi!ed. As shown by Figure 8, 
the concentration of MMI next to the substrate is 
severely depleted, thus limiting the growth rate. 
This was confirmed by increasing the reaction rate 

in Eq. 3c from 109 to 1020 with only a minor 
increase in the average growth rate. 
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CFD- ACE: InP Case 83 Ri = 49 

InCH 3 Mass Fraction (Along Centerl ine) 

o 0.0001 0.0002 

Figure 8. CFD-ACE Centerline Mass Fraction 
Contours. 

The question therefore remains as to why the 
predicted growth rate of InP is less than the 
experimental rate. A very plausible explanation is 

provided by Black lO who points out that the InP 
growth in the experiments is polycrystalline and that 
in the injtial stage of growth, it is relatively sparse, 
as shown in Figure 9. This is in contrast with the 
model wruch computes growth rates in terms of kg/ 

m2-s and assumes a perfect surface. (Black's own 
simulation show a similar discrepancy between the 
experiments and predictions). 

Figure 9. SEM micrograph of InP deposition on 
fused-silica after a growth time of 2 
hours. Growth conditions the same as 

Run 32 (0.1 atm, 4420 sccm)10. 

The above discrepancies point to the need for both 
better models and well controlled experiments. 
Towards that end, the current model will be 
extended to include more rigorous chemistry models 
with more complex gas phase chemistry and surface 

reactions including surface adsorbed species 12-14 

The material to be modeled with this advanced 
model will be the growth of GaAs, which is well 
characterized and for which there are high quality 

data avajlable for comparison I5- 16. 

4. SUMMARY/CONCLUSIONS 

A full 3-D CFD model of a commercial MOCVD 
reactor has been developed and appljed to model 
the growth of Indium Phosphjde. The thermal 
predictive capability of the model has previously 
been validated using empirical data for pure gas 
flow. The model predictions for InP deposition , 
based on a simplified set of reaction equations are 
within a factor of two of the measured deposition. 
The empirical data itself is shown to be highly 
dependent on the polycrystalline structure and 
varies experimentally by a factor of two over a 
growth period of five hours. Parametric numerical 
studies indicates that the predicted growth rate is 
diffusion limited and relatively insensitive to grid 
refinement, increases is substrate temperature, inlet 
swirl, gas absorptivity, and variations in the pre­
experimental factors. 

The discrepancy between the predicted rate and the 
data is attributed to the polycrystalline nature of the 
growth surface and to the simplified chemistry 
mechanisms in the model. 

The next phase of the project will study the 
deposition process with more complex (and 
realistic) chemistry models that account for surface 
adsorbed species. Once these improvements have 
been sufficiently validated, the model will then be 
used to better understand the combined role of 
radiation/convection on the MOCVD deposition 
process. 
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Orbital Processing of Eutectic Rod-like Arrays (OPERA) 

David J. Larson, Jr., Lili Zheng, and Hui Zhang 
Materials Science and Engineering Department 
State University of New York at Stony Brook 
Engineering 318 
Stony Brook, NY 11794-2275 

Task Objective 

The objective of this program is to utilize the orbital microgravity environment to conduct unique 
experiments to evaluate process models that describe convective influences on solidification of 
regular, low volume fraction, eutectic alloys. These models include a generic model of lamellar 
and rod-like eutectic solidification and complementary models that concern current interface 
demarcation and the influences of Soret transport on eutectic and off-eutectic solidification. 

Experimentally, we will directionally solidify regular eutectic structures in orbit (microgravity) and 
terrestrially (l-g) under magnetically damped and undamped conditions. We will simultaneously 
apply in-situ diagnostics to monitor and perturb the solidification interface velocity using current 
interface demarcation and to precisely monitor the temperature at the solidification interface using 
Seebeck measurements or subminiature thermocouple arrays. Comparative quantitative sample and 
data analyses will determine the relations between the velocity, interface temperature 
(undercoaling), and structural parameters (rod diameter and interrod spacing) in microgravity (Jlg) 
and in unit gravity (l-g) under magnetically damped and undamped conditions. 

Microgravity Rationale 

Prior analytical convective sensitivity testing of eutectic solidification theory predicted insensitivity 
and prior experimental testing of this theory offered broad-based agreement, although mostly for 
high volume fraction lamellar eutectics that solidified without faceting at the solidification interface. 
Directional solidification experiments of low volume fraction eutectics under damped (microgravity 
or magnetic field) conditions, however, have demonstrated significant sensitivity, challenging this 
fundamental theory. More recent theories have been proposed which introduce: kinetic 
undercoaling, faceting, velocity sensitivity, fluid velocity, and the possibility that the interface 
composition is not the same as the bulk liquid composition in order to explain the observed 
sensitivity. This program tests the established and proposed analytical theories and addresses the 
origins of the discrepancies between the experimental and analytical results. New process 
model(s) will be developed that will include all of the above possibilities as well as the influence(s) 
of the diagnostic techniques that will be employed. 

Significant Results 

The dominant theory that describes eutectic solidification, Jackson and Hunt, was derived for 
diffusion-controlled growth of alloys where both solid phases solidify metallically (Le., without 
faceting at the solidification interface) and with minimum interface undercooling. Both high 
volume fraction (lamellar) and low volume fraction (rod-like) regular metallic arrays are treated by 
this theory. Many of the useful solders and brazements, however, and most of the in-situ 
composites are characterized by solidification reactions that are faceted/non-faceted in nature, rather 
than doubly non-faceted (metallic). Further, diffusion-controlled growth conditions are atypical 
terrestrially since gravitationally-driven convection is pervasive. As a consequence, it is important 
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to determine whether these faceted/non-faceted composites behave in the same manner as their 
doubly non-faceted counterparts. We have selected·the regular, faceted/non-faceted, low volume 
fraction case for investigation because of the potential for process control using directional 
solidification and the near-isothermality of the interface. 

As a critical part of this task, a directional solidification model has been developed and validated 
experimentally with concomitant thermo-electric interface demarcation. This full transient model 
includes all of the thenno-electric contributions (Peltier, Thomson, Joule, and Seebeck) and 
calculates the interface shape and location as a function of time. The eutectic rod-like structure 
within the pulsed region and within the post-pulse transient is then approximated using the known 
relationship between velocity and microstructure. This model also incorporates Soret diffusion, 
induced and applied magnetic fields, and gravitationally-dependent convective contributions. 

A separate effort has developed a generalized Jackson-Hunt theory that ineludes either lamellar or 
rod-like microstructures, asymmetric phase relations (volume fraction and redistribution 
coefficients), significant interface undercooling, the full Peelet (velocity) regime, surface energies, 
and the possibility that the interfacial composition is not the same as the bulk liquid composition. 

The above models will be merged, and when completed they will provide a full model of the 
influences of transient and steady-state experimental conditions, as well as convective influences 
on directional eutectic solidification. 

Experimentally, the need for homogeneous eutectic alloys is obvious. These alloys are being 
fabricated using rocking furnace technology and directional solidification experiments are being 
conducted in the Bridgman-Stockbarger geometry. The possibility of macrosegregation being 
introduced due to Soret Transport is being quantitatively evaluated using the process model, 
ground experiments, and prior off-eutectic flight results. The terrestrial experiments will continue, 
and a precursor J.lg flight experiment has been approved to precisely measure the Soret Coefficient. 

The application of current pulses to the directionally solidifying sample is being developed using 
programmable power supplies and experiment control using Lab-View. Ampoule design is 
complete and preliminary experiments have been conducted. Process model validation is being 
pursued under one-g magnetically damped and undamped conditions. 

Preliminary evaluation of interface temperature measurement has been initiated using sub-miniature 
thermocouple, sub-micron thermocouple, and Seebeck technologies. The compatibility of the 
Seebeck technique with applied magnetic fields will be evaluated and the system requirements will 
be quantitatively ascertained. Preliminary measurements suggest that Seebeck signals on the order 
of 10 J.l V must be processed. 

Lastly, the empirical relations between microstructure, interface velocity, and interface 
solidification temperature are being refmed under damped and undamped conditions. Improved 
techniques are under development for polishing the samples and quantitatively analyzing the 
microstructures, pattern formations and particle morphology and distribution. 
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Orbital Processing of High-Quality Zn-AIIoyed CdTe Compound Semiconductors 

D.l. Larson, Jr. - Principal Investigator 
Materials Science and Engineering Department 
State University of New York at Stony Brook 
Stony Brook, NY 11794-2275 

Co-Investigators: 
M. Dudley and B. Raghothamachar - Materials Science and Engineering Department, State 

University of New York at Stony Brook 
J.I.D. Alexander - Department of Mechanical and Aerospace Engineering, Case Western Reserve 

University 
F.M. Carlson - Department of Mechanical and Industrial Engineering, Clarkson University 
D. Gillies and M. Volz - Space Sciences Laboratory, NASA Marshall Space Flight Center 
T.M. Ritter - University of North Carolina at Pembroke 
D. DiMarzio - Northrop Grumman Corporation 

Task Objective 

The objective of this research is to investigate the influences of gravitationally-dependent 
phenomena (hydrostatic and buoyant) on the growth and quality of doped and alloyed Cadmium­
Zinc-Telluride (CdZnTe) crystals grown by the modified seeded Bridgman-Stockbarger technique. 
It is hypothesized that the damping of the gravitationally-dependent buoyancy convection will 
substantially enhance chemical homogeneity and the near-elimination of hydrostatic pressure will 
enable significant reduction in defect (dislocations and twins) density. 

Microgravity Rationale 

The rationale for this experiment was to exploit the near-absence of hydrostatic pressure to allow 
the crystal to grow without forced wall contact. It was hypothesized that a crystal grown under 
conditions without wall contact might have substantially reduced defects due to the absence of 
hoop stresses during the growth and post-solidification cooling. Two geometries were employed, 
both of which used the balance of forces at the solid/liquidlvapor interface to minimize the 
likelihood of wall contact. 

Significant Results 

Zn:CdTe crystals were grown in unit gravity and in microgravity for comparative analysis. Two 
crystals were grown on the First United States Microgravity Laboratory (USML-lISTS-50) 
mission in 1992, and two additional crystals were grown on the Second United States 
Microgravity Laboratory (USML-2ISTS-73) mission in 1995. The Crystal Growth Furnace 
(CGF) in the seeded Bridgman-Stockbarger crystal growth geometry was utilized on both 
missions. Crystals grown on USML-l were found to have solidified with partial wall contact due 
to the near-absence of the hydrostatic pressure in microgravity, a residual g-vector that was not 
axial, and the non-wetting sample/ampoule wetting conditions. Crystals grown on USML-2 
included: a sample/ampoule identical to the USML-l sample/ampoule (with the addition of a 
restraining spring to simulate hydrostatic pressure internally) and a tapered ampoule which 
accomplished 2.2 cm of crystal growth without wall contact. 
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Infrared transmission of all ground and flight samples was found to be 63-66%, very close to the 
theoretical 66%, suggesting good stoichiometric control. Infrared microscopy confIrmed that the 
primary precipitates were Te and their size (1-10 J.U11) and density suggested that the flight and 
ground-based samples experienced similar thennal histories. 

Longitudinal macrosegregation, calculated using scaling analysis, was predicted to be low. Nearly 
diffusion controlled growth was achieved even in unit gravity and macro segregation data could be 
fit with a diffusion controlled model. Radial segregation was monitored and was found to vary 
with fraction solidified, particularly through the shoulder region, where the sample cross-section 
was varying significantly. It was also disturbed in the flight samples in regions where asymmetric 
wall contact was noted. In regions where a steady-state was established, the radial segregation 
was invariant, within our experimental measurement error. Local segregation near free surfaces 
was investigated for evidence of thermocapillary convection using low temperature 
photoluminescence techniques. No evidence of compositional segregation was detected. 

Flight samples were found to be much higher in structural perfection than samples processed in 
unit gravity under identical growth conditions. In regions where solidifIcation had occurred 
without wall contact, the free surfaces evidenced virtually no twinning, although twins appeared in 
the flight samples in regions of wall contact and were pervasive in the ground samples. These 
results were conf1IlIled using optical microscopy and synchrotron x-ray white beam topography. 
Full-width half-maximum (FWHM) rocking curve widths, recorded in arc-seconds, were 
significantly reduced from 20 a-s (I-g) to 9 a-s (J.1.g) for the best regions of the crystals. The 9 a-s 
(FWHM) rocking curve value in the unconfined flight samples equals the best value reported 
terrestrially for this material. 

Further evidence of high structural perfection was determined using low temperature 
photoluminescence (PL). The PL spectra exhibited well defined bound- and free-exciton peaks 
and donor-acceptor pair recombinations with phonon replicas of both types of features. Noticeably 
absent was the deep broad-band often reported at -1.4 e V in lesser quality material. 

The ground samples exhibited a fully developed (111)[110] dislocation mosaic structure, whereas 
dislocations within the flight samples were discrete and no mosaic structure was evident. The . 
defect density was quantitatively reduced from 75,000 (I-g) to 800 (J.1.g) ± 50%. Dislocation etch 
pit density results were conf1IlIled using transmission synchrotron white beam and monochromated 
beam topography. The low defect density is thought to have resulted from the near absence of 
hydrostatic pressure, which allowed the molten boule to solidify with little or no wall contact. This 
minimized the transfer of hoop stresses during solidification and post-solidification processing. 
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Crystal Growth of II-VI Semiconducting Alloys by Directional Solidification 

Dr. Sandor L. Lehoczky, Principal Investigator 
NASA Marshall Space Flight Center 
Mail Code ES75 
Marshall Space Flight Center, AL 35812 
Phone: (256) 544-7758 
Fax: (256) 544-8762 
E-mail: sandor.lehoczky@msfc.nasa.gov 

Co-Investigators: 
Dr. Frank R. Szofran, NASA Marshall Space Flight Center 
Dr. Ching-Hua Su, NASA Marshall Space Flight Center 
Dr. Sharon D. Cobb, NASA Marshall Space Flight Center 
Dr. Rosalia A. Scripa, University of Alabama at Birmingham 
Dr. Yi-Gao Sha, University Space Research Association 

This research study is investigating the effects of a microgravity environment during the crystal 
growth of selected II-VI semiconducting alloys on their compositional, metallurgical, electrical 
and optical properties. The on-going work includes both Bridgman-Stockbarger and solvent 
growth methods, as well as growth in a magnetic field. The materials investigated are II-VI, Hg1-
xZnxTe, and Hg1_xZnxSe (0~x~1), with particular emphasis on x-values appropriate for infrared 
detection and imaging in the 5 to 30 Ilm wavelength region. Wide separation between the liquidus 
and solidus of the phase diagrams with consequent segregation during solidification and problems 
associated with the high volatility of one of the components (Hg), make the preparation of 
homogeneous, high-quality, bulk crystals of the alloys an extremely difficult nearly an impossible 
task in a gravitational environment. 

The three-fold objectives ofthe on-going investigation are as follows: 

1. To determine the relative contributions of gravitationally-driven fluid flows to the 
compositional redistribution observed during the unidirectional crystal growth of selected 
semiconducting solid solution alloys having large separation between the liquidus and 
solidus of the constitutional phase diagram; 

2. To ascertain the potential role of irregular fluid flows and hydrostatic pressure effects in 
generation of extended crystal defects and second-phase inclusions in the crystals; and, 

3. To obtain a limited amount of "high quality" materials needed for bulk crystal property 
characterizations and for the fabrication of various device structures needed to establish 
ultimate material performance limits. 

The flight portion of the study was to be accomplished by performing growth experiments using 
the Crystal Growth Furnace (CGF) manifested to fly on various Spacelab missions. The 
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investigation complements the experiments being done on the crystal growth ofHg1_xCdxTe using 
the Advanced Automatic Directional Solidification Furnace (AADSF) flight instrument. The 
investigation consists of an extensive ground-based study followed by flight experimentation and 
involves both experimental and theoretical work. Just as for the AADSF-related studies. Both 
melt and solvent growth methods are being pursued, with the melt growth being the primary 
emphasis of the initial flight experiments. The combination of the two studies provides the basis 
for the evaluation of the influence of alloy property variations on the relative importance of 
various gravity- and non-gravity-related effects. Several alloy properties including the effective 
diffusion coefficient, segregation coefficient, thermal conductivity, microhardness, etc. are known 
to vary substantially with composition and from alloy system to alloy system. For example, the 
"effective" mass diffusion coefficients deduced from directional solidification compositional 
redistribution data differ by about a factor of 10, with that ofHgl_xCdx Te being the largest and 
Hgl_xZnx Te being the smallest. These variations will cause non-gravity-related effects to be more 
significant in some cases than in others. 

A series of HgZnTe crystal ingots has been grown from pseudobinary melts by Bridgman­
Stockbarger type directional solidification using the CGF Ground Control Experiment Laboratory 
(GCEL) furnace, as well as MSFC heat pipe furnaces . Several ZnTe crystals were also grown 
using a Te-solvent zone growth method. Various thermal boundary conditions and growth rates 
were employed and several of the ingots were rapidly quenched during the steady-state portion 
of growth to establish correlation between thermal conditions and melt/solid interface shapes. 
These experiments also indicated that the ingots can be successfully quenched and back melted to 
allow a rapid return to steady-state growth. The fitting of the measured crystal compositional 
distributions to appropriate theoretical models was used to obtain an estimate of the effective 
HgTe-ZnTe "liquid diffusion coefficient." To assist the modeling of the pertinent heat and mass 
transport processes, selected portions of the pseudobinary phase diagram, thermal diffusivity, 
melt viscosity and melt density have been measured. 

A ground pre-processed and quenched sample was successfully back-melted and partially 
regrown in the CGF instrument during the First United States Microgravity Laboratory (USML-
1) mission. The meltback interface was within 0.5 mm of the desired value. Because of the loss 
of power to the CGF, the experiment was prematurely terminated after approximately 39 hours 
into the planned 150 hour growth period. About 5.7 mm of sample had been grown at that point. 
Surface photomicrographs of the sample clearly showed significant topographical differences 
between the space- and ground-grown portions. Compositional measurements along the sample 
axis indicated that the desired steady-state growth for the axial composition was reached at about 
3 mm into the growth because of the quenched in melt composition for steady state growth. An 
x-ray diffraction and SEM survey of the sample showed that both the ground and flight portions 
of the ingot contained only a few grains (i.e., were nearly single crystals) and the crystallographic 
orientation was maintained following back-melting and space growth. The interface shape, radial 
compositional variations, and the quenched-in dendritic structures of the flight sample all have 
shown an asymmetric behavior. The compositional data strongly suggest that the most likely 
cause was unanticipated transverse residual accelerations. 

A new seeded method has been developed for the growth of HgZnTe crystal ingots from 
pseudo binary melt by the Bridgman-Stockbarger type directional solidification for the Second 
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United Sates Microgravity Laboratory (USML-2) mission. A vapor transport method developed 
by us was used to grow 2 cm ZnTe seed crystals in the fused silica ampoules. Then a stack of 
precast pseudobinary alloys of varying compositions were loaded in the remaining ampoules. 
The alloy compositional variation in the stack was chosen to correspond to the expected melt 
composition variation along the growth axis for steady-state diffusion-controlled growth 
conditions. A series of HgO.84ZnO.16Te and HgO.88ZnO.12Te crystals were then grown using the 
CGF Ground Control Experiment Laboratory (GCEL) furnace, as well as in heat-pipe furnaces. 
Several crystals were also grown under the influence of a 5T axial magnetic field. Detailed 
compositional and microstructural characterization of the samples indicated that the alloy stacks 
could be successfully back-melted within 0.5 mm of the seed interface to assure that growth 
begins under nearly steady-state growth conditions. The applied magnetic fields had a significant 
influence on radial alloy segregation and interface constitutional supercooling breakdown 
demonstrating the importance of gravity-induced fluid-flow effects. 

Two HgO.88ZnO.12Te seeded ampoules were chosen for processing in the CGF during the Second 
United States Microgravity Laboratory (USML-2) mission. The results from a similar 
experiment that was inadvertently terminated during the previous USML-l mission strongly 
indicated that residual accelerations transverse to the growth axis are detrimental for achieving the 
primary experiment objectives. Thus a Shuttle flight attitude that minimizes such accelerations 
was requested for the USML-2 mission. Just prior to launch the attitude was disallowed because 
of programmatic constraints and a decision was made not to perform the flight portion of the 
experiment under unfavorable growth conditions. 

Several HgO.9ZnO.l Se crystals were grown by the Bridgman-Stockbarger method with and without 
the presence of axial magnetic fields. The measured dislocation densities were more than an order 
of inaptitude lower than typically observed for other II-VI alloys. This has been attributed to 
highly favorable growth conditions. 
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Growth of Solid Solution Single Crystals 

Dr. Sandor L. Lehoczky, Principal Investigator 
NASA Marshall Space Flight Center 
Mail Code ES75 
Marshall Space Flight Center, AL 35812 
Phone: (256) 544-7758 
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Co-Investigators: 
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Mr. Dale A. Watring, NASA Marshall Space Flight Center 

The objective of the study is to establish the effects of processing semiconducting, solid solution, 
single crystals in a microgravity environment on the metallurgical, compositional, electrical, and 
optical characteristics of the crystals. The alloy system being investigated is the solid solution 
semiconductor Hg).xCdxTe, with x-values appropriate for infrared detector applications in the 8 to 
14 mrn wavelength region. Both melt and Te-solvent growth are being performed. The study 
consists of an extensive ground-based experimental and theoretical research effort followed by 
flight experimentation where appropriate. The ground-based portion of the investigation also 
includes the evaluation of the relative effectiveness of stabilizing techniques, such as applied 
magnetic fields, for suppressing convective flow during the melt growth of the crystals. 

The difficulty of growing bulk crystals of the alloys, with both radial and axial homogeneity of 
significant lengths in Earth's gravity is well documented. Because the HgTe-rich component 
rejected during solidification is more dense, the vertical Bridgman-Stockbarger growth process 
would appear to be both gravitationally and thermally stable against convection, but this is not 
generally true. Due to the peculiar relationships between the thermal conductivities of the melt, 
solid, and ampoule, it is practically impossible to completely avoid radial temperature gradients in 
the growth region. In general, the presence of radial temperature gradients near the growth region 
will cause a curvature in the solid-liquid interface which need be neither an isothermal nor an 
isoconcentrational surface. Furthermore, the growth of high quality crystals usually requires a 
slightly convex growth interface as viewed from the melt. Under the influence of stable growth 
conditions, such interface geometries readily lead to lateral alloy segregation because of the 
tendency of the more dense HgTe-rich liquid to settle at the portions of the surface having the 
lowest gravitational potential. Because the alloy solidus temperature decreases with increased 
HgTe content, the interface temperature will be lowered in this region, causing the interface 
curvature to increase. Although lateral diffusion will tend to drive the interfacial melt compositions 
to some equilibrium values, most ground-based melt-growth experiments show large radial 
compositional variations that are probably a direct consequence of such an interfacial fluid flow 
phenomenon. In low gravity it is expected that the highly desired slightly convex growth surfaces 
will be easier to maintain because of the reduced tendency for stratification of the denser (HgTe 
rich) fluid component. At the same time, the near-elimination of radial temperature gradient-driven 
convection is expected to provide for a better control of the lateral compositional distribution in the 
melts. 

It is thus expected that by growing under the influence of low-gravity conditions (g <10.6&), 
crystals with significantly improved crystallinity and compositional homogeneity can be prepared 
as compared to the best crystals that can be produced on Earth. It is also reasonable to expect that 
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careful characterization of both the space- and ground-grown materials will lead to better insights 
into the peculiarities of the various growth mechanisms that will permit improvements in Earth­
based processing of Hg'_xCdxTe and other compound semiconductor alloy systems. 

It is believed that CdTe, Hg'_xCdxTe, etc. probably possess extremely small yield strengths near 
their growth temperatures. If this is the case, the high dislocation density ( _105 cm-2

) usually seen 
in these crystals could be due at least in part, to stresses induced by the samples own weight, that 
is, self-induced stresses. Therefore, a second goal of these experiments is to assess the validity of 
this hypothesis. 

Over the past several years, a detailed evaluation has been performed on the effects of growth 
parameters on the axial and radial compositional uniformity, defect density, and optical properties 
in directionally solidified Hg'_xCdxTe and other similar compounds and pseudo-binary alloys. A 
series of Hg'_xCdx Te alloy ingots (0<x:S;0.6) has been grown from pseudobinary melts by a vertical 
Bridgman-Stockbarger method using a wide range of growth rates and thermal conditions. Several 
of the experiments were performed in transverse and axial magnetic fields of up to 5T. Precision 
measurements were performed on the ingots to establish compositional distributions and defect 
density distributions for the ingots. Correlation between growth rateS and thermal conditions and 
growth interface shapes have been established for the alloy system. To assist the interpretation of 
the results and the selection of optimum in-flight growth parameters, the pseudobinary phase 
diagram (O~x~l), liquid and thermal diffusivities (0~x~0.3), melt viscosity, and the specific 
volumes as a function of temperature (O~x~O.2) have been measured. From these measurements 
and other available data, the heat capacity, enthalpy of mixing, and the thermal conductivity of 
pseudobinary melts have been calculated using a regular associated solution model for the liquid 
phase. A one-dimensional diffusion model that treats the variation of the interface temperature, 
interface segregation coefficient, and growth velocity has been used to establish effective diffusion 
constants for the alloy system. Theoretical models have been developed for the temperature 
distribution and the axial and radial compositional redistribution during directional solidification of 
the alloys. These were used along with the experimental results to select the parameters for the 
first flight experiment flown on the Second United States Microgravity Payload (USMP-2) 
mission. A microscopic model for the calculation of point-defect energies, charge-carrier 
concentrations, Fermi energy, and conduction-electron mobility as functions of x, temperature, and 
both ionized and neutral defect densities has been developed. For selected samples, measurements 
were performed of electron concentration and mobility from 10-300 oK. The experimental data 
were in reasonably good agreement with theory and were successfully analyzed to obtain donor 
and acceptor concentrations for various processing conditions. 

A five zone Bridgman-Stockbarger type "Advanced Automatic Direction Solidification Furnace 
(AADSF)" has been designed and developed for the flight portion of the investigation. The 
AADSF was successfully flown on the USMP-2 mission in March 1994 during which a 15 cm 
long and 0_8 cm diameter Hgo.sCdo.2Te alloy crystal was grown under precisely controlled residual 
acceleration conditions over a period of approximately 11 days. Detailed microstructural and 
compositional analysis has been performed for the crystal. A rate change inserted into the growth 
timeline sequence produced in the crystal an effective time marker for correlating orbital and 
residual accelerations to various crystal features and alloy compositional changes. This allowed a 
detailed evaluation of the effects of the magnitude and direction of residual acceleration on crystal 
homogeneity and perfection to be made for the first time. Circumferential variation of composition 
and topographic features around the boule indicated that residual acceleration vectors were present 
and have a large effect on the growth process. The magnitude of the measured transverse 
compositional variations along the growth axis showed a high degree of correlation to the direction 
of the residual acceleration vectors. X-ray topographs of the portion grown in the most favorable 
attitude (-XLV, -ZVV) indicate that this region is of significantly higher quality than usually grown 
on the ground. The Orbital Acceleration Research Experiment (OARE) acceleration measurement 
instrument record of residual acceleration vectors proved to be in excellent agreement with our 
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results , as evidenced by the surface features of the boule. Certain attitude maneuvers of the orbiter 
can dramatically affect the growth stability. This is illustrated by the roll-around in tail-down 
attitude which reversed the direction of the residual acceleration perpendicular to the interface and 
caused thick compositional striations at 11 cm along the crystal. Further microstructural, optical, 
and electrical characterizations of the crystal promise to provide a wealth of additional information 
on the growth in low earth orbit of solid solution alloy crystals having a large separation between 
their liquidus and solidus. A series of Hgo.sCdo2 Te crystals were also grown under the influence 
of axial magnetic fields up to 5T. The application of the magnetic fields greatly reduced the radial 
compositional variations in the crystals, further underlying the importance of gravitationally­
induced fluid flows . A new seeded method has been developed and was used for the Bridgman 
growth of an x=O.16 alloy input during the USMP-4 STS-mission. An < lll>-B oriented CdTe 
seed was used along with a specially prepared alloy charge that emulated the calculated steady-state 
melt composition profile upon back melting. The results analysis of the results from the 
experiment are in progress. 
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Project Title: COLLOIDAL STABILITY IN COMPLEX FLUIDS 

PI: Jennifer A. Lewis 
Assistant Professor, Materials Science and Engineering 
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105 S. Goodwin Avenue 
Urbana, IL 61801 
jalewis@staff.uiuc.edu 

Objectives: The broad objective of this ground-based research program is to develop a 
fundamental understanding of factors governing the stability of complex colloidal 
suspensions. Such systems are utilized in numerous applications including advanced 
ceramics, coatings, inks, and paints. Specifically, this research aims to investigate the 
effects of depletion phenomena, which arise between large colloidal particles in solutions 
containing smaller particles, on the stability, structural evolution, and rheological properties 
of such complex systems. 

Microgravity Relevance: This ground-based research effort will benefit from a 
microgravity environment because complications arising from particle-size or density­
driven segregation in suspension would be minimized allowing for a broader range of 
experimental conditions to be probed. 

Background: Colloidal processing is well known to be the optimal approach for tailoring 
the structure and, hence, properties of ceramic films and bulk forms. Through careful 
control of the interparticle interactions, suspensions can be prepared in the dispersed, 
weakly flocculated, or strongly flocculated state. In the dispersed state, discrete particles 
repel each other upon close approach when the repulsive barrier »kT. In the weakly 
flocculated state, particles aggregate in a shallow secondary minimum (well depth :::; 1 - 20 
kI) forming particle clusters (or flocs), with a minimum equilibrium separation distance 
between particles of ho . In contrast, particles aggregate into a deep primary minimum in 

the strongly flocculated state forming a network of touching particle clusters at volume 
fractions exceeding roughly 0.05. 

Depletion interactions arise between large colloids suspended in a solution contammg 
smaller particles, known as depletantsY ·3] Such species may promote flocculation or 
stabilization of primary colloidal particles, as illustrated in Figure 1. The term, depletion, 
denotes the existence of a negative concentration gradient near primary particle surfaces. 
For rigid depletant species, their concentration is reduced at bare particle surfaces and 
increases to its bulk solution value at some distance away from these surfaces. This 
distance, known as the depletion layer thickness, is of the order of the depletant diameter 

(D deptetant)' 
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Schematic representation of (a) large, primary colloidal spheres 
interacting in a solution of smaller colloidal depletants, (b) 
depletant concentration profile as a function of interparticle 
separation distance, h, and (c) attractive, depletion potential 
energy resulting from such interactions (h < 0), where <Pbulk is 

the depletant volume fraction bulk solution. 

The emergence of new and/or improved technologies hinge critically on rational 
improvements in wet (or suspension) processing of ceramic powders Yl It has become 
increasingly clear that relevant ceramic systems will be complex in nature, consisting of 
single or multiphase particles with engineered size distributions (e.g., bimodal, trimodal) 
and a myriad of processing additives (e.g., soluble polymeric species, insoluble polymer 
lattices, etc.). However, little is known about how colloidal interactions driven by particle 
size differences, i.e., depletion phenomena, affect the processing-structure-property 
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relations of particulate-derived ceramic films and bulk forms. Successful completion of 
this research program will establish this critical knowledge base. 

Significant Results: Preliminary experiments have focused on how depletant species 
influence the stability and properties of model ceramic suspensions. Such systems consist 
of monosized silica (Si02, D . = 500 nm) spheres, which serve as large colloids, in an 

colloid 

aqueous solution of monodisperse, zirconia (Zr02, D depletanr = 8 nm) spheres, which serve 
as depletant species. The rheological behavior of these suspensions as a function of 
varying colloid and depletant volume fraction have been measured using controlled stress 
rheometers (Bohlin evo and eS-lO). In the absence of depletant species, Si02 

suspensions (prepared at pH = 0.5) exhibited strong shear thinning behavior indicative of a 
weakly flocculated system, as shown in Figure 2. 
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Upon the addition of depletant species, both the low shear apparent viscosity and degree of 
shear thinning behavior decreased dramatically indicative of improved system stability. 
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Sedimentation experiments were carried out the suspensions described above to 
probe their settling behavior as a function of depletant volume fraction . Their sediment 
volume as a function of settling time is given in Figure 3. 
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Sernilog plot of sediment volume versus settling time for Si02 

suspensions (~colloid = 0.10) of varying depletant volume 
fraction. 

Their equilibrium sediment volume fraction is plotted as a function of depletent volume 
fraction in Figure 4. In the absence of depletant species, the suspensions settled to produce 
a relative open structure (packing density - 20% of theoretical), indicative of an unstable 

system. Above a critical depletant volume fraction (~depletanl - 0.001 ), the suspensions 
settled to produce structures whose density approached that expected for random close­
packing (- 60% of theoretical) of monosized particles, indicative of a stabilized system. 
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( <PCOlloid = 0.10). 

Modeling of Colloidal Interactions: The stability of a given colloidal system is 
determined by the total interaction potential energy, To model the experimental systems 
described above, we account for long range van der Waals, electrostatic, short-range 
hydration, and depletion interactionsY-41 The attractive van der Waals interaction potential 
energy, Vvdw , exhibits a power law distance dependence whose strength depends on the 
dielectric properties of the interacting colloidal particles and intervening medium. The 
repulsive electrostatic interaction potential energy, Veiect, exhibits an exponential distance 
dependence whose strength depends on the surface potential induced on the interacting 
colloidal particles and the dielectric properties of the intervening medium. Exact analytical 
expressions for the electrostatic potential energy cannot be given, thus analytical 
approximations or numerical solutions were used. The short-range hydration interaction 
potential energy, V Slrucl' exhibits an exponential distance dependence with a characteristic 
decay length of roughly 1 nm. The depletion interaction potential energy, Vdep, is 
calculated using the approach developed by Walz and Sharma[l l, which predicts the 
depletion force between two charged spheres in a solution of smaller, charged spheres and 
accounts for second-order effects arising from two-body depletant interactions through a 
virial expansion of the single particle distribution function correct to 0 (poo2), where poo is 
the bulk depletant concentration. 
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In the absence of depletant species, the total interaction potential energy between 
two Si02 spheres (D . = 500 nm) in an aqueous solution (pH = 0.5) is shown in Figure 

colloid 

Sea), where VIOl is given by the summation of Vvdw , Veiec{, and VSlrucl' In agreement with 
the experimentally observed behavior for such suspensions, these calculations predict that 
the initial system is weakly flocculated with a secondary minimum of roughly - 5 kT. An 
estimate of the depletion interaction potential energy is given in Figure 5(b) for this system, 

where <l>depiela nl = 0.1 . A repulsive barrier of - 2 kT is predicted at these depletant 
concentrations. Interestingly, however, the onset of improved stabilization is observed at 

significantly lower <l> deplelanl suggesting either enhanced depletion effects due to the 
preferential segregation of such species to a region near the colloid-solution interface or 
their adsorption onto the colloid surfaces leading to steric effects Understanding the origin 
of these unusual observations is the subject of ongoing investigation. 
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Figure 5 Modeling results of colloidal interactions in the Si02 system: 
(a) total interparticle potential calculated in the absence of depletion 

effects, V((}I (<l>deplelanl = 0) and (b) the estimated depletion 

contribution, Vdep (<l>deplelanl = 0.1). 
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ABSTRACT 

Numerical models are developed to represent the complex electrodynamic and hydrodynamic 
phenomena in magnetically and electrostatically levitated droplets in microgravity environment. 
The numerical model development will be based on the solution of the Maxwell equations using 
either the boundary element technique or the coupled boundary/finite element technique and the 
solution of the Navier-Stokes equations and energy/mass balance equations by the [mite element 
method. With developed models, magnetically and electrostatically levitated droplets are studied in 
a comparative fashion to understand the following key issues concerning their space applications: 
(1) viscous surface oscillation and heat transfer of droplets levitated magnetically or 
electrostatically, (2) turbulent flow behavior in magnetically-levitated droplets, (3) internal fluid 
flows and heat transfer in electrostatically levitated droplets, and (4) stability of droplets levitated 
magnetically or electrostatically. 

I. INTRODUCTION 
Magnetic levitation and electrostatic levitation are two key containerless processing technologies in 
materials science research for studying fundamental phenomena such as nucleation and 
solidification microstructure formation and for measuring thermophysical properties of molten 
materials under microgravity conditions, such as heat capacity, surface tension, thermal 
conductivity, electrical conductivity and viscosity [1-3]. In fact, there has been an operational 
magnetic levitation system, the TEMPUS system, specifically designed for these microgravity 
applications. Several flight experiments already were carried out with the system. Electrostatic 
levitator also has been developed and is undergoing ground-based testing and and experiments 
[4,5]. According to NASA's plan, one electrostatic levitation device for microgravity studies will 
be operational after the year 2000 and installed in the Japanese Experiment Module in the 
International Space Station. 

The objective of this research project is to develop numerical models and to carry out extensive 
numerical simulations to address the above issues, with intention to develop a fundamental 
understanding of, and to be able to predict, the behavior of drops in electrostatic and magnetic 
levitators. Modeling studies will also be carried out to make a comparative assessment of the 
capabilities and relative advantages of magnetic and electrostatic levitation for microgravity 
applications. Information on the internal flow and thermal field, electromagnetic field, surface 
deformation and oscillation, viscous decay and sample stability will be obtained for the levitated 
drops as a function of various processing parameters such as the drop size, applied voltage, 
applied current and voltage. This information should be indispensable in providing rational 
guidelines for selecting the levitation process best suited for particular applications. The developed 
numerical models also will be useful tools to perform necessary calculations to help better plan the 
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microgravity experiments and more accurately interpret the experimental results as well as to 
improve the existing electric or magnetic arrangements for levitation. 

II. NUMERICAL MODELS FOR MAGNTICALLY LEVITATED DROPLETS 
Numerical models have been developed to represent the electromagnetic, transport and free surface 
phenomena associated with levitated drops in magnetic and/or electrostatic levitation systems. The 
model assumes an axial symmetry. The model development is based on the finite element and 
boundary element computational methodologies that have been developed by our research group in 
the recent years [6,7]. In essence, a coupled boundary/finite element method is applied to solve the 
Maxwell equations. By this method, finite elements are used to discretize the droplet region where 
information on electromagnetic field and temperature field distributions is needed, while boundary 
elements are applied in the free space outside the droplet region. The finite element and boundary 
element regions are then coupled through the interface boundary conditions. In developing the 
coupled boundary and finite element code, the LU decomposition, instead of direct matrix 
inversion, is used to facilitate the computation of interface flux distribution, and node data are 
appropriately arranged to preserve the skyline structure of the finite element discretization in order 
to improve the computational efficiency. The code is enhanced by an iterative scheme and 
remeshing capability for free surface calculations. The model for fluid flow and temperature 
distribution in the levitated droplets is developed based on the finite element solution of the 
transient Navier-Stokes equations and energy balance equations with the Lorentz forces as 
momentum sources and Joule heating as energy sources. 

Some of the calculated results are given in Figures 1 to 4. Figure 1 compares the analytical and 
numerical results for an aluminum sphere with a single coil placed around its equator plane. The 
analytical solution is given by Li [8]. Clearly, excellent agreement exists between the two 
approaches. Figure 2 further compares the calculated, analytical and experimentally measured 
lifting forces and total power absorption by a Cu sphere of 10 mm diameter inunersed in 
TEMPUS. Once again good agreement exists between the numerically computed and 
experimentally measured quantities. 

The calculated internal fluid flow and temperature distribution in a liquid silver sphere of 10 mm 
diameter magnetically positioned by TEMPUS in microgravity are shown in Figures 3 and 4. 
Figure 3 illustrates the temperature distribution and the fluid flow driven by the electromagnetic 
forces generated by both the heating and positioning coils in TEMPUS device. It can be seen that 
heating coils generate strong magnetically driven flows, characterized by two anti-rotating flow 
loops. The effect of the fluid flow also has an effect on the temperature distribution as appear in 
the left half of the sphere. 

In Figure 4, the temperature distribution and fluid flow field are plotted for a liquid silver sphere 
magnetically positioned in TEMPUS in microgravity with heating coils turned off. The positioning 
coils produce a quadruple field that provides a magnetic potential wall for stabilizing the liquid 
sample. The induced Lorentz force in the sample by the quadruple field produces four rotating 
fluid flow loops in the liquid silver sphere. The temperature field is also different. Comparison of 
the Figures 3 and 4 clearly indicates that the heating coils, when in operation, have much stronger 
effects than the positioning coils. 

III. NUMERICAL MODELS FOR ELECTRO CALLY LEVITATED DROPLETS 
Numerical models have also be developed to represent the electric field distribution, electrically 
induced droplet deformation, temperature field and fluid flow in electrostatically levitated samples. 
The model development is based on the modification of the models used for magnetic levitation as 
described above. The modification may be described as follows. Because the Maxwell equations 
reduce to a scalar equation for the electric potential, the boundary element method is sufficient for 
the solution of the potential field. Thus, only the boundary element part of the computer program 
is needed for the solution. The free surface deformation is calculated in the same way as for the 
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case of magnetic levitation, except that electrostatic stress is used instead of magnetic stress. The 
internal fluid flow and temperature distribution in the droplet are calculated using the finite element 
program. For electrostatically levitated droplets, surface tension driven flows can become very 
important, especially when heating source can not be uniformly distributed. 

Some of the results obtained from the numerical models for electrostatically levitated droplets in 
micro gravity are given in Figures 5 to 8. Figure 5 shows the basic concept used for electrostatic 
levitation. In essence the sample is charged and then immersed in a static electric field. The 
interaction of the electric field and the charges produce a force that can be used to support the 
sample. 

Figure 6 compares the calculated results for a conducting sphere immersed in an electric field with 
the analytical solutions. Clearly good agreement exists between the numerical and analytical 
solutions. 

The calculated results for free surface deformation in an electric field are given in Figure 7. It can 
be seen that electric forces generate a pulling acting at the two poles and thus the sample become 
elongated. This is different from magnetic levitation in that the sample deformation in TEMPUS is 
caused by the strong squeezing forces generated at the equator. 

Figure 8 shows the temperature distribution and fluid flow in a deformed silicon droplet in electric 
fields. The fluid flow is driven by surface tension, which is a function of temperature. The fluid 
is being circulated to the lower temperature region and then recirulated internally to the higher 
temperature region. The laser heating is assumed located around the north and south poles. 

IV. FUTURE WORK 
The planned work involves development of a numerical model for an axisymmetric sample 
undergoing free surface oscillations and viscous flow and temperature decaying under the influence 
of the positioning coils in magnetic levitation systems. In the TEMPUS device for surface tension 
and viscosity measurements, the melted sample is squeezed at the equator to induce a pre-deformed 
shape and then switching-off of the squeezing coils allows the sample to oscillate. During the 
oscillation, the position coils are still operative. The model will be capable of predicting the 
transient heating, temperature distribution, fluid flow and sample deformation deliberately induced 
by the squeezing coils. It will also be able to predict the free surface oscillation, temperature and 
velocity field decaying, after the squeezing coil is switched off, with the positioning coils still 
operative. The model development will be based on our in-house boundary/finite element code that 
has been developed for the electromagnetic field calculations and our on-house finite element code 
for fluid flow, heat transfer and free surface deformations. 

Study of turbulent magnetically-driven flow is carried out using direct numerical simulations 
(DNS). The flow relaminarization taking place during the free surface oscillation after heating coils 
are switched off requires a more accurate description of turbulence. The DNS will allow an 

accurate representation of turbulence in the droplets and assess the error associated with the k-£ 
model for transitional flows and relarninarization. With DNS, information on the Reynolds 
stresses, turbulent intensities, instantaneous flow structure, and turbulent transport will be obtained 
and will be crucial for us to understand the turbulence structure in the droplets and hence flow 
relarninarization. 

Numerical models will be developed for surface oscillation and viscous decaying of 
electrostatically-levitated droplets. The model will take into account the fluid flow and heat transfer 
as well as the electrically-induced deformation during oscillation. The code development is the 
same as described in Task 1 above, the difference being that the electric forces generated by the 
electrodes, instead of magnetic forces generated by surrounding coils, will be considered during 
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drop oscillation. The further model development will also include the effects of the sample rotation 
and other types of heating sources. 

Comparative study will be made of electrostatic and magnetic levitation using the models developed 
above. Modeling work will be carried out to compare electrostatic levitation with magnetic 
levitation for micro gravity applications. The surface deformation, internal flow, temperature 
distribution and uniformity, sample stability, surface oscillation, viscous flow decaying and 
thermal decaying of a droplet will be studied for electrostatic levitation and compared with their 
counterparts for magnetic levitation. The operating conditions will include applied voltage, 
electrode placement and arrangement, applied current and frequency, the drop size and type of 
materials. 

V. REFERENCES 
[I] Femings, M. c., Trapaga, G. and Hyers, R. (1996) The measurement of the viscosity and surface tension of 

undercooled melts under microgravity conditions and supporting MHD calculations. Microgravity Materials 
Science Conference, Huntsville, AL pp. 76-77. 

[2] Herlach, D. M. and Feuerbacher, B. (1986). Nucleation and undercooling. Materials Sciences in Space, B. 
Feuerbacher, H. Hamacher and R. 1. Naumann, Eds., Springer-Verlag, Berlin, p. 168. 

[3] Rim, W. K., Chung, S. K., Barber, D. Man, K. F., Gutt, G. and Rulison, A. (1993) An electrostatic levitator 
for hihg-temperature containeriess materials processing in I-g. Rev. Sci. Instrum, Vol. 64 (10), pp. 2961-
2970. 

[4] Rhihm, W. K. (1997a) Private Communication. Jet Propulsion Laboratory, California Institute of Technology, 
Pasadena, CA. 

[5] Rhim, W. K. (1997b) Thermophysical propertiy measurements of molten semiconductors. NASA Microgravity 
Materials Sicence Conference, Ed . F. Szofran, D. McCauley and C. Walker, pp. 427-432. 

[6] Song, S. P. and Li, B. Q. (1998). A boundary/finite element analysis of magnetic levitation systems: surface 
deformation and thermal phenomena. ASME 1. Heat Trans! , Vol. 120, pp.492-504. 

[7] Song, S. P., Li, B. Q. And J. A. Khadadadi (1998). Coupled boundary/finite element solution of 
magnetothermal problems. Int. 1. Num. Meth. Heat Fluid Flow, Vol. 8, pp. 1369-1383. 

[8] Li, B. Q. (1994). The transient magnetohydrodynarnics in electromagnetic levitation processes. Int. 1. Eng. 
Sci, Vol. 32, No.8, pp. 1315-1336. 

0. 10 

- nl~AlN .. : ItS II,) 
lI .. f~f~1AJ /' 

o. oa. -- ./ I 0 .~ 
e· il r>l~~(.Jo,,) l • \ --GuJII 

III 
n ,,""~"1c.J I "" I 

ao 
0 ~ } . 6 000 I I ........ ,..~ 

/ ij~ 1 12.11 
\ 

rC j OIH .. , ./ " .... ;1. I jU , a 
I I \ 

on .. ~. fL, \ 

. ------~ -, 0 ... '\'I 

j1.5 
, 

'i , 
O(Y.) ; ....... ,,..~- . . ~ 

! --0"--0 ___ ~:q~ iu . 'C~ 

-." ~ .:to .. 
-o.~ - ..:.f- ~'"'o,. M 'i 

#"~ .. -+-.. ", -6 
-004 - ~(~ -: ' '~'~I~ 

10 "0. U , -8 
'-, 

.(J~ I: ) itO -10 

' -.:;"--- .. -3 .a- -1 0 1 2 3- ~ 

.o..oe ~ol ....... ~~ 
(JoA) (}.2 {l.A 0.8 Q.8: 1.0 

R' Of (8"1 

428 



Fig. 1. Comparison of numerical and analytical 
solutions for magnetic vector potential A * distributions. 
S is the distance measured from the north pole of the 
sphere. R * is nondimensionalized radius. 

Vmax=18.32 cmls 

Fig. 3. Numerically calculated velocity field and 
temperature field in a liquid silver sphere of 10 mm dia 
magnetically positioned in TEMPUS in microgravity 
with both heating and positioning coils turned on. 
Tern erature is measured in K. 

Fig. 2. Comparison of numerical and analytical 
solutions and experimental measurements for global 
lifting force and. power absorption for a Cu sphere 
levitated in TEMPUS device. 

V max=4.39 cm/s, steady state 

Fig. 4. Numerically calculated velocity field and 
temperature field in a liquid silver sphere 10 mm dia 
magnetically positioned in TEMPUS in microgravity, 
with positioning coils operative only. Temperature is 
measured in K. 
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Fig.2 Schematic representation of a positively charged 
melt droplet levitated in an electrostatic field. 
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Fig.7 Electrostatically deformed free surface shape of a 
molten silicon drop (dashed line) in microgravity: the 
sample initial diameter is 5 mm, as indicated by the 
solid line, and the applied electric field is 2.5x106 Vim. 

Fig.6 Comparison of numerical and analytical and 
results for surface charge (normalized by E=8 .854xlO·12

) 

distribution along the surface of a 5mm diameter molten 
silicon sphere: applied electric field = 1.82x106 Vim and 
total free charge = 8.854xlO· 1O C. 

Fig.8 Temperature (in K) distribution and Marangoni 
convection in a Cu melt droplet electrically deformed 
under micro gravity conditions. The maximum velocity 
is 4.1 cm/s. The original eu sphere has a diameter of 
3.8 mm and applied electric field is 3 X 106 Vim. The 
laser heating power has the following characteristics: 
Q=1.5 X 106 exp(-?10.81) W/m 2

. 
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ABSTRACT 

As shown by NASA resources dedicated to measuring residual gravity (SAMS and OARE 
systems), g-jitter is a critical issue affecting space experiments on solidification processing of 
materials. This study aims to provide, through extensive numerical simulations and ground based 
experiments, an assessment of the use of magnetic fields in combination with rnicrogravity to 
reduce the g-jitter induced convective flows in space processing systems. We have so far 
completed asymptotic analyses based on the analytical solutions for g-jitter driven flow and 
magnetic field damping effects for a simple one-dimensional parallel plate configuration, and 
developed both 2-D and 3-D numerical models for g-jitter driven flows in simple solidification 
systems with and without presence of an applied magnetic field. Numerical models have been 
checked with the analytical solutions and have been applied to simulate the convective flows and 
mass transfer using both synthetic g-jitter functions and the g-jitter data taken from space flight. 
Some useful findings have been obtained from the analyses and the modeling results. Some key 
points may be summarized as follows: (1) the amplitude of the oscillating velocity decreases at a 
rate inversely proportional to the g-jitter frequency and with an increase in the applied magnetic 
field; (2) the induced flow approximately oscillates at the same frequency as the affecting g-jitter, 
but out of a phase angle; (3) the phase angle is a complicated function of geometry, applied 
magnetic field, temperature gradient and frequency; (4) g-jitter driven flows exhibit a complex fluid 
flow pattern evolving in time; (5) the damping effect is more effective for low frequency flows ; and 
(6) the applied magnetic field helps to reduce the variation of solutal distribution along the solid­
liquid interface. Work in progress includes numerical simulations and ground-based 
measurements. Both 2-D and 3-D numerical simulations are being continued to obtain further 
information on g-jitter driven flows and magnetic field effects. A physical model for ground-based 
measurements is completed and some measurements of the oscillating convection are being taken 
on the physical model. The comparison of the measurements with numerical simulations is in 
progress. Additional work planned in the project will also involve extending the 2-D numerical 

431 



model to include the solidification phenomena with the presence of both g-jitter and magnetic 
fields. 

I. INTRODUCTION 
Microgravity and magnetic damping are two mechanisms applied during the melt growth of 
semiconductor or metal crystals to suppress buoyancy driven flow so as to improve macro and 
micro homogeneity of the crystals. As natural convection arises from gravity effects, microgravity 
offers a plausible solution to reduce the convective flow. However, recent flight experiments 
indicated that residual accelerations during space processing, or g-jitter, can cause considerable 
convection in the liquid pool, making it difficult to realize a diffusion controlled growth, as 
originally intended, when experiments were conducted in microgravity [1]. Further studies 
showed that g-jitter is a random phenomenon associated with microgravity environment and has 
both steady state and transient effects on convective flow [2-7]. 

The fact that molten metals and semiconductor melts are electrically conducting opens one more 
avenue to control the convective flow. Less obvious than gravity, this approach is based on the 
interaction of the liquid motion with an externally applied magnetic field. This interaction gives 
rise to an opposing Lorentz force that results in a reduction (or damping) of melt flow velocities 
and may be explored to suppress the unwanted g-jitter induced convection during solidification. 

The objectives of this project are to: (1) determine the behavior of g-jitter induced convection in a 
magnetic field, (2) assess the abilities of magnetic fields to suppress the detrimental effects of g­
jitter during solidification and (3) develop an experimentally verified numerical model capable of 
simulating transport processes and solidification phenomena under g-jitter conditions with and 
without a magnetic field. These goals are to be achieved through both theoretical analyses and 
ground based laboratory experiments. We have so far completed asymptotic analyses based on the 
analytical solutions for g-jitter driven flow and magnetic field damping effects for a simple one­
dimensional parallel plate configuration, and developed both 2-D and 3-D numerical models for g­
jitter driven flows in simple solidification systems with and without presence of an applied 
magnetic field [9-13]. Numerical models have been checked with the analytical solutions and have 
been applied to simulate the convective flows and mass transfer using both synthetic g-jitter 
functions and the g-jitter data taken from space flight. Some useful findings obtained from the 
analyses and the modeling results are reported in ref. [9-13]. Both 2-D and 3-D numerical 
simulations are being continued to obtain further information on g-jitter driven flows and magnetic 
damping effects. A physical model for ground-based measurements is completed and some 
measurements of the oscillating convection are being taken on the physical model. The comparison 
of the measurements with numerical simulations is in progress. Also, the 2-D numerical model is 
being modified to allow for the solidification phenomena with the presence of both g-jitter and 
magnetic fields. 

II. ANALYTICAL SOLUTION FOR A ONE-D SIMPLE SYSTEM 
This simple one dimensional analysis is intended to provide some perspective on asymptotic 
behavior of the magnetic damping effects on g-jitter induced flow in a parallel plate configuration. 
A temperature gradient is established between two infinitely large parallel plates. A g-jitter field, 
which is assumed to follow time harmonic oscillation but spatially independent, acts in the 
direction parallel to the plates. A DC magnetic field is applied perpendicularly to the plates. 

Some results are selectively presented in Figures 1 to 2. Figure 1 shows the 3-D view of the 
natural convection distribution across the width of the channel induced by g-jitter without an 
applied magnetic field for different times. The quantity plotted along the vertical axis shows the 
velocity in the channel driven by synthetic g-jitter functions, which are assumed to follow a Fourier 
series in time. The fluid flow profile across the channel with applied magnetic fields illustrated in 
Figure 2. Clearly, as a limit, the flow can be damped entirely if a large enough magnetic field is 
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applied. Also, a magnetic field is effective in damping flows induced by g-jitter with larger 
component and lower frequency. Further studies also show that the applied field is more effective 
in suppressing the flows associated with g-jitter with lower frequencies but only has a moderate 
effect on the high frequency g-jitter flows. 

III. DEVELOPMENT OF 2-D FINITE ELEMENT MODEL 
We have developed a numerical model for the transient fluid flow, heat transfer and solutal 
transport under the influence of g-jitter with and without the presence of an external magnetic field. 
The model development was based on the finite element solution of the transport equations with the 
Lorentz forces as a momentum source and entails the modification of our in-house finite element 
fluid flow and heat transfer code to study the g-jitter induced flow and magnetic damping effects. 
Our finite element code, during the course of its development, has been extensively compared with 
various commercial packages including FIDAP, FLOW3D, and FLUENT. The numerical model 
is further tested against the analytical solution for the application of magnetic damping to suppress 
the g-jitter induced convective flows. Figure 3 compares the numerical results and analytical 
solutions for a simplified parallel plate configuration. Clearly excellent agreement exists between 
two approaches. 

The 2-D model was applied to study a simplified Beidgman-Stockbarger system for the melt 
growth of Ga-doped germanium single crystals. The simplification, among others, treats the 
solidification front being flat. Some of the results obtained from 2-D numerical model are given in 
Figures 4 to 6. It is seen from Figure 4 that the application of an external magnetic field reduces 
the convective velocities in the system studied. Figures 5 and 6 compare the time evolution of the 
solutal distribution along the solidification front with and with an applied magnetic field. With the 
magnetic field, solutal variation along the interface is much reduced. It is noteworthy that the 
solutal element still varies with time at a location on the interface but the amplitude of the variation 
is also much reduced with the applied magnetic field. 

IV. DEVELOPMENT OF 3-D FINITE ELEMENT MODEL 
We also have developed a 3-D numerical model for the study of transient fluid flow, heat transfer 
and mass transport as well as magnetic damping phenomena induced by g-jitter in microgravity 
with and without presence of an applied magnetic field. The model development is based on the 
finite element solution of the transient 3-D Navier-Stokes equations and heat/mass balance equation 
along with the Maxwell equations. As g-jitter in microgravity is time dependent and changes its 
direction because of the maneuver of space vehicles, a fully 3-D model is more appropriate. 

The 3-D model described above has been applied to study the g-jitter driven flows, heat/mass 
transfer and magnetic damping phenomena associated with a simplified Beidgman-Stockbarger 
system for the melt growth of Ga-doped germanium single crystals. Again to simplify the 
calculations, the liquid-solid interface is assumed to be flat. Results show that , the fluid flow 
driven by g-jitter is very complex and also evolves in time. This can be especially true when all 
three g-jitter components with a composite frequency and amplitudes are considered. The 
temperature distribution, however, remains the same, suggesting that heat transfer in the system is 
primarily by conduction because of a small Prandtl number of the melt. 

Figures 7 and 8 illustrate the magnetic damping effects on the g-jitter induced flows. Clearly, with 
the absence of the magnetic field, g-jitter induces strong recirculation in the vertical plane within 
which it is acting, as appear in Figure 7. With a magnetic field applied in the vertical direction, the 
convective flows qnd the recirculation loops are suppressed by the opposing Lorentz forces, as is 
evident in Figure 8 where the effect of inlet flow from the upper flat surface becomes more visible. 
Fluid flow results in other planes further indicate that with an applied magnetic field, the 
perturbance from g-jitter may be reduced to the level far smaller than the plug flow resulting from 
the inlet inertia of the fluid. 
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IV. WORK IN PROGRESS 
The work in progress involves extensive experimental measurements and additional numerical 
simulations to obtain more information that will help to enhance our fundamental understanding of 
magnetic damping effects on g-jitter induced flow and solidification phenomena in space 
processing systems and to help design damping facilities for micro gravity applications. 

Extensive numerical simulations will be continued to study magnetic damping of g-jitter flows. 
Information will be obtained to quantify the effects of the field strength and direction, and the g­
jitter frequency, orientation and amplitude, on the convective flows and solutal distribution and 
evolution in solidification systems. Solidification phenomena will be included in the 2-D model so 
as to better understand the effects of g-jitter and magnetic fields. Ground-based measurements will 
be conducted in the physical model that has just been completed and is being fine tuned. The 
physical measurements will be compared with the numerical model predictions. Additional 
experiments are also planned at NASA Lewis research center and compared with model 
predictions. The numerical models will be refined in light of the comparison. The refined models 
will be applied to carry out further studies of damping effects on velocity distribution, temperature 
distribution, solid-liquid interface and solute distribution during solidification with both synthetic 
g-jitter functions and the g-jitter data taken during space flight. 
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Figure 1. The flow field induced by a combination of 
two g-jitter components with distinct frequencies 
(02=1001=100) but the same magnitude (g2=gl=l, 
T2=T1) without a magnetic field. t=OI'tI21t. 
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Figure 3 Comparison of the 2-D numerical and the 
analytical solutions for convective flows in a parallel 
plate channel: Y the location between the plate and U 
the fluid flow velocity, both nondimensionalized. 

Figure 2. Effect of magnetic field on g-jitter induced 
flows (02=1001=100, g2=gl=I, T2=T1). Ha=20, and 
t=01't121t. Note that in comparison with Fig. I, the 
velocity is reduced by a factor of about 10. 
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Figure 4 Dependency of maximum flow velocity in 
the Ga-doped germanium melt on the applied magnetic 
field (2-D model): single frequency g-jitter, g=1O.3 and 
In=O.1 acting in the x-direction. 
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plane corresponding to Figure 7 but with an applied 
magnetic field in the y-direction B=0.22 Tesla. 
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THERMOPHYSICAL PROPERTIES OF HIGH TEMPERATURE 
LIQUID METALS AND ALLOYS 

John Manning (Principal Investigator) 
Metallurgy Division 
National Institute of Standards and Technology (NIST) 
Gaithersburg, MD 20899 
Telephone: (301) 975-6157 

and 
Shankar Krishnan (Co-Investigator) 
Containerless Research, Incorporated (CRr) 
906 University Place 
Evanston, IL 60201-2149 
Telephone: (847) 467-2678 

Objective 

The objective of this research is to extend, for the first time, the laser polarimetry technique for 
measuring the normal spectral emissivity to the microsecond time regime. This will enable 
accurate determination of true temperature of liquid specimens at high temperatures in rapid 
pulse heating experiments. In addition to the measurement of other experimental quantities, the 
proposed project will yield data on selected thermophysical properties with unsurpassed accuracy 
that can be used in support of microgravity materials science research. The properties to be 
measured include enthalpy, specific heat capacity, heat of fusion, and electrical resistivity above 
the melting point of selected refractory metals and alloys. 

Relevance to Microgravity 

Thermophysical property values for liquid metals and alloys are needed in modeling 
solidification, casting design, crystal growth and in welding designs. A number of these 
processes (and related experiments) are currently being practiced in the reduced gravity 
environment of space. The present research supports these efforts by aiming to provide 
thermophysical measurements methodology and thermophysical data of unsurpassed accuracy on 
standard materials, pure elements and alloys of importance to ASA' s microgravity mission. 

Background 

Research on materials at high temperatures, including measurements of thermophysical 
properties, necessitates non-contact (radiometry or optical pyrometry) for the measurement of 
specimen temperatures. The accurate measurement of "true" temperature is an important 
parameter in most experiments involving the measurement of thermophysical properties at 
elevated temperatures. However, due to the difficulties associated with accurate true temperature 
measurements (at elevated temperatures), large uncertainties exist in the reported values of the 
thermophysical properties of numerous materials. Ideal measurements require a blackbody 
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configuration for the specimen that is either impractical or impossible to achieve in high 
temperature experiments, particularly for liquid specimens. An alternate approach is to 
determine the true temperature from measurements of surface radiance temperature and a 
knowledge of the normal spectral emissivity of the specimen surface . Pyrometric techniques 
are sufficiently advanced to provide the means for accurate measurements of surface radiance 
temperature; however, determination of normal spectral emissivity for the specific surface 
presents a serious difficulty . 

A vailable data on emissivity for many materials at high temperatures are in considerable 
disagreement, even for pure metallic elements. In many cases , the disagreement among the 
literature data is believed to be largely due to differences in surface roughness and/or to 
problems such as specimen evaporation, surface contamination, chemical reactions, etc . This 
suggests that for accurate temperature determinations and thermophysical property 
measurements, it is essential to measure normal spectral emissivity simultaneously with the 
surface radiance temperature of the specimen together with other experimental quantities . 

During the last decade, accurate direct measurements of normal spectral emissivity have been 
made possible as the result of research conducted at Rice University and Containerless 
Research Incorporated (CRI) [1,2]. These investigations have led to the development and 
application of a laser polarimetry technique for the measurement of normal spectral emissivity 
of levitated and pulse-heated liquids. The working principle of the laser polarimetric technique 
is that, when quasi-monochromatic light of linear polarization is incident on a specularly­
reflecting surface at an oblique angle, the reflected light is generally elliptically polarized. By 
accurately measuring the polarization state of the reflected light, normal spectral emissivity can 
be determined. 

During the past three decades , the development of subsecond pulse-heating techniques at the 
National Institute of Standards and Technology (NIST) [3,4] has enabled the measurement of 
selected thermophysical properties of a number of electrically-conducting solids at high 
temperatures (primarily in the range 1500 K up to and including their melting temperature). 
The measured properties include not only normal spectral emissivity (by employing blackbody 
hole methods) but also heat capacity, electrical resistivity , thermal expansion, hemispherical 
total emissivity, temperature and energy of solid-solid phase transformations, and melting 
temperature [4]. The basic technique involves rapid resistive self-heating of the specimen from 
room temperature to the maximum temperature of interest in less than 1 s by passing an 
electrical current pulse through it, and simultaneously measuring the pertinent experimental 
quantities with millisecond resolution. 

Five years ago , NIST and CRI began a NASA-sponsored joint effort to integrate the laser 
polarimeter and the millisecond pulse-heating system to conduct research with the objective of 
validating and establishing the accuracy of the laser polarimetry method and obtaining accurate 
emissivity data on selected metals. An initial three-year NRA program resulted in the 
validation of the laser polarimetric technique and the determination of the spectral emissivity 
and thermophysical properties of a number of materials at temperatures up to and including the 
melting point [5] . Two years ago, we began the current NRA program aimed at extending the 
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operating range of this system for the measurement of spectral emissivities and true 
temperature into the liquid state by integration of a microsecond pulse-heating and pyrometry 
system with an ultra-high speed laser polarimeter system. These studies have advanced 
tremendously in the last two years leading to the complete development and preliminary 
validation of a new ultra-high speed laser polarimeter system for the measurement of normal 
spectral emissivity of liquid materials with microsecond time resolution, allowing 
determination of true temperature and thermophysical properties in the liquid state during 
microsecond pulse-heating. 

Accomplishments 

Due to relatively long development time for the ultra-high speed laser polarimeter system, the 
first year of the current program involved continued studies using the millisecond pulse-heating 
facility. These stUdies provided important results on the thermophysical properties of Mo and 
Nb-47 % Ti alloys at elevated temperatures [6,7]. The second year of this project involved the 
integration and use of the novel ultra-high speed laser polarimeter system developed by eRI in 
the microsecond pulse heating facility. Operation of the combined system (microsecond pulse 
heating and ultra-high speed laser polarimetry) was tested during the past year. 

Figure 1 shows the experimental arrangement used to conduct the on-going NRA research 
work. The previous (existing) microsecond pulse heating system was modified to 
accommodate a new chamber, new electrical and electronic systems to control the pulse 
heating and provisions to accommodate the ultra-high speed polarimeter system. The laser 
light delivery to the polarimeter incident optics and the light collection from the polarimeter 
receiver was achieved through fiber optics . A single wavelength pyrometer was used to 
measure the radiance temperature of the specimen at an effective wavelength of 652 nm, which 
is close to the laser polarimeter ' s operating wavelength of 677 nm. The polarimeter receiver 
produces four output light fluxes which are transmitted to four high-speed detectors and de­
modulation electronics via fiber optics. In addition, the voltage drop across a known specimen 
length (with the aid of voltage probes) and the current through the specimen are also recorded 
precisely. Further details on the polarimeter operation, the data acquisition system and data 
reduction, calibration of the polarimeter, and alignment issues are described in a recent 
publication [8]. Further details on the general principles of the operation of the microsecond 
pulse heating facility may be found in previous publications from NIST [9]. Figure 2 shows a 
close up view of the specimen geometry including the placement of the voltage probes , the 
electrical clamps, and the polarimeter and pyrometer measurement geometry. Specimens used 
in the study are typically 1.5 mm in diameter and about 50 mm long. 

Figure 3 shows the first normal spectral emissivity results obtained with the new system on 
niobium. In these experiments, the specimen is rapidly heated , melted and heated well into the 
liquid region in less than 100 fls. As the specimen temperature approaches the melting 
temperature (Tm = 2740K) , there is a rapid decrease in the emissivity. The emissivity values 
then remain nearly constant through the melting region and then into the liquid region. 
Emissivity data are obtained for approximately another 30 fls beyond the melting plateau. The 
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pyrometer output saturates within about 10 ~s beyond the plateau, but emissivity data are 
obtained further out in temperature. 

Figure 4 shows preliminary values of the total enthalpy , heat capacity and electrical resistivity 
(volume uncorrected) for solid and liquid niobium as a function of true temperature. The 
specific heat capacity is equal to the slope of the enthalpy-temperature curve. The results for 
the thermophysical properties for liquid Nb in the 2800-3300K temperature range are: 

Normal emissivity (at 677 nm) : 
Electrical resistivity: (flQ-cm) 

Cp = 42.4 J/mo l.K , 

seT) = 0 .342 + 0.000015T 
P (T) = 92.97 + 0.00273T 

2800K < T < 3300K, t.Hr = 32.4 kllmol 

These values are in good agreement with previous results [10] obtained with a constant 
emissivity assumption. 

Future Research Plans 

This past year has resulted in the installation and successful testing of an ultra-high speed laser 
polarimeter system and integration with the NIST microsecond pulse heating and pyrometry 
facility. The preliminary results obtained on niobium show the system to be very promising. 
Further detailed measurements on niobium are being conducted, and we expect to submit one 
or two archival publications on this work in the next few months . In the next year, we hope to 
extend the measurements to other materials including refractory metals, such as molybdenum, 
tungsten, and industrially important alloys, such as Inconel 718 and 90Ti-6AI-4V from their 
melting point to about 1000 K above their melting point. 
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Figure 2. Schematic diagram of the specimen and the configuration of the single wavelength 
pyrometer, the polarimeter system and voltage probes. Dimensions are not to scale. 
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1. Description of Experiment 

For the reflight of the first Microgravity Science Laboratory (MSL-l R) flight of opportunity, this 

program of study was directed at the fundamental and applied issues pertaining to diffusion of 

mass in the liquid state as driven by concentration gradients (Fickian diffusion). The 

fundamental material systems of interest for the MSL-l mission were the dilute binary systems 

of gallium (Ga), silicon (Si) and antimony (Sb) into germanium (Ge). This research program 

consisted of three major components: an experimental measurement portion, a continuum 

numerical simulation portion and an atomistic numerical simulation portion. 

The experimental measurement portion was designed to provide definitive measurements of the 

purely diffusive component of mass transfer in molten semiconductor systems. The shear cell 

technique was used to directly measure the diffusion coefficients in semiconductor melts. For 

the Fickian diffusion case, isothermal measurements were used to determine the diffusion 

coefficients. An experimental matrix was used to determine the dependence of the diffusion 

coefficients on temperature, dopant type and column diameter. For the MSL-1 mission, the 

experiments contained a "check" to quantify, if any, the amount of Soret diffusion driven by the 

small thermal gradients in the Large Isothermal Furnace (LIF). 

The shear cell technique consisted of two columns of different liquids, which are brought into 

contact with one another, allowed to diffuse, and then these columns were sheared into segments. 

Following solidification, the average concentration level of each segment was measured enabling 

the construction of a diffusion profile. From that concentration profile, the diffusion coefficient 

can be computed, and possible diffusion mechanisms may be verified. 
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An extensive ground based experimental matrix was conducted. However, in each of these 

experiments an effective diffusion coefficient was measured, which will be a combination of a 

purely diffusive transport and a convective transport contribution. By reducing the sample 

diameter, the convective transport term can be minimized. However, if the sample diameter is 

too small, an additional transport term due to wall effects becomes important. In the 

micro gravity environment of near earth orbit, the convective term can be minimized and the 

sample diameter can be increased to minimize the wall effect, thus measuring the purely 

diffusive diffusion coefficient. 

Post flight characterization of the flight samples will consist of measuring the average 

concentration of each segment using Inductively Coupled Plasma/Mass Spectroscopy (ICPIMS). 

In the ICP/MS technique, the sample is digested and a small number of measurements are taken 

from each sample. Statistical analysis of these measurements is then done to determine the 

precision and accuracy of these measurements. In addition , a statistical model of a perfect 

diffusion profile has been developed. Known error has been added to this model to determine 

the exact precision for which the value of diffusion coefficients can be differentiated. 

Extensive continuum numerical simulation experiments have been performed using a complete 

thermal model of the furnace, combined with a three-dimensional model of the shear cell. These 

simulations (together with verification experiments) were used to determine the input control 

parameters for the isothermal furnace. 

2. Scientific Knowledge to be Gained 

The fundamental mechanisms of mass diffusion in the liquid state are not understood well 

enough to allow for the prediction of diffusion of one species into another or even within itself. 

This observation is especially true with respect to the dependence of diffusion mechanisms on 

temperature as well as on the dopant type. Present estimates of diffusivity in molten 

semiconductors can typically provide an order of magnitude estimate only, without any 

information on their dependency on dopant type or temperature. 

The availability of these data is of paramount importance for practical reasons. The relevancy of 

numerical modeling for the analysis and design of ground based and space experiments is 

directly dependent upon the accuracy of the fundamental material properties used in these 

simulations. These data are also important for the correct characterization and interpretation of 

experimental results from ground based and space experiments. 
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These experiments should provide the most accurate measurements of diffusion coefficients ever 

made. These will be used to validate the prediction made by the numerical models and thus, it is 

hoped that new scientific insight into the fundamental mechanisms of diffusion as well as the 

structure of the liquid state in general will be found. 

3. Value of Knowledge to Scientific Field 

The subject of how a mass of one species diffuses through a matrix of another is, at the same 

time, both a very old and very new research area. That this area can encompass the small, i.e., 

movement of electrons in a plasma, to the very large, i.e., the depletion of the global ozone layer, 

merely serves to emphasize the fundamental aspects of this subject. .Most manufacturing 

technologies, at some stage, rely on diffusion processes in the solid, liquid or gas. 

The need for precise measurements of the diffusion coefficients in molten semiconductors has 

been repeatedly pointed out. These data are required both to interpret the experimental results 

from previous space-based (and Earth-based) experiments and also to optimize newly envisioned 

experiments. Difficulties in experimental techniques and theoretical interpretations are cited for 

the lack of these data. This is a comprehensive program, which addresses both of these issues. 

4. Justification of the Need for Space Environment 

Terrestrial experiments designed to measure diffusion coefficients in the liquid state are 

hampered by convection in the melt and convection during the solidification process, both of 

which typically confound data interpretation. This has resulted in wide variations in the few 

reported data in the literature. Arnold and Matthiesen have predicted, based on numerical 

simulations, that for the Ga-doped Ge system, convection effects increase the measured diffusion 

coefficient for capillaries even as small as 2 mm in diameter. The experimental data, combined 

with the numerical simulations of convective effects, predict a nonexistent range of capillary 

diameters that allow the measurement of the actual diffusion coefficient on Earth. As a result, 

the microgravity environment, in which convective effects are minimized, is required. 

5. Summary of Ground Based Tests 

Table 1 lists the summary of ground based testing and Fig. 1 shows a plot of these results. The 

error bars represent 95% confidence intervals about the means. As can be seen in Fig. 1., the 
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diffusion coefficient does increase as the capillary diameter increases, which is indicative of 

convection in the column. 

Capillary Diameter (mm) 
1.6000 
1.6000 
1.6000 
3.0000 
3.0000 
1.0000 
2.0000 
3.0000 
1.6000 
3.0000 
1.6000 

Diffusion Coefficient 
2.2200 
1.6000 
1.7500 
2.7600 
3.1200 
1.5900 
0.92500 
0.76300 
1.6400 
2.6400 
1.7900 

errors 
1.1900 
0.090000 
0.11000 
0.37000 
0.14000 
0.50000 
0.13800 
0.12800 
0.11000 
0.41300 
0.41300 

Table 1. Summary of diffusion measurements in Ga-doped Ge. 
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Figure 1. Plot of diffusion coefficients as a function of capillary diameter for Ga-doped Ge, 

446 



6. Results of the MSL-IR Mission 

During the MSL-IR mission, 6 cartridges were processed in the LIF. Two cartridges were 

processed at lOOO°C; three cartridges were processes at 1550°C; and one cartridge was processed 

at 950 °C. The cartridges at lOOO °C and at 950 °C were thermally soaked for 6 hours and 6 

minutes at which time a payload crew member aligned the capillaries. After a 2 hour and 12 

minute diffusion period, a payload crewmember rotated the cell to shear the capillaries. The 

cartridges at 1550°C were thermally soaked for six hours and 32 minutes and had a diffusion 

period of two hours and 15 minutes. After the final shear the furnace power was shut off. 

Each cartridge contained one shear cell and each shear cell contained three capillaries 3 mm in 

diameter and 3 which were 1.5 mm in diameter. One set of capillaries consisted of one 3 mm 

capillary and one 1.5 mm capillary. One set was doped with gallium, one set with antimony and 

one set with gallium and silicon at the lOOO °C temperature. For the 950°C and 1550°C 

temperatures, two sets were doped with gallium and one set was doped with antimony. In 

addition, each shear cell had six capillaries, 1 mm in diameter, which were gallium-doped 

germanium. These small capillaries are to be used to determine if any Soret diffusion was 

present. 

During the MSL-1R mission several off-nominal events occurred. Because of these off-nominal 

events, NASA Lewis Research Center convened a Failure Review Board to investigate the cause 

of these anomalies and to determine what lessons could be learned from the causes of these 

events. Since this Board has not completed their investigation, the flight samples and the ground 

truth samples have not been released to the Principal Investigator. 

There are three off-nominal events, which are being investigated. The first was that no downlink 

data was obtained from the sample thermocouple, which was located in the center of the shear 

cell. The cause of this was determined during the mission to be an incorrectly wired connection 

plug for the cartridge. The thermocouple connections on the cartridge plug were on pins J and I 

and the connections on the bulkhead receptacle were on pins I and H. The connector and the 

receptacle were each wired correctly according to their respective drawings. This anomaly was 

corrected during the third experiment by the payload crew using jumper cables between the 

connector and the receptacle. 

It is clear from the description of this anomaly that one lesson to be learned is that: "flight 

hardware must meet flight hardware in form and function". This means that had the cartridge 
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connector been plugged into the bulkhead receptacle and tested before flight, this error would 

have been found and could have been corrected. 

The second off-nominal event occurred during the fourth experiment when the furnace power 

began to increase although the control thermocouple continued to read the same value. This 

indicated that the control thermocouple was reading too low, and was probably going to fail 

soon. It was negotiated pre-mission with NASDA that the furnace control would automatically 

switch to another thermocouple for control in the event of a control thermocouple failure. 

However, during the mission it was discovered that only if the control thermocouple would fail 

open-circuit would the furnace control automatically switch over. If the control thermocouple 

failed too low, which is a very common occurrence, the furnace power would increase and cause 

the furnace to over heat. An automatic shutdown occurred when the monitoring thermocouples 

exceeded the 1650 °C temperature limit and the sample was quenched, resulting in a 100% 

science loss. 

When the furnace control thermocouple cooled to below 270 °C, the furnace reset itself and 

automatically turned itself on with full power. The temperature of the furnace quickly reached 

the melting point of the germanium. The furnace was finally turned off using payload crew 

intervention. 

One lesson to be learned from both of these off-nominal situations is that the software to be used 

in flight must be thoroughly tested in flight like mission simulations. 

The third off-nominal event occurred when the payload crew rotated the shear cell capillaries 

into alignment. The individual segments of the graphite shear cell each have individual 

alignment tabs. There is an 85.5 ° initial offset of the capillaries to allow them to melt without 

being in contact with each other. The initial alignment by the payload crew was thus, expected 

to be 85.5 ". The actual procedures called for rotation to a hard stop, i.e. when all the graphite 

tabs aligned. The first rotation for sample one was 215 a and for sample 2 it was 365 °. Both of 

these samples were at 1000 0c. 

During the mission it was hypothesized that the graphite tabs were being broken. For the third 

sample it was requested that the payload crewmember only rotate the shear cell 85.5 a and then 

stop without reaching a hard stop. The problem with this approach is that if the capillaries are 

not exactly aligned, then an unquantifiable unknown is introduced into the data set thus rendering 

it useless. Two samples at 1550°C and one sample at 955 °C were conducted in this manner. 
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In the post-flight examination of the flight samples, no graphite tabs were found to be broken. 

Instead it was found that the stainless steel driveshaft and the tantalum transfer shaft were 

twisted. It is currently believed that the tolerances of the inside diameter of the stainless steel 

bushing and the outer diameter of the stainless steel driveshaft were incorrectly specified and did 

not take into account the thermal expansion of the stainless steel driveshaft. This caused the 

stainless steel driveshaft to bind and greatly increase the torque required to rotate the shear cell. 

This error was not discovered in ground-based testing because all the bushings were machined to 

the largest ID tolerance and the stainless steel driveshafts were machined to the smallest OD 

tolerance. This situation accommodated the thermal expansion of the driveshaft. However, since 

the flight samples were all machined at the same time, they all contained the same problem, 

which was that the OD of the driveshaft and the ID of the bushing would bind at temperature. 

The lesson to be learned here is that the flight samples and the ground truth samples must all be 

manufactured at the same time. Then the ground truth samples must be run on the ground before 

the flight. 

Despite all of these failures, it appears at this time that the two samples run at 1000°C were fully 

aligned and correctly sheared, despite their twisted driveshafts, and they are expected to yield 

valid scientific data. Ftrrther examination needs to be done to determine if the three samples for 

which the initial alignment was stopped at 85.5 ° were fully aligned before their validity can be 

established. 

7. Conclusions 

The shear cell technique ha been used to successfully measure the diffusion coefficients for Ga 

and Sb doped germanium. Ground-based results using capillary diameters of 1, 1.6 and 3.0 mm 

have indicated an increase in the diffusion coefficient with increasing capillary size. This is 

indicative of convection being present in the diffusion column for the ground-based experiments. 

Several off-nominal events occurred during the MSL-IR mission, which resulted in the loss of 

one experiment and the compromise of three experiments. The two experiments at 1000°C are 

expected to yield valid scientific data on the diffusion coefficients of Ga, Si and Sb in molten 

germanium. 
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1. Description of Experiment 

The original proposal for the study of dopant segregation behavior during the growth of gallium 

arsenide (GaAs) in microgravity was a program to investigate techniques for obtaining complete 

axial and radial dopant uniformity during crystal growth of selenium doped gallium arsenide 

(Se/GaAs). The primary goal of the reflight opportunity on the Second United States 

Microgravity Laboratory (USML-2) was to characterize and, if possible, controllably modify the 

melt-solid interface shape during the growth of Se/GaAs to achieve uniform radial segregation of 

the dopant. The reduced effective gravitational accelerations in a microgravity environment can 

reduce or eliminate the driving force for buoyancy driven convection. As the level of convection 

is reduced, axial segregation approaches that of diffusion controlled growth. An axial 

segregati0n profile due to diffusion controlled growth will have a uniform steady state region 

after an initial tran ient. Radial segregation, however, is controlled by the shape of the melt-solid 

interface. In these experiments, the booster heater and gradient zone configuration of NASA's 

Crystal Growth Furnace (CGF) were utilized in an attempt to achieve a near planar interface 

shape in order to minimize radial dopant variation. 

Each of the experiments used a Se/GaAs cry tal grown u ing the Liquid Encapsulated 

Czochralski (LEC) technique. Each crystal wa machined to a diameter of 1.5 em and inserted 

into a pyrolytic boron nitride (PBN) sleeve. A graphite cup supports the cold end of the crystal. 

At the hot end of the crystal is a spring composed of a stack of PBN leaf springs inside a graphite 

spring chamber. This spring expands when the GaAs melts and keeps the graphite in electrical 

contact with the melt surface. The expansion of the spring also keeps the melt in contact with the 
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wall of the container and prevents the formation of a free surface on the melt. This entire 

assembly is hermetically sealed inside a quartz ampoule. Electrical current is passed through the 

quartz ampoule using molybdenum feedthroughs. The CGF was modified to include a Current 

Pulse Interface Demarcation (CPID) system. This allows a current pulse to be sent through the 

solidifying crystal. Peltier cooling results in the incorporation of a portion of the solute boundary 

layer. This change in the composition of the solute can be seen as a demarcation line when a 

slice of the final crystal is viewed in infrared transmission. The demarcation lines show the 

interface shape and position at known points in time. 

2. Justification for Microgravity Research 

During ground based experimentation, buoyancy driven convection mixes the melt and results in 

a dopant distribution profile that may be described by the complete mixing theory. During 

experimentation in microgravity, buoyancy driven convection may be reduced such that diffusion 

is the dominant driving force for movement of the Se within the liquid GaAs. If this is the case, 

the Se distribution profile will be that described by the diffusion controlled growth theory. 

Diffusion controlled growth results in a concentration profile with initial and final transients and 

a long steady state region of constant composition in between the transients. The duration of 

these experiments is on the order of days. Thus, the microgravity environments available in drop 

towers and aircraft flying parabolic arcs are insufficient and it is necessary to do these 

experiments in a space environment. 

3. Value of Research 

The technological aspects of interface control and of transient versus steady state growth are 

important issues in ground-based processing of GaAs and other semiconductor materials. 

Experimental programs such as this one are providing an improved understanding of the 

interactions between process controls, such as furnace temperatures and translation rates, and the 

growth process, as seen via the observed interface shape and growth rate, on the resulting 

microstructure and material properties. Improvements in the fundamental understanding of 

crystal growth, whether gained during ground-based or space-based experiments, can be used to 

improve terrestrial crystal growth processes. Knowledge gained from this experimental program 

will also lead to the design of better experiments for future space station programs. 

4. Ground-based Experimentation 
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Six crystals of Se/GaAs were successfully grown during ground-based experiments. These 

crystals have been examined using optical and electrical characterization techniques. The 

Current Pulse Interface Demarcation (CPID) system that was added to the CGF was used to 

successfully demarcate the interface position in the crystal at a known point in time. These 

positions and time intervals could later be used to calculate the actual growth rate of the crystal. 

The growth rate of the crystals was equal to the translation rate of the furnace for translation 

velocities of less than 1.5J,.lrnls, as shown in Fig. 1. The melt-solid interface position could be 

moved, relative to the gradient zone of the furnace, but the interface remained concave into the 

solid at all positions in the furnace. The dopant distribution profiles of these crystals matched the 

complete mixing theory as expected. 

5. Flight Experiments 

Two Se/GaAs samples (primary and secondary) were processed during the USML-2 mission. 

The experiments were designed to minimize natural convection by processing in microgravity 

and to minimize surface tension driven convection through the use of a spring loaded piston 

designed to prevent the formation of a free surface on the molten gallium arsenide. One-piece 

single crystals were partialIy melted and regrown in microgravity. The primary sample was 

processed for 67 hours , 45 minutes and included 19 hours of growth at 0.5 J,.lrnls to grow 3.42 cm 

and 5 hours of growth at 1.5 J,.lrnls to grow 2.7 cm. During the second experiment, the furnace 

temperature was adjusted to move the melt-solid interface position towards the hot end of the 

furnace in order to flatten the interface shape. The second sample was processed for 50 hours, 10 

minutes and included 11 hours of growth at 0.5 Ilrnls to grow 1.98 cm and 1 hour, 25 minutes of 

growth at 5.0 Ilm/s to grow 2 .6 cm. This sample provides an order of magnitude change in 

growth rate and reproduces one of the growth rates used during the USML-t mission. The 

cartridges containing the samples were x-rayed at MarshalI Space Flight Center. The x-rays 

indicated that the crystals were in contact with the container along the length of the crystals and 

no voids were formed in the crystals. 

The x-rays were also used to measure the position of the 6 thermocouples that were inside the 

cartridge during processing. This data is essential to correctly interpret the thermal data. These 

thermal data indicate that the desired thermal profiles were achieved. The absence of voids in 

these two samples is a result that differs from the USML-l results. It is now believed that the 

voids found in the crystals grown on USML-l resulted from the use of multi-piece initial 

samples. The ampoules were removed from the USML-2 cartridges and no devitrification or 

gross deformities were observed. The samples were removed from the ampoules, cut, and 
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polished. Sections of the crystals were analyzed using an array of characterization methods 

including electrical, chemical, and optical techniques. Electrical techniques included Hall effect 

and capacitance-voltage measurements. Optical measurements included quantitative infrared 

microscopy and Fourier transform infrared spectroscopy. Chemical measurements included 

Secondary Ion Mass Spectrometry (SIMS). The data from these measurements were compared 

to current analytical and computer model based theories of crystal growth. 

6. Corresponding Modeling Effort 

Numerical modeling in support of the experimental program was done at the Computational 

Materials Laboratory at NASA Lewis Research Center. The numerical modeling results were 

very helpful in predicting the location of the melt-back interface relative to the furnace position 

for a variety of furnace temperatures and also to predicted the shape of the interface. 

Comparison of predictions to ground-based results are shown in Fig. 2, where it can be seen that 

excellent results were obtained for the seeding interface shape. The model results predicted that 

the interface shape would remain concave into the solid at all positions in the furnace and this 

was seen in the experiments. 

7. Segregation Results 

The segregation results for a single crystal ground-based result is shown in Fig. 3. Here the 

SIMS, Hall effect and FTIR data are seen to be in excellent agreement with each other. 

Comparison of these data with that of the theoretical complete mixing limit indicates that 

complete mixing segregation behavior was obtained. The segregation results for the first flight 

sample are shown in Fig. 4. Here it can be seen that the SIMS data indicates that a mixed 

segregation behavior was obtained with the dopant concentration measurements lying in between 

the theoretical limits. 

8. Conclusions 

Ground-based experimentation demonstrated that the Current Pulse Interface Demarcation 

(CPID) system could be used to successfully demarcate the interface position in the crystal at a 

known point in time. This position and time could later be used to calculate the actual growth 

rate of the crystal. The growth rate of the crystals was equal to the translation rate of the furnace 

for translation velocities of less than 1.5~m1s . The melt-solid interface position could be moved 

relative to the gradient zone of the furnace, but the interface remained concave into the solid at 
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all positions in the furnace. Numerical modeling also predicted this behavior. Results from the 

USML-2 flight indicated that two crystals were grown successfully and that no free surfaces 

were formed at the surface of the crystals during the growth process. The absence of voids in 

either sample indicated that growth rate changes alone were not responsible for the formation of 

the voids seen in the USML-l samples. The segregation results for the ground-based samples 

indicated that complete mixing behavior was achieved. Those of the flight samples achieved a 

mixed segregation behavior. 
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The objective of this research program is to develop methods of structural analysis based on high 
resolution triple axis X-ray diffractometry (HRTXD) and to carry out detailed studies of defect 
distributions in crystals grown in both microgravity and ground-based environments. 

HRTXD represents a modification ofthe widely used double axis X-ray rocking curve method 
for the characterization of grown-in defects in nearly perfect crystals. In a double axis rocking 
curve experiment, the sample is illuminated by a monochromatic X-ray beam and the diffracted 
intensity is recorded by a fixed, wide-open detector. The intensity diffracted by the sample is 
then monitored as the sample is rotated through the Bragg reflection condition. The breadth of 
the peak, which is often reported as the full angular width at half the maximum intensity 
(FWHM), is used an indicator of the amount of defects in the sample. 

In HRTXD' both the incident and the diffracted X-ray beams are conditioned by highly perfect 
(and typically multiple reflection) X-ray optics to reduce the angular and spectral divergences in 
both beams. The importance of this arrangement can be appreciated by considering the effect of 
structural defects on the diffraction process. Compositional variations andlor strains in the 
crystal lattice will locally change the lattice parameter and will be manifested in variations from 
the exact Bragg condition in a direction perpendicular to the lattice planes. In contrast, the 
presence of a mosaic spread in the sample or local angular distortions in the diffracting planes 
will alter the angular position at which a misoriented region of a crystal diffracts. This effect 
will be manifested as redistribution of the diffracted intensity in a direction that is parallel to the 
reflecting planes. By conditioning the incident and diffracted X-ray beams in both angle and 
wavelength in a HRTXD experiment, the strong, perfect-crystal contribution to the Bragg 
reflection peak can be discriminated from the weaker, off-peak scatter generated by structural 
defects. This allows the scattering from defects to be measured directly. HRTXD also has the 
advantage that it can be applied to crystals with very high defect densities, unlike other methods 
such as transmission electron microscopy and X-ray topography. 

The resulting HRTXD data are commonly plotted as equal-intensity contours as a function of 
parallel and perpendicular deviations from the exact Bragg condition. These so-called 
"reciprocal space maps" permit an assessment of the nature and density of the structural defects 
in the diffracting crystal to be determined either by visual examination or more quantitatively by 
modeling from diffraction theory. This approach is highly relevant to rnicrogravity research 
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because it aids in the development of our understanding of the effects of microgravity on crystal 
growth and the incorporation of defects. 

In the present work we have analyzed the defect structures in crystals of ZnSe, Hg1-xCdxTe, and 
Hg1-x ZnxSe that were grown at the Marshall Space Flight Center. Our principal results may be 
summarized as follows: 

ZnSe: 

We have performed detailed analyses of four ZnSe crystals (ZnSe-32, -34, -37, and -43) that 
were grown by physical vapor transport (PVT) at the Marshall Space Flight Center by Dr. Ching­
Hua Suo In general, PVT ZnSe crystals showed moderate to extensive diffuse scatter off the 
main Bragg peak, indicating the presence of grown-in defects. In virtually all cases the extent of 
the diffuse scatter was much greater than is usually observed in semiconductors such as GaAs or 
CdTe, suggesting that the grown-in defect density in ZnSe is greater than that seen in these more 
established materials. 

ZnSe-34H: Figure 1 illustrates a high resolution triple axis reciprocal space map recorded from a 
30 (220) growth facet on this crystal. This 

20 

10 

o .. 
~ -10 

particular reciprocal space map is typical 
ofZnSe crystals and shows many of the 
features seen in other crystals. The data 
are plotted as contours of constant values 
of the logarithm of the diffracted intensity. 
The minimum contour level, located 
furthest from the exact Bragg condition 
(qx=qz=O), is one (or 10°) counts per -20 

-30 second. The data are plotted in steps of 
-50 -40 -30 -20 -10 0 10 20 30 40 5~ 10°.25 (i.e. four contours per decade of 

Figure 1. 220 reciprocal space map from ZnSe-34. 

intensity). The most notable feature in the 
plot is the extensive diffuse scatter that 
radiates away from the exact Bragg 
condition; this diffuse intensity arises from 

the long-range strain fields due to defects (primarily dislocations) in the crystal. In addition, a 
"surface streak" perpendicular to the (220) diffracting planes is also present, which is consistent 
both with relatively good structural perfection and a smooth surface. 

ZnSe-32V: A cleaved (220) wafer from crystal ZnSe-32V was examined at different locations to 
observe spatial variations in the defect structure. Figure 2a (next page) shows the reciprocal 
space map recorded when the incident X-ray beam illuminated the center of the - 10mm diameter 
wafer. The data suggest that the center of this particular sample possesses a surprisingly high 
level of structural perfection; both the intense and well-defined surface streak, combined with a 
low level of off-peak diffuse scatter, suggests a defect density that is comparable to high quality 
CdTe or moderate quality GaAs. However, when the X-ray beam was translated 5mm to the 
wafer periphery, the reciprocal space map shown in Figure 2b was obtained. These data show 
multiple diffracting regions oflow structural perfection, in which the angular range of the scan 
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Figure 2. 220 reciprocal space maps from ZnSe-32V (a) wafer center (b) wafer edge. 

(about 0.5°) is consistent with large localized 15 

misorientations in the crystal. This interpretation is (a) 
supported by synchrotron X-ray topographs recorded 
from this same sample by Prof. M. Dudley at SUNY 
-Stony Brookl . 

ZnSe-32H: Similar to ZnSe-32V, reciprocal space 
maps were recorded from different locations on a 
chemical -mechanical polished (111) wafer prepared 
from ZnSe-32H. In this case, the different positions 
were chosen to investigate the possible effect of the 
gravity vector on the resultant grown-in defect 
structure. Figures 3a and 3b show (111) reciprocal 
space maps that were recorded 3mm apart on the 
crystal surface, corresponding to data from opposite 
ends of the gravity vector (shown pointing towards 
the bottom of the page). A quantitative difference in 
the magnitude of the diffuse scatter from defects is 
evident, with the ZnSe at the bottom of the gravity 
vector clearly containing more of this scatter than the 
crystal at the top of the vector. Unfortunately, the 
structural perfection of the crystal is rather poor, and 
it is not possible to determine if the observed 
scattering is due to intrinsic (grown-in) defects, or if 
it arose from surface damage caused by the 
chemical-mechanical polishing process. Further 
work is needed to more fully resolve this issue. 

ZnSe-43H: This single crystal boule had a 
sufficiently large growth facet to permit x-y spatial 
mapping with both double axis rocking curves and 
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Rocki1l$\an~le(arcseconds) q , {)lmr ' crystal, while the bottom pair 
came from a twinned region. Significant variations between the two regions are obvious. The 
strain field from an inclusion will broaden the reflection range (thus enlarging the rocking curve 
FWHM) and will generate off-peak diffuse scatter, but it should not grossly degrade the long­
range structural order of the crystal. As a result, dynamical diffraction can occur as is seen in the 
reciprocal space map. In contrast, the presence of twinned regions and twin boundaries can 
significantly alter the local diffraction characteristics as slight misorientations between the twins, 
causing them to diffract kinematically. This is precisely what is observed in the reciprocal space 
map, and it explains the splitting observed in the rocking curve. 

The above analysis illustrates the synergy that exists when high resolution triple axis X-ray 
diffraction studies are combined with X-ray topography of the same material. A recent analysis 
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of an Hgl_xCdxTe crystal grown at MSFC by Dr. D. Gillies 
by the traveling heater method from a tellurium zone 
further illustrates this fact. Figure 5a shows the reciprocal 
space maps that were recorded from the first-to-freeze 
(high x, low % Hg) and last-to freeze (low x, high % Hg) 
ends of the THM crystal. In the first-to-freeze material, the 
mosaic blocks are large enough to diffract dynamically, as 
illustrated by multiple surface streaks. This is not the case 
in the last-to-freeze material, Figure 5b. The mosaic spread 
is extremely large (note scale), with discrete mosaic blocks 
that approach polycrystallinity. Within each block, little 
evidence of a surface streak can be observed, suggesting a 
low degree of structural perfection. These results were 
confirmed by data collected from topographs recorded from 
adjacent samples l

. 

30.---------~.---------. 

One of the principal goals of this investigation was to see if 
the application of a magnetic field could reduce the density 
of grown-in defects. Figure 6 illustrates (Ill) reciprocal 
space maps from similar first-to-freeze and last-to-freeze 
sections of a Hg1-xCdx Te crystal grown with magnetic 
assistance. A casual examination of the reciprocal space 
maps reveals a significant reduction in the defect density of 
the crystal; in fact, the first-to-freeze region looks quite 
similar to what one would expect to see from nominally 
high quality CdTe. Although the defect density of the last­
to-freeze sample was inferior to the first-to-freeze material, 
comparison with Figure 5b indicates that the application of 
the magnetic field during growth lowered the defect density 
in the last-to-freeze material by many orders of magnitude. 
All of these conclusions agree fully with those made from 
topographic analyses. 
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Figure 6. III reciprocal space 
maps from Hg1-xCdxTe crystal 
RMF-7 (a) (first-to-freeze, high 
x); (b) (last-to-freeze, low x) 

Finally, a high resolution X-ray diffraction analysis has been performed on a Hg1-xZnxSe (x ~ 
0.1) crystal grown by the Bridgman method by Dr. Su at MSFC. The (Ill) double axis rocking 
curve shown in Figure 7 exhibits multiple peaks, thus indicating a highly mosaic structure. 
However, it is not possible to infer much additional information from this one curve. In contrast, 
the triple axis reciprocal space map of the (Ill) reflection conveys much more. The breadth of 
the mosaic spread and the overall level of structural imperfection is clearly seen in the triple axis 
data. Somewhat surprisingly, etch pit density measurements of the defect density of this crystal 
returned estimates that ranged from I x I05 cm-2 to 9x I03 cm-2

. These values seem extremely low 
given the appearance of the reciprocal space map. Possible reasons for this discrepancy are 
currently under investigation. 
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Figure 7. (111) double axis rocking curve (left) and triple axis reciprocal space map (right) 
from Hg1-xZnxSe. 

The reciprocal space map from the Hg1-xZnxSe also shows a systematic change in lattice 
parameter (presumably due to changes in the mercury content) as a function of angular deviation 
from the mean Bragg position. A calculation based on the maximum and minimum values of 
qlJ 1 in Figure 7 reveals that a 2% variation in Hg-content across the irradiated volume could 
account for the observed behavior. However, the reciprocal space map also suggests a possible 
correlation between defect structure and chemical composition of the crystaL Work is in 
progress to more fully understand this observation. 

In conclusion, this work has shown that high resolution triple axis X-ray diffraction is an 
effective tool for characterizing the defect structure in semiconductor crystals, particularly at 
high defect densities. Additionally, the technique is complimentary to X-ray topography for 
defect characterization in crystals. 
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Introduction 

It has long been recognized that flow in the melt can have a profound influence on the 
dynamics of a solidifying interface and hence the quality of the solid material l

• In 
particular, flow affects the heat and mass transfer, and causes spatial and temporal 
variations in the flow and melt composition. This results in a crystal with nonuniform 
physical properties. Flow can be generated by buoyancy, expansion or contraction upon 
phase change, and thermo-soluto capillary effects. In general, these flows can not be 
avoided and can have an adverse effect on the stability of the crystal structures. This 
motivates crystal growth experiments in a micro gravity environment, where buoyancy­
driven convection is significantly suppressed. However, transient accelerations (g-jitter) 
caused by the acceleration of the spacecraft can affect the melt, while convection 
generated from the effects other than buoyancy remain important. 

Rather than bemoan the presence of convection as a source of interfacial instability, Hurle 
in the 1960s suggested that flow in the melt, either forced or natural convection, might be 
used to stabilize the interface. Delves2 considered the imposition of both a 
parabolic velocity profile and a Blasius boundary layer flow over the interface. He 
concluded that fast stirring could stabilize the interface to perturbations whose wave 
vector is in the direction of the fluid velocity. Forth and Wheeler3

.4 considered the effect of 
the asymptotic suction boundary layer profile. They showed that the effect of the shear 
flow was to generate travelling waves parallel to the flow with a speed proportional to 
the Reynolds number. There have been few quantitative, experimental works reporting on 
the coupling effect of fluid flow and morphological instabilities. HuangS studied plane 
Couette flow over cells and dendrites. It was found that this flow could greatly enhance 
the planar stability and even induce the cell-planar transition. A rotating impeller was 
buried inside the sample cell, driven by an outside rotating magnet, in order to generate 
the flow. However, it appears that this was not a well-controlled flow and may also have 
been unsteady. 

Experimental Method 
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Numerous experiments have been done by other researchers to conduct morphological 
studies with transparent organic compound growing in a Hele-Shaw cell. The Hele-Shaw 
cell was used to provide a 2D solidification chamber which made in-situ observations and 
measurements possible. Furthermore, buoyancy-driven convection is greatly suppressed 
in a horizontal Hele-Shaw cell so that a microgravity environment can be simulated. 

In the present experimental study, we want to study how a forced parallel shear flow in a 
Hele-Shaw cell interacts with the directionally solidifying crystal interface. The Hele­
Shaw cell (figure 1) consists of two parallel quartz glass plates separated by a thin gap 
(500 Jlm). Each plate is ground to less than 114 wavelength per inch optical flatness. The 
bottom plate is covered with an aluminium reflective coating, which serves as a front­
surface mirror. The top plate has two groups of holes through which liquid alloy can be 
added or removed. A parallel shear flow is formed by adding liquid into the cell through 
the holes on one side and removing it through the holes on the other side. The direction of 
the flow can be reversed by interchanging the inlet and outlet holes. The temperature 
distribution inside the cell is detected by an embedded Iron-Constantan thermocouple 
with an accuracy of 0.1 dc. The thermocouple is placed next to the incoming flow . 

The configuration diagram of the experimental setup is shown in figure 2. It is based on a 
horizontal Bridgeman furnace . Temperatures of the heater!cooler pair are controlled 
separately by two water circulators which have temperature stability of up to 0.01 dc. A 
linear temperature profile is set up in the conduction stage. The Hele-Shaw cell, sitting on 
top of the conduction stage, is driven by a closed-loop micro-actuator to travel back and 
forth in the direction with the largest temperature gradient. A LEITZ interference 
microscope is used to observe the microstructure of the SIL interface and to measure the 
solute concentration field. A flow control system is used to regulate the strength and 
direction of the flow. This flow system is sealed in a polycarbon box and is maintained at 
a temperature above the melting point. All the aforementioned parts except the 
microscope are mounted on a pair of 3D micro-translation stages so that any part of the 
specimen can be focused. 
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Figure 2 Diagram of the experimental setup 
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The transparent organic alloy seN-1.0 Wt% acetone was used as the specimen material 
because: 1) it has been commonly used in past directional solidification experiment, and 
2) its thermophysical properties have been well measured. A set of no-flow experiment 
were conducted first, during which the Hele-Shaw cell was pulled toward the cold side at 
some constant speeds (ranged from 3 ~m1s to 10 ~m1s). The interface evolution and the 
temperature variation served as a standard for the experiments with flow to compare with. 
In the second set of experiments, all the experimental condition are the same except the 
parallel shear flow was started when the planar interface just became unstable (called 
early applied flow in what follows). Since different pulling speeds will result in different 
time to instability and different growth rates, the flow was turned on at different times in 
each experiment. However, the initial cell amplitudes were < 10 ~m for all the 
experiments with early-applied flow. In the third set of experiments, the cellular interface 
was developed when flow was started (called late applied flow in what follows). The flow 
temperature was adjusted so that no heat source or sink effect was brought in by the flow. 
The experiment process was observed in-situ under the interference microscope. 

Results and Discussion 

Figure 3.a shows the interface morphology changes in a no-flow experiment. The frame 
code, representing a framing rate of 1130 second, was started when the Hele-Shaw cell 
began to move. Since the morphological number M (-130) is much higher than the 
critical value Me (1.07) in this case, the SIL interface changed from a planar to a cellular 
to a dendritic structure. During the entire process, most cells grew in the normal direction 
to the initial planar interface. For the experiment with early-applied flow shown at figure 
3.b, small perturbation existed when the flow was imposed at frame 14865. The flow 
direction is from top to bottom and flow speed is 15 times higher than the Hele-Shaw cell 
towing speed. After the flow was imposed, the existing perturbation continued to grow 
for a short period oftime (frame 16068) and then decayed. Eventually the interface 
returned to a planar state. For the experiment with late-applied flow shown at figure 3.c, 
the cellular interface was developed when the flow was started at frame 16230. The flow 
has the same direction and the same strength as the previous one. Unlike the decay 
observed in figure 3.b, cellular structures started tilting toward the upstream direction. 
Later secondary dendrites appeared on the downstream side of the leading crystals while 
the trailing crystals were suppressed. Similar results were obtained when the experiment 
were repeated at various towing speeds and reversed flow direction. 

To further study the parallel shear flow effect quantitatively, the amplitude and the 
wavelength of the cellular interface were measured at different times during growth for 
each experimental run. For the experiment with early-applied flow, the planar interface 
became unstable around a time of 465 second (figure 4.a), after this the perturbation 
amplitude (A) increased with time (t). Shortly after the flow was imposed at 498 second, 
the amplitude dropped to zero. The amplitude was 3.8 ~m when the flow was turned on. 
The effect of flow on wavelength (Iv) is not as prominent as the effect on amplitude. 
Figure 4.b shows that the wavelength is nearly invariant before and after the flow. For the 
case of late-flow experiment as shown in figure 3.c, it is difficult to quantify the 
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a. no flow; b. with early-applied flow; c. with late-applied flow 
( towing speed = 4.5 )lm/s, flow speed = 80 )lm/s, GT = 7.0 °C/cm) 
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difference in the A-t plot (figure 4.c) before and after the flow was induced. But the 
difference is noticeable in 10g(A)-t plot (figure 4.d). The exponential growth rate (slope of 
10g(A)-t curve) is slightly reduced after the initiation of the flow. However, whether this 
growth rate reduction is solely from the stabilizing effect of parallel flow or not is still an 
open question, because the nonlinearity could playa role in slowing down the growth (for 
the supercritical bifurcation) as the amplitude becomes larger and larger. Again the 
wavelength of the cellular interface is insensitive to the imposed parallel flow. 
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Figure 4 Effect of parallel shear flow on growth rate and wavelength 
(a,b,c,d, from top to bottom) 

The physical mechanism explaining these observations is a version of that discussed by 
Dantzig and Cha06 using a parallel shear flow model. Since the forced parallel flow does 
not affect the thermal transport, it influences the interface morphology by altering the 
solute transport. When the parallel shear flow is applied at an interface with small 
amplitudes « 10 ~m in the experiment), the flow field is minimally altered by the 
shallow cells and is sti1110cally parallel to the interface. This local parallel flow 
dramatically enhances the lateral solute transport. Therefore the parallel flow when 
applied early stabilizes the interface by smoothing out the lateral solute inhomogeneity at 
the interface. However, when the parallel shear flow is applied at the deep cellular 
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interface, the flow field is distorted by the periodic curved interface and is no longer 
locally parallel to it. Flow has a stronger compressing effect on the upstream side of cells 
than the downstream side, which leads to an asymmetry in the concentration field with a 
thinner solutal boundary layer and greater concentration gradient Gc at the upstream side. 
Since Gc has a destabilizing effect on the interface, the upstream side of cell has a higher 
normal growth rate than the downstream side and as a result the cell tilts toward the 
incoming flow direction. It is proposed that it is the coupling effect between the 
interfacial morphology and the imposed parallel shear flow that leads to different crystal 
structures. 

The interference pattern around a single crystal obtained in preliminary experiments is 
shown in figure 5. The originally paralleled interference fringes are distorted by the 
enrichment of the solute concentration as well as by the temperature gradient. This 
demonstrated the potential to make dynamic measurement of the solute field using an 
interference microscope. However, extra efforts are needed to properly resolve the 
interface in the interferogram. 

Figure 5 Interference pattern around a single crystal 

Conclusion 

The comparison of experimental data show that the parallel shear flow in a Hele-Shaw 
cell has a strong stabilizing effect on the planar interface by damping the existing initial 
perturbations. The flow also shows a stabilizing effect on the cellular interface by slightly 
reducing the exponential growth rate of cells. The left-right symmetry of cells is broken 
by the flow with cells tilting toward the incoming flow direction. The tilting angle 
increases with the velocity ratio. The experimental results are explained through the 
parallel flow effect on lateral solute transport. The phenomenon of cells tilting against the 
flow is consistent with the numerical result of Dantzig and Cha06

• 
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The phase-field model of solidification is extended to include the effects of fluid flow in the 
melt. The phase-field model is based on coupling the equations for heat flow in the liquid and 
solid phases with an auxiliary equation that describes the evolution of the phase-field variable, 
which is a non-conserved order parameter indicating the local phase, solid or liquid, at each 
point of the material. The solid-liquid interface is then represented by a diffuse transition layer 
in which the phase-field variable changes rapidly between its values in the bulk phases. The 
model is extended to include fluid flow by a further coupling to the N avier-Stokes equations. 
Preliminary studies have been performed for a model in which the solid phase is treated as a 
liquid of high viscosity compared to the liquid phase. The main coupling in the Navier-Stokes 
equations is then through an additional term in the stress tensor that depends on the gradients 
of the phase-field variable, representing the effects of capillary forces within the diffuse interface. 

Fluid motion in the context of diffuse interface models has been treated previouslyl ,2 for two­
fluid systems in which the flow equations are coupled to a conserved order parameter that 
satisfies a convective form of the Cahn-Hilliard equation, as in the Model H of Hohenberg 
and Halperin3

. In this case, the capillary forces within the diffuse interface are known as the 
Korteweg stress4

. Similar terms also arise in models in which the mass density is used as the 
conserved order parameter5

,6; in that case the coupling is through the continuity equation rather 
than a Cahn-Hilliard equation. In our work, we consider coupling through the non-conserved 
phase-field variable in order to make contact with previous diffuse interface treatments of the 
solidification of a pure material, in which neither the density nor a concentration variable are 
appropriate order parameters . This allows us to model systems with either constant or vari­
able density in a single component system. In addition, the phase-field variable can be used 
to incorporate the effects of anisotropic surface tension in the model using the appropriate 
generalization7 of the Cahn-Hoffman e-vector8, even if the solid is approximated by a highly 
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viscous liquid. Related models have been derived using the formalism of two-phase flows 9
, in 

which the phase-field variable plays a role analogous to the solid-fraction . 

An important area of application is the study of flow effects on microstructure during solidi­
fication. For example, many experimental investigations, both in terrestrial and microgravity 
environments, have studied the selection of tip radius and velocity during dendritic growth. 
Previous theoretical studies of dendritic growth that include fluid motion in the liquid have 
been able to make predictions about how the growth rate of the tip is affected by the flow but 
have not, for example, been able to address the effects of fluid motion on the development of 
side branches. Phase-field models of solidification have been a useful tool in assessing the com­
plicated morphologies associated with dendritic growth when diffusion (heat or solute) is the 
dominant growth mechanism but have not included the effects of fluid motion. This research 
therefore aims to provide a theoretical model which will allow the modeling and computation 
of complex interfacial structures in realistic growth configurations which will be able to assess 
the effect of flow on interfacial morphology in both a terrestrial and microgravity environment. 

Our preliminary work has resulted in a derivation of the governing equations for coupled fluid 
flow and the phase-field evolution that is based on principles of irreversible thermodynamics. 
In the next section we describe the basic model, followed by a brief summary of the governing 
equations and entropy production term. 

The Model 

We consider a non-isothermal system consisting of a pure material that may exist in two distinct 
phases. We follow the standard phase-field methodology and introduce a phase-field variable, 
cjJ(x, t), whose value indicates the phase of the system as a function of time, t, and position x. 
Both phases are treated as fluids, although in the applications we will assume one phase has a 
much larger viscosity and interpret it as an approximation to a solid phase. In many solidifica­
tion applications, a fluid model is used for the thermodynamic description of the solid phase, 
in that the elastic properties of the solid are ignored. We will also consider that the phase 
t ransition is first order, with an anisotropic surface energy, which would be unconventional for 
a fluid-fluid system, but is in keeping with our intention to model a solid-liquid system. We 
adopt the convention that cjJ = 0 denotes the liquid phase and cjJ = 1 denotes the solid phase. 
A solid-liquid interface is represented by a thin layer in which the phase field varies rapidly 
between zero and unity. The governing equations are derived by following the formalism of ir­
reversible thermodynamics, as originally applied to the phase-field equations by Penrose & Fife 
et al.lO,ll . Derivations based on mechanical microforce balance laws, as developed by Gurtin et 
al.,I2 are also possible. 

Governing Equations 

We assume that the total entropy, 5 , in a material volume, f2 (t), of the system is given by 

5 = ( [ps - ~E~'l(\7cjJ)] dV, 
in(t) 2 

(1) 
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where p is the density and s is the entropy per unit mass. The first term in the integrand, ps, is 
the classical entropy density (per unit volume) and the second is a nonclassical term associated 
with spatial gradients of the phase field. Here the gradient entropy coefficient tS is assumed to 
be a constant for simplicity, and, is a homogeneous function of degree unity. The function, 
allows for a general anisotropic surface energy of the solid-liquid interface7

. An isotropic surface 
energy results from the choice ,(V cP) = IV cPl· 

The total mass, M, linear momentum, P, and internal energy, E:, associated with the material 
volume are assumed to have the form 

M i pdV, 
OCt) 

(2) 

- i p11dV, (3) P 
OCt) 

[; !oCt) [pe + ~plul2 + ~€~,2(VcP)] dV, (4) 

respectively. Here, 11 is the velocity, e is the internal energy density (per unit mass) and the 
gradient energy coefficient tE is assumed to be constant. The thermodynamic relations 

p oe 
de = T ds + - dp + ~ dcP, 

p2 ucP (5) 

e=Ts-p!p+f.l, (6) 

are assumed to apply locally, where p is the thermodynamic pressure and f.l is the chemical 
potential. 

The physical balance laws for mass, linear momentum, and internal energy are given by 

dM 

dt 
0, (7) 

dP is n· TndA, (8) 
dt 60(t) 

dE: is - 'dA - + qE·n 
dt 60(t) 

is n· Tn ' udA, 
60(t) 

(9) 

respectively, where n is the outward unit normal to 5Q(t), Tn is the stress tensor, and CfE is 
the internal energy flux. The momentum balance (8) requires that rate of change of the total 
momentum of the material volume results from forces acting on its boundary 5Q(t) (note we 
neglect external body forces such as gravity). The energy balance (9) equates the rate of change 
of the total internal energy of n( t) plus the energy flux through its boundary to the rate of 
work of the forces at its boundary. 

In addition, the entropy balance takes the form 

dS + r is . n dA = r sprod dV, 
dt JaO(t) JO(t) 

(10) 
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where qS is the entropy flux and irod is the local rate of entropy production. The second law 
of thermodynamics is then expressed by the requirement that sprod is positive. 

To proceed we recast the conservation laws (7)-(10) as differential equations. These are used 
to express the local entropy production in terms of the fluxes m, ifE, and qS, as well Dc/J / Dt. 
We then identify forms for these quantities which ensure that the local entropy production is 
positive . The fluxes that result from this procedure involve both classical contributions and 
non-classical contributions that depend on \7 c/J . In addition, we obtain an evolution equation 
for the phase field. 

The mass balance law (7) gives the continuity equation in its conventional form 

Dp '<;7 -

-+pv · u=O 
Dt ' 

(11) 

where the material derivative of p is denoted by Dp/Dt = op/ ot+(u· \7)p. Similarly, the linear 
momentum equation takes the form 

Dil 
P Dt = \7. m, (12) 

where, if mjk denote the components of m, then \7 . m has components Omjk/oXj = mjk,j. 
The energy equation is more complicated, and takes the form 

De '<;7 - '<;7- 2 Q 
P Dt + v . qE = m : v u - E E G· (13) 

where 

QG = \7 . ,e- - -\7. ,e - ,\7u: e ® \7c/J + -, \7. u . ( 
-Dc/J) Dc/J (G - - 1 2 -

Dt Dt 2 
(14) 

Here we have introduced the Cahn-Hoffman (vector8 for a diffuse interface7
. If we set p = \7 c/J, 

it has components ej = o,Cf)/opj; for an isotropic surface energy, this gives {= \7c/J/ I\7c/JI. 

In an analogous way, the entropy balance (10) leads to the result 

Ds '<;7 -0 ·prod 2 Q 
P Dt + v . q s = s + E S G· (15) 

The continuity equation (11) and equations (5), (13) and (14) can be used to express the entropy 
production given by equation (15) as 

(16) 

where E~ = E~ + TE~. 
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i 

We now make the following choices for the fluxes and D¢/ Dt which ensure that sprod is positive 

m 
EF 2 2-

[ 2 1 -p + 2' 1- EF,e @ V¢ + T, (17) 

MD¢ 2 - oe (18) 
Dt EFV , hO - Po¢' 

- - (1) 2 -D¢ (19) qE kV T - EE,e Dt ' 

- k (1) 2 -.D¢ (20) qs T V T + Es,e Dt' 

Here T is the viscous stress tensor, which for a Newtonian fluid is given by J-£(Vil + vifT) + 
A(V . il)I, where J-£ and A are coefficients of viscosity, I is the unit tensor, and M is a positive 
mobility coefficient which we take to be constant. 

A constant value for the thermal conductivity k corresponds to the choice k 
resulting equations of motion assume the form 

Dp 
Dt 
Dil 

P Dt 

MD¢ 
Dt 
De 

p Dt 

- pV ·il, 

V · m, 

2 - oe 
EF V . he) - p o¢' 

V · [kVT] + E~V· h{)~~ 
+ [( - p + ~ T E~,2 ) I - T E~,{ @ V ¢ + T] : V il. 

T2 k. The 

(21) 

(22) 

(23) 

(24) 

The above governing equations, together with the expressions (17)-(20), are our main result. 
The momentum equation (22) , with m given by Eqn. (17), contains a generalized version of 
the non-classical Korteweg stress term that provides an anisotropic solid-liquid surface tension. 
The energy equation also contains non-classical contributions that are proportional to E~ and E~. 

These equations require that a thermodynamic potential be specified. Since we intend to ap­
ply this model to situations in which the density in each phase may be uniform, we adopt 
a thermodynamic formulation similar to the quasi-incompressible model of Lowengrub and 
Truskinovsky13 and work with a Gibb's free energy per unit mass g(T,p, <jJ). This framework 
allows the density p = p( ¢) to be specified in a way that is consistent with the underlying 
thermodynamics. 

Conclusions 

The principal objective of this research is to develop an anisotropic phase-field model for the 
solidification of a single-component material which incorporates flow in the melt. We will apply 
this model to solidification and crystal growth situations in order to investigate the effect of 

473 



I 
I 
I 
I 
I 
I 

I 
I 

I 
I 
I 

I 
I 

I 

I 
I 
I 

I 
I 

I 

I 
I 

I 

I 
I 

I 

I 

I 

I 

I 
I 
I 

I 

I 
I 

I 
I 
I 

I 

I 
I 

I 

I 

I 

I 

fluid motion in the melt on the growth characteristics as well as the microstructure formed in 
the solid. In particular , we will study hydrodynamic effects during directional solidification, 
coarsening, and dendritic growth, where complicated interface morphologies and flows may be 
present. Finally we will extend the model to solidification of a binary alloy with fluid flow in 
the melt. 
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Background 

Surface forces playa critical role in fluid dynamical phenomena which are important in 
materials processing. These forces are generally more important in liquid-metal systems, 
than in their ceramic or polymer counterparts, because of the high surface tensions of metal 
melts in comparison to other classes of materials. The surface tension of liquid metals has 
been found to be very susceptible to small amounts of adsorbed oxygen. Consequently, the 
kinetics of oxygen adsorption can influence the capillary breakup of liquid-metal jets 
targeted for use in electronics assembly applications where low-melting-point metals (such 
as tin-containing solders) are utilized as an attachment and/or structural material for 
mounting of electronic components to substrates. By interpreting values of surface tension 
measured at various surface ages, adsorption and diffusion rates of oxygen on the surface 
of the melt can be estimated. 

In this newly-commenced research program, the adsorption of oxygen on the surface of an 
atomizing molten-metal jet will be investigated as posing a severe impediment in 
processing technologies involving jetting of pure tin or tin-based alloys. While the problem 
of interest is one of fundamental fluid transport and surface science, it is also directly 
related to the novel technology of dispension (printing) of microscopic solder deposits for 
the surface mounting of microelectronic devices. This technology, known as solder jetting 
[1] , features deposition of solder droplets in very fine, very accurate patterns using 
techniques analogous to those developed for the ink-jet printing industry. The liquid-metal 
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droplet size in the solder dispensing and deposition process is typically in the range from 
SO to lOO).lm. This range contains the diameter of the atomizing jet which creates the 
droplets. Each liquid solder droplet travels in an inert environment to limit oxygen 
adsorption before impact on the substrate where it eventually solidifies. Typically, the 
distance traveled by the droplet is of the order of a few mm, impact velocities are of the 
order of a few m/s, initial solder superheat around 2SoC, and the jetting environment 
temperatures are in the range from 2So to IS0°C. The details of the droplet flight stage have 
been analyzed in [2], while the droplet impact dynamics and solidification have been 
investigated in [3] and [4]. 

A major development challenge in the commercialization of solder jetting technology 
stems from the need to maintain adequate control of the local inert environment around the 
atomizing jet and the formed droplets for a wide variety of industrial applications. To this 
end, the limitations of solder jetting must be quantified as a function of oxygen content in 
the local inert environment. Alternatively, this requires the quantification of the influence 
of oxygen gaseous impurities in the ambient on the dynamic surface tension properties of 
the employed solder melts. 

---' .. - ... • • • • 

Fig, 1: Illustration of the effect of oxygen adsorption on molten-solder jetting at length 
scales representative of solder jet technology [S]. (a) Pure nitrogen environment, (b) 
Oxygen-containing ambient. 

Figure 1· illustrates the problem hypothesis through two photographs showing the 
controlled breakup of a 50).lm Indalloy-158 solder jet into 100).lm droplets [S] . The jetting 
process in Fig. 1 a takes place in a pure nitrogen atmosphere and the breakup occurs at 
3mm from the orifice. The photo in Fig.l b illustrates the corresponding event when 
oxygen was allowed to enter the environmental chamber, and clearly depicts that 
atomization does not occur in the field of view (several centimeters wide). The 
experimental conditions for this case reveal that the surface properties of solder have been 
critically compromised in the presence of oxygen within a time scale smaller than O.lms. 

Justification for Low Gravity 

Typical injection velocities in solder jetting are of the order of Im/s, while the jet breakup 
lengths are of the order of 1 mm. Thus, the capillary jet disintegrates into droplets under the 
action of surface tension in about a millisecond or less. Under these circumstances, the 
variation of surface tension with time must be resolved at temporal scales much finer than 
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a millisecond. This severe requirement limits the choice of surface tension measurement 
techniques and points to a dynamic method of high accuracy under such extreme 
conditions. This method has been validated for non-metallic liquids of moderate viscosity 
[6], and is believed to have equally good potential to provide similar data for metal melts. 
However, the technique also requires a high degree of spatial resolution that can be 
afforded only at length scales larger than those encountered in solder jetting technology. In 
particular, the measurement of the contractions (necks) along an excited jet becomes 
increasingly more difficult as the length scales get smaller. The urgent need for reliable 
experimental data to guide process development, forces one to resort to scaled up jets 
(diameters near 0.5mm or better) to afford improved spatial resolution and flexibility in 
conducting such experiments. While the effect of gravity on the atomization behavior of 
50-1 OOflm-diameter jets is insignificant (breakup is completed very rapidly), gravity 
becomes increasingly more influential in the atomization oflarger solder jets that are 
needed for the surface tension characterization experiments. As a result, the microgravity 
environment appears to be necessary to conduct the jet breakup experiments relevant to the 
solder microdroplet dispensing technology. 

To exemplify the disparity in the importance of gravity during the capillary breakup of 
different diameter jets, the fluid trajectory was calculated first for a set of parameters 
corresponding to the real solder dispension process in normal gravity (50 micron diameter 
jet, injection velocity of lIllis, breakup length of2mm). For the small diameter jet, the 
influence of gravity on jet trajectory remains negligible up to breakup. When a 0.5mm­
diameter solder jet is used in normal gravity experiments, the breakup length increases at 
least by an order of magnitude, as linear theory predicts [7] and as also verified by 
experiments conducted in our laboratory. In the horizontal injection of a larger-diameter 
jet, the deviation of the jet trajectory due to gravity may exceed a few millimeters at 
breakup. If one further considers the significantly delayed atomization dynamics when 
oxygen is present locally around the solder jet [5], it becomes apparent that the 
axisymmetry requirement of the surface tension measurement technique cannot be satisfied 
for large-diameter jets positioned horizontally in a terrestrial laboratory. On the other hand, 
for vertical injection of a 0.5mm-diameter jet the velocity change along the direction of the 
gravitational field at breakup may exceed 20% of the injection velocity. Consequently, the 
presence of a micro gravity environment is necessary for the needed controlled jet breakup 
experiments when 0.5mm- (or larger) diameter jets are employed to attain improved spatial 
resolution. 

Methodology 

Theoretical 

The surface tension of liquid metals, including tin [8] , is reduced when oxygen is adsorbed 
on the surface. At thermodynamic equilibrium, the effect of adsorbed oxygen on the 
surface tension is expressed through the Gibbs adsorption isotherm [9] 

dy/dlnP02 112 = - R T r 0 (1) 

477 

I 

I 
-1 



where y is the surface tension of the liquid metal (N/m), P02 is the partial pressure of 
oxygen in equilibrium with the surface (atm), R is the gas constant (llmol K), T is the 
temperature (K), and r 0 is the excess quantity of oxygen adsorbed on the surface (mollm2). 

Surface adsorption of oxygen from the gas phase can be written as 

(2) 

where vS refers to an unoccupied site on the metal surface, and OS denotes a site occupied 
by an oxygen atom. For single site occupancy, the equilibrium of reaction (2) can be 
expressed by the Langmuir adsorption isotherm 

(3) 

where ~Go (J /mol) is the change in Gibbs free energy associated with reaction (2), and eo 
is the fractional surface coverage in oxygen, given by the ratio of the surface excess of 
oxygen r 0 in equilibrium with a particular oxygen partial pressure to the surface excess of 
oxygen at saturation r os. The Langmuir and Gibbs adsorption isotherms can be combined 
and integrated to give an equation for the effect of adsorbed oxygen on the surface tension 
of the metal [10] 

(4) 

where y is the surface tension of the metal in equilibrium with a particular partial pressure 
of oxygen, l is the surface tension of the pure metal, and K is the equilibrium constant 
defined in Eq. (3). Further expansion of the terms in Eq. (4) leads to an expression for 
y [11] in terms of temperature, oxygen partial pressure, and the enthalpy and entropy 
changes associated with reaction (2). Experimental determination of the dependence of the 
surface tension of tin and solder on these parameters is necessary for an adequate 
understanding of the role of oxygen in the jet breakup phenomenon. 

The reduction of the liquid-metal surface tension in the presence of oxygen is responsible 
for the change injet behavior between oxygen-free and oxygen-containing environments 
(see Fig. 1). It is uncertain whether the jet breakup is completed before or after the 
formation of an adsorbed oxygen monolayer on the jet surface; the characteristic time for 
the formation of this monolayer depends not only on the adsorption kinetics, but also on 
the oxygen content in the gas phase. In that sense, diffusion of oxygen from the gas to the 
fluid surface could playa rate limiting role, which will be investigated in this work. 

Experimental 

This new study involves the design, fabrication and performance of drop-tower 
experiments in the microgravity facilities of the NASA Lewis Research Center. The 
planned experiments will illuminate the kinetics of oxygen adsorption on the surface of 
molten-solder alloys and pure tin at surface ages ranging from 0.1 ms to several ms. 
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Jets will be formed by forcing the molten metal under pressure through a glass capillary. 
The jets will be excited by a time periodic electric field, illuminated stroboscopically, 
observed and photographed through a microscope. The oxyge'n adsorption tests will be 
conducted first in an isothermal environment and subsequently in gradually lower ambient 
temperatures in order to decouple the effect of temperature from the chemical effects . 

The growth of axisymmetric disturbances on excited capillary jets has been used to 
measure the dynamic surface tension of liquids of low [12] and moderate viscosity [6]. The 
technique involved a complex iterative scheme between experiments and Weber's linear 
analysis [13] , and is capable of producing accurate results for the surface tension at surface 
age as short as O.lms. Time dependent surface tension was demonstrated in [6] for dye­
based inks, and significant differences between the static and dynamic values was reported 
in some cases. However, the technique requires detailed spatial resolution of the capillary 
jet breakup geometry. This can be achieved by using mm-diameter jets, which, at the same 
time are vulnerable to the masking effects of gravity. Hence, even. though larger-diameter 
jets yield significantly improved resolution of fluid breakup dynamics, deviations from 
axisymmetry in normal gravity hinder the implementation of the surface tension 
measurement technique in a terrestrial laboratory. Conducting experiments in a 
microgravityenvironment (thus eliminating the unwanted influence of gravity) allows the 
experimental investigation oflarge-diameter jets in conjunction with Ronay's surface 
tension measurement technique [6]. 

Experiments in normal gravity will also define the equilibrium values of surface tension of 
the melts as a function of ambient oxygen concentration as well as temperature. 
Comparisons between equilibrium and dynamic surface tension values will provide 
fundamental information about the kinetics of surface adsorption on lead-tin alloys. 

Expected Impact of Research 

The planned research will provide a science base for the dynamic oxygen adsorption 
phenomena occurring in the novel solder dispensing technology, thus having a significant 
effect on Solder Jet development efforts. The study will allow to generate designs and 
operating parameters for environmental control systems that are more efficient (in terms of 
nitrogen usage, space allocation, and energy usage) towards the production of solder 
deposits of highest quality; this, in turn, will aid the successful commercialization of this 
innovative technique in electronic component manufacturing or other relevant 
technologies. 
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The effect of convective melt motion on the growth of morphological instabilities in crystal growth 
has been the focus of many studies in the past decade. While most of the efforts have been directed 
towards investigating the linear stability aspects, relatively little attention has been devoted to 
experimental and numerical studies. Comprehensive reviews are provided by Langer (1980), 
Glicksman et al. (1988), and Davis (1990, 1992, 1993). In a pure morphological case, when there is 
no flow, morphological changes in the solid-liquid interface are governed by heat conduction and 
solute distribution. Under the influence of a convective motion, both heat and solute are 
redistributed, thereby affecting the intrinsic morphological phenomenon. The overall effect of the 
convective motion could be either stabilizing or destabilizing. 

Recent investigations by Coriell et al. (1984), Forth and Wheeler (1989) have predicted 
stabilization by a flow parallel to the interface. In the case of non-parallel flows, e.g., stagnation 
point flow, Brattkus and Davis (1988) have found a new flow-induced morphological instability 
that occurs at long wavelengths and also consists of waves propagating against the flow. Other 
studies have addressed the nonlinear aspects (Konstantinos and Brown (1994), Wollkind and Segel 
(1970») . 

In contrast to the earlier studies, our present investigation focuses on the effects of the potential 
flow fields typically encountered in Hele-Shaw cells. Such a Hele-Shaw cell can simulate a gravity­
free environment in the sense that buoyancy-driven convection is largely suppressed, and hence 
negligible. Our interest lies both in analyzing the linear stability of the solidification process in the 
presence of potential flow fields, as well as in performing high-accuracy nonlinear simulations. 

Linear stability analysis can be performed for the flow configuration mentioned above. It is 
observed that a parallel potential flow is stabilizing and gives rise to waves traveling downstream. 

We have built a highly accurate numerical scheme which is validated at small amplitudes by 
comparing with the analytically predicted results for the pure morphological case. We have been 
able to observe nonlinear effects at larger times . 

Preliminary results for the case when flow is imposed also provide good validation at small 
amplitudes. 
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Linear Stability Analysis 

Based on the governing equations for directional solidification, as reviewed by Davis (1992), a 
linear stability analysis is perfonned for the fully transient equations. Our results agree well with 
the quasistationary results predicted by Mullins and Sekerka (1962). 

We then consider a unifonn Hele-Shaw flow parallel to the solidfliquid interface. The analysis is 
similar in concept to the pure morphological case as mentioned earlier, with one additional 
dimensionless parameter measuring the ratio of fluid velocity to the pulling speed. We arrive at a 
complex algebraic equation, which is solved using a Newton iteration method. This yields the 
instabilty growth rates and the wave propagation velocities. 

Results indicate that the effect of the unifonn flow is stabilizing. This agrees with the experimental 
findings currently being carried out by Zhang and Maxworthy at the University of Southern 
California. Figure 1 indicates that the larger the unifonn flow (U), the smaller the bandwidth of 
instability. In principle, it is possible to stabilize all wavenumbers by imposing an appropriate U 
over the solidfliquid interface. Results also indicate that the parallel potential flow gives rise to 
traveling interfacial waves. These waves travel downstream and are usually on the order of one 
percent of the freestream velocity. Figure 2 shows the propagation velocity for different 
wavenumbers. 

As expected, increasing values of the Sekerka number (M) destabilize the interface by increasing 
the bandwidth of instability. Furthennore, higher values of the surface energy parameter (R) lead to 
a stabilization of the higher wavenumbers. 

It is worth taking a look at the underlying physics of the process. It is well known that the driving 
force in the instability is the concentration gradient. In the pure morphological case, steep 
concentration gradients exist over the crests and flat concentration gradients in the troughs . This 
gives rise to an intrinsically unstable situation where the crests grow faster than the troughs, thus 
leading into a runaway condition. 

However, when a parallel potential flow is imposed on the interface, the horizontal component of 
the perturbation velocity plays a major role in solute redistribution. Solute is transferred from 
solute-rich regions over the crests to solute-impoverished regions over the troughs. This re­
arrangement evens out the differences in concentration gradients and thus brings about stability. 
Similarly, the vertical component of the perturbation velocity picks up solute from the windward 
side of the interface and dumps it on the leeward side of the interface. This generates a small 
downstream propagation of the interface. 

Nonlinear Numerical Simulations 

In order to represent the linear and nonlinear phenomena accurately, it is important to employ 
highly accurate computational procedures. Our numerical approach employs a high-order compact 
finite difference method (Lele 1992) in the pulling direction. In the compact finite difference 
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scheme, we employ discrete approximations of central kind of sixth order accuracy away from the 
boundaries. At the boundaries, one-sided stencils of third order accuracy are used. A Fourier 
spectral method (Gottlieb and Orszag 1977) is employed in the periodic direction. The combination 
of these two schemes allows for the evaluation of highly accurate spatial derivatives. The 
calculation is advanced in time by means of a low-storage third order Runge-Kutta scheme (Wray 
(1991)). This combination, in conjunction with an analytical mapping leads to excellent accuracy. 

To validate our numerical scheme, we performed test calculations to measure the growth of small 
perturbations in time for a pure morphological case. With a typical choice of 8 Fourier modes in the 
periodic direction and 129 finite difference grid points in the pulling direction, and for a wide range 
of parameters such as surface energy, stability parameter, segregation co-efficient, our results 
agreed to within 1 % of the analytically predicted growth rates obtained from the linear stability 
analysis. 

Subsequently we carried the simulations to longer times, where nonlinearities come into effect. We 
have been able to follow the interfacial growth rates to times when the depth of the grooves is 
comparable to their wavelengths. At late times, the interface is dominated by those wavelengths for 
which linear theory predicts the largest growth rates. This is indicated in Figure 3. 

The next step was to incorporate the flow field into the equations. The velocity distribution is 
calculated by employing a boundary element technique. With this technique, one can easily 
simulate a potential flow. Preliminary results of interfacial growth rates at small amplitudes show 
excellent agreement with those predicted analytically by the linear stability. Interfacial waves are 
observed traveling downstream, as predicted by the linear stability analysis. 

The boundary element technique mentioned above gives us the opportunity to explore a wide 
variety of flow configurations. Various spatial distributions of sources and sinks can be made to 
simulate different flow fields in order to investigate opportunities for suppressing the instabilities. 

Our numerical simulations have been carried out on CRA Y T90 at the San Diego Super Computing 
facility at the University of California, San Diego. 

NOTE: In the following figures, 

R (surface energy parameter) = - [2TMyVk] I [mLDc_(l-k)] 

M (Stability parameter) = [m(k-I)/k].[c_V/DG]=mGc/G 

K (Segregation co-efficient) 

U (non-dimensional velocity) = dimenstional velocity I pulling speed = U· I V 
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Unear Stability (M = 10; k = .9 ; R = .001) 
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THERMODYNAMIC AND STATISTICAL STUDIES OF SUPERSATURATED 
TERNARY SOLUTIONS 

Alexander F Izmailov (jzmai/ov@duke.poly.edu) and Allan S. Myerson (amyerson@duke.polyedu) 
Department of Chemical Engineering, Polytechnic University 

Six MetroTech Center, Brooklyn, NY 11201 

1. Introduction 

It is well known that small amounts of impurity can profoundly effect nucleation and crystal growth. 
For example, it has been reported thatPb2

+ acts as a nucleation agent in a NaCI solution [1] , whereas 
Co2

+ inhibits nucleation in KN03 solution [1]. The effect of K+ and Fe3
+ ions on nucleation of 

ammonium-aluminum sulfates was studied in [2,3] . The study of Cr3
-t impurities in different 

supersaturated solutions has demonstrated that in their presence nucleation and crystal growth are 
suppressed [4-6]. All these studies have been performed in bulk solutions and, therefore, have only 
qualitative reproducibility. In addition, no mechanistic understanding of these effects can be obtained 
from the normal bulk experiments. Particularly it is not possible to distinguish whether the impurity 
effects thermodynamics of the system in some way or alters kinetics of the nucleation and growth 
processes. In order to obtain reproducible quantitative results related to the effect of an impurity on 
nucleation, an accurate and sensitive experimental technique is required which allows preparation 
of stable supersaturated solutions. To the best of our knowledge the only experimental technique 
capable of achieving these results is based on containerless levitation of solution microdrolplets in 
a solvent atmosphere [7-17]. Preliminary results of the study of the impact ofan impurity (Cr3

+ ions) 
on nucleation of ammonium sulfate ((NH)2S0./) in aqueous solution by studying the dependence 
of water activity on (NH./)2S0./ concentration have been reported in [18]. In this paper we present 
results of experimental and theoretical study of the impact of small amounts of ionic impurities such 
as Cr3

+ on nucleation of (NH./) l SO./ in aqueous supersaturated solution. 

2. Tlte SVELT Technique. Application to the Study of Nucleation in Ternary Solutions 

The Spherical Void Electrodynamic Levitator Trap (SVEL T) technique was employed in order to 
determine the solute activity (chemical potential) as a function of supersaturation and impurity 
concentration. This technique allows containerless suspension of the electrically charged 
microdroplets (J-20f.1.m in diameter) with supersaturated solution in the solvent atmosphere. The 
advantages of this technique provide a unique opportunity to reach extremely high supersaturations. 
The highest concentrations obtained in this technique are usually 5-10 times the higher than those 
obtained in bulk solutions [13-20] resulting in a very deep penetration into the metastable zone. 

One of the objectives of the experimental study performed, was to distinguish the relative role of 
different impurities and their concentration on the possibility of nucleation occurrence. For this 
purpose microdroplets containing supersaturated solutions with impurities of known character and 
concentration were levitated. Therefore, the heterogeneous solution of known mean solute n sll and 
impurity n,mp concentrations was prepared and injected into the SVEL T chamber. 
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In the levitation experiments the mass m of solution micro droplet and the solvent vapor pressure in 
the SVEL T chamber can be easily determined and directly measured, respectively. In all experiments 
performed in this work, we first evacuated the entire solvent from the SVEL T chamber in order 
to determine the combined mass m com of solute m slt and impurity m imp masses (mcom = m slt + m imp ) 

by measuring the balancing dc-voltage (VdC) dry for the anhydrous (dry) microdroplet. After this 
measurement was performed, the solvent vapor was allowed back to the SVELT chamber until 
complete deliquescence of the dry microdroplet. In the following measurements the balancing dc­
potential (VdJ wet and solvent vapor pressure were recorded continuously while gradually evacuating 
solvent vapor from the SVELT chamber by adjusting the needle valve. This procedure increases the 
relative solute and impurity concentrations n slt and n lmp leaving the ratio of their masses, r = m im/m sll' 

constant. Therefore, the deeper penetration into supersaturated (metastable) region takes place. 
Evacuation was continued at a slow rate until nucleation occured. At the nucleation point, the 
balancing dc-voltage Vdc drops precipitously. After nucleation the evacuation was continued to 
ensure that there had been no charge loss during the cycle. 

The experimental procedure described above allows continuous recording of the chamber 
equilibrium pressure P(F; n sll , r) and the balancing dc-voltage Vdc (which retains the microdroplet 
at the SVELT geometric center) . As a result of the solvent vapor evacuation, the balancing dc­
voltage Vdc decreases steadily and the solution in the microdroplet becomes more supersaturated and 
eventually nucleation occurs. These measurements were repeated several (usually four) times to 
ensure the reproducibility of experimental results for the given solution microdroplet. 

3. Thermodynamics of Ternary Supersaturated Solutions with Electrolyte Solute and 
Impurity 

Let us take into account that solute ammonium sulfate, (NH4J2S0-l' and impurity, chromium sulfate 
(er) 2 (SO) 3 , are electrolytes. Results of our previous research papers [19,20] allow the following 
simple expression for the solvent chemical potential : 

3 

(MW)sll] k T _ n 2" c (T r) 
(MW) . B 3N slv, I ' 

Imp 

fl slv(T; n, r) 
n - - [1 + r 
N 

(1) 

where 

(1) (1) [ (MW)slt ]2C. (1). 
C"lv, 2 = CSI1, 2 + r (MW) Imp , 2 

Imp 

Therefore, expression for the relative solvent vapor humidity RH(F; n sl!' r) = P(f; n sll' r)/ PS0 1 (f), 
i.e. its activity, acquires the form: 
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J. 
(MW)slv (MW) 2 

- -- Nn'llslv (T; n, r) Inn (2) 
meT n r)= e 1000 <p (T n r)=1 + r s l + --c (T r)+ --c (T; r) , 

, , , slv ' , (MW) . 3k T slv, I' 2k T slv, 2 
Imp B B 

where PSal (F) is the solvent vapor saturation pressure at the given temperature T, (MW) slv = 18 is the 
molecular weights of solvent (water). The functional parameters PI (F; r) = cstv I(F,' r)/(3kBT) and 
plr) = cs1v ,2 (F; r) / (2kBT) of expression (2) are strongly dependent on solute-impurity concentration 
ratio r . They can be identified by direct comparison with experimental data since the relative 
humidity RH(f,' nstr ' r) as the function of solute concentration n has been measured in our 
experiments for different r. Among results obtained in [19,20] for the special case of binary 
supersaturated electrolyte solutions we utilize and generalize to the following two for the case of 
ternary electrolyte solutions: 

A) Within the region of solute concentrations where electrolyte solution is supersaturated 
(metastable) there is a particular solute association concentration n ass max (f,' r) when the 
supersaturated electrolyte solution experiences a dramatic decrease to zero of its electrical 
conductivity. In other words, at this solute concentration the solution becomes non-conductive since 
all ions become associated into electrically neutral Bjerrum pairs and their associations (clusters). 
Further penetration into metastable zone leads back to the appearance of free ions and, thus, to non­
zero conductivity. Analytical expression obtained in [20,21] for the concentration nass , max (f; r) has 
the form: 

nass max (T; r) 
3P 1 (T; r) 2 

= [ ] . 
5P2 (T; r) 

(3) 

B) Analytical expression for spinodal concentration nspin (F; r) in terms of the experimentally 
determinable functional parameters PI (F; r) andp2(f; r) has the form: 

9 PI (T; r) 2 3 PI (T; r) 9 PI (T; r) 2 I 
n (T r) = -[ ] + --- + [] + ---
spin' 32 P2 (T; r) 2P2 (T; r) 4 Ip

I 
(T; r) 1 -64 P2 (T; r) 2P2 (T; r) 

(4) 

It is understandable that this generalizations are correct when concentration of one electrolyte 
(impurity) is orders of magnitude less than concentration of another electrolyte (solute), i.e. the ratio 
of impurity to solute concentrations r < < 1. 

4. Theoretical Treatment of Experimental Data obtained for the Supersaturated Ternary 
Electrolyte Solutions 

In this paper we present three different sets of experimental data obtained for the water activity of 
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the supersaturated (with respect to solute, ammonium sulfate (NH)2S0.{ ) ternary electrolyte solution 
by means of the SVEL T -based experiments. Each set of data, containing at least four trials, 
corresponds to different initial concentrations of impurity (chromium sulfate, (Cr) 2 (SO.) 3): no. imp .1 

= O.Olppm , no. imp . 2 = 0.05ppm and no. imp , 3 = O.lppm . All experiments were run at 25 °C controlled 
with accuracy ± 0.1 dc. 

Results for the solvent vapor activity RH(F; nsl" r) for no, imp ,1 concentration of chromium sulfate are 
presented on Figure 1, were solid lines represent theoretical curves obtained for each trial. Their 
comparison with marked lines representing experimental data demonstrate outstanding 
correspondence between theory and experiment: maximum relative error of this correspondence has 
never exceeded 3% in all experiments performed. In each set of experiments the averaged over four 
trials functional parametersPI,ave (F; rn) andp2. ave (F; rn) (n = 1,2, 3) were determined (Table 1). 
The averaged solvent vapor activities RHave (F; nslt , rn) were determined by utilizing parameters 
P I.ave (F; r n) and P2, ave (F; r n) for each initial concentration of impurities. 

Table 1: 

initial c,-1+ PI . ave (1',r) P2, ave (T,r) discrepency n os.\" , max, ave (T,' r) n,pm (1',' r) 
concentration between theory & (molal) (molal) 
(ppm) experiment (%) 

Set 1 0.01 0.688 -0.085 2. 5 24.78 50.62 

Set 2 0.05 0.669 -0.090 1.9 19.96 41. 70 

Set 3 0.1 0.912 -0.132 2.4 1 7. 21 34.18 

It should be noted that in all sets of data the water activity RHave (F; n.llt , rn) in the presence of 
impurities is always slightly below the water activity RH(F; nslt' 0) in their absence when ammonium 
sulfate supersaturations are low. Somewhere at moderately high solute supersaturations nslt . cr (r n) 

the water activity lines RHave (F; nsll' rn) cross RH(F; nsll' 0) from below. This observation is very 
important since it indicates that spinodal concentrations of solute should be lowered when impurities 
are present. Direct calculations of spinodal concentrations nspm (F; r n) in the cases of r n # 0 (n == 
1,2,3) by utilizing expression (10) have confirmed this observation (Table 1). 

In Table 1 the averaged association concentrations no, max, ave (F; rn) obtained by utilizing parameters 
PI . ave (F; r n) and P2 , ave (F; r n ) for each initial concentration of impurities are presented. It is 
important to note that in all cases (n = 1,2,3) corresponding to different initial impurity 
concentrations there exist the following approximate equality: naS.I , max , ave (F; rn) ::= nslt, cr (r n ). This 
means that the ammonium and sulfate ions become 100% into electrically neutral Bjerrum pairs and 
their associations at the unique solute concentration when water activity is insensitive to the presence 
of impurity. 

The fact that at low supersaturations RHave (F; nsll' rn) ~ RH(F; nsll' 0) can be easily understood if 
one takes into account that impurity ions bind some water molecules what leads to the decreased 
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water activity. This additional binding of water molecules due to impurity leads to an increase of the 
relative solute supersaturation with respect to water, what explains the following facts observed in 
our experiments: 

A) nass . max. ave (F; rn) < nass . max. ave (F; 0) , 
B) nSpin (F,' rn) < nspm (F; 0) 

for any rn> 0 (n =1,2,3). Therefore, the formation ofBjerrum pairs between [(NH4)2Y · and [SOJ2. 
ions in the presence of impurity is more intense than without impurity. It is also reasonable to 
conclude that the overall number of active (free) water molecules is a decreasing function of the 
number of Bjerrum pairs. 

3. Conclusions 

The results presented above raise more questions than provide answers. Explanations which we have 
given to the data obtained are hypothesis rather than final answers. What is important from a 
practical point of view is that we have found no explanation for the observation that Cr3+ ions serve 
as inhibitors of nucleation. This observation was established in bulk experiments at low solute 
supersaturations. In that work, however, no attention was paid to the effect of the Cr3

+ ions on 
thermodynamic properties of the solution (activity of solvent, solute, etc.). In our current and 
forthcoming research we are planning to collect more accurate data which will allow us to address 
all the questionable issues discussed in this paper. 
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Water activity versus (NH.)2 SO. concentration (in molal units) in the case of initial Cr3
+ 

concentration equal to 0.01 ppm. Solid lines represent theoretical curves obtained for each trial of 
total four trials. Marked lines represent experimental data. Thick solid line represent water activity 
in the absence of impurity. 
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Reduction of Convection in Closed Tube Vapor Growth Experiments 

Robert 1. Naumann 
Consortium for Materials Development in Space 
University of Alabama in Huntsville 

Abstract 

A novel method for suppressing convection during the solidification of material using closed tube 
physical or chemical vapor transport will be explored. Convection can be suppressed in growth 
from the melt by application of high magnetic fields but, unfortunately, this technique does not lend 
itself to vapors, which have no electrical conductivity. Since the Grashof number scales as the cube 
of the smallest dimension in the flow system, reduction of the size scale can be extremely effective 
in reducing unwanted convective flows. However, since materials of practical interest must be 
grown at least on the cm scale, reduction of the overall growth system is not feasible. But if the 
region just above the growing crystal could be restricted to a few mm, considerable reduction in 
flow velocity would result. By suspending an effusive barrier in the growth ampoule just above the 
growth interface, it should be possible to reduce the convective velocity in this vicinity to levels 
approaching flows in micro gravity . 

The effusive barrier consists of a disc just slightly smaller than the growth ampoule inside diameter. 
The disc will be made of a porous material, such as a glass frit, that will allow the vapor to diffuse 
through, but will act as a barrier to direct flow. It will be positioned at a fixed distance above the 
growth interface by a series of small magnets imbedded at points around its periphery. The 
magnets will interact with magnets of opposite polarity placed in the furnace, just outside the 
growth ampoule. The furnace operating temperatures for most vapor or chemical vapor growth 
systems are well below the Curie temperature of most magnetic materials, so this should pose no 
problem. We will use a transparent furnace so that the growth front will be visible. The width of 
the region between the growth front and the barrier can then be monitored and adjusted if necessary 
by either adjusting the translation rate of the sample or by moving the magnets on the outside of the 
furnace. 

We will evaluate the effectiveness of the floating effusive barrier in vapor transport growth by 
growing single crystals of mercurous chloride. This choice was made for several reasons: 

1. It is a technologically interesting acousto-optical material whose usefulness for device 
applications is still limited by structural defects that have been shown to be related to 
convection during the growth process by Singh and co-workers at the former Westinghouse 
Science and Technology Center (now Northrop-Grumman). 

2 . It is a relatively simple material to grow since it sublimes congruently and grows at low 
enough temperatures (approximately 400 °C) so that a transparent furnace may be employed 
to monitor the growth process. 

3 . The material is brightly colored and optically clear at the growth temperature so that the 
growth interface is easily visible and gross defects can be detected and possibly corrected 
during the growth process. 

4. We, at the University of Alabama in Huntsville's Consortium for Materials Development in 
Space (UAHlCMDS), have had experience in growing this material though a previous 
cooperative agreement with the Westinghouse Science and Technology Center. 
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Growth experiments will be carried out with different spacings between the effusive barrier and the 
growth interface, or the barrier may be moved during an individual growth run. Altering the barrier 
height changes the amount of convective flows and provides a means for assessing the effects of 
convection on the quality of the grown material. 

Characterization of the grown material will consist primarily of rocking curve data and optical 
scattering measurements since these are the properties that Dr. Singh and co-workers at 
Westinghouse found to be most affected by convection. Samples will also be submitted to the 
National Institute of Standards and Technology (NIST) for topographical analysis on their beam 
facility at the National Synchrotron Laboratory at Brookhaven. We also have a tentative agreement 
with the Brirnrose Corporation in which they will evaluate the grown materials for potential device 
applications. 

If sufficient improvements result, this floating barrier method could be used as a screening 
experiment to determine if a proposed flight experiment that involves some form of vapor transport 
might benefit from a reduction in conduction. Also, the technique might be used to produce a new 
benchmark material against which future flight results might be judged. Finally, this new growth 
technique may lead to the production of improved materials on Earth as a micro gravity program 
spin-off. 

After having demonstrated improvements in the growth of single crystalline material on Earth, we 
intend to propose a flight experiment to see if additional improvements are possible by a further 
reduction in convective flows. 
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The actual Di must be lower than the values that we obtained, because of weak but still 
existing melt convection in ground-based experiments with the baffle. The low value of Di 
can be explained by association between the atoms and clustering in the solute layer. Our 
conclusion is that during growth, the solute atoms or associated molecules diffuse in the 
solute layer against associated andlor clustered atoms of the melt. Recent melt growth of 
quaternary quasi-binary (GaSb)l _x (InAs)x in our laboratory [12-14] , provides firm evidence 
of such association which must reduce diffusivity. Therefore, the shape of the initial 
diffusion-controlled transient is related to the diffusion process in the solute layer, which is 
characterized by Di at the melting point T m. Diffusion in the bulk melt outside of the solute 
layer is characterized by Dbulk at T m + ~ T. Since in space, bulk melt has uniform 
composition, Dbulk has little direct relevance to growth in microgravity. The use of Deell 
instead Di may have obscured the interpretation of concentration profiles in space grown 
crystals. 

Fig. 2 shows similar results for Ga-doped Ge. D was measured in shear cells [15] or by 
fitting the initial transient in Ga concentration measured in crystals grown in space [16] or 
under axial magnetic fie lds [17,18]. The shear cell provides the highest D. 

3. Design 
Two ampoule designs are being considered and tested. In one, the baffle is being driven by a 
commercial linear motion feed through mechanism attached to the furnace, designed to 
provide 10-11 torr. In the other design, the baffle is driven by volumetric expansion of the 
melt during solidification and thus does not require active motion control. 
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Diffusion coefficient D for Ga-doped Ge in the shear cell [15] and by fitting 
the initial transient in concentration [16-18]. The shear cell provides the 
highest value ofD. 

4. Modeling 
Fig. 3 shows the velocity fields and tangential velocities for several levels of residual 
acceleration and baffle placements. Forced convection can be best seen when no acceleration 
is present (figures 3j , 3k, and 3 1). Without the baffle, the velocity field is purely axial. 
When the baffle is placed 0.5 cm from the interface, the tangential velocity is high (5.76 
flmlS). The baffle virtually eliminates the effect of residual acceleration on the velocity field 
in all levels tested. At 10-3 go, the tangential velocity is 5.90 flmls , which is barely different 
from 5.76 flmls at zero residual acceleration. Therefore, it can be concluded that the baffle 
dumps convection driven by residual acceleration. 

The effect of the residual acceleration on the redistribution of solute in the melt is shown in 
Fig. 4. The radial segregation caused by forced convection around the baffle can be best seen 
when no acceleration is present (Fig. 4j , 4k, and 4 1). When the baffle is placed 0.5 em from 
the interface, the radial segregation is relatively high (~ = 49.3 %) because of radial flow 
caused by the baffle. However, radial segregation is not affected by the residual acceleration 
and therefore can be readi1Y calculated and experimentally reproduced. As the acceleration 
changes from zero to 10- go, ~ changes only from 49.3 to 51.8 %. Therefore, residual 
acceleration of 10-3 go , acting parallel to the interface, will have virtually no effect on solute 
redistribution in the melt and crystal composition. In contrast, the conventional Bridgman 
configuration without the baffle is heavily affected by acceleration of 10-4 go (~ = 32.6 %). 
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Fig.3 Maximum tangential velocity at various levels of residual acceleration and baffle 
settings. Vtan is the highest value of velocity component parallel to and 0.25 cm 
from the interface. The flow at zero acceleration shows the limiting case of 
purely forced convection. 
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Fig. 4 Concentration field in the melt and radial segregation at the interface at various 
residual acceleration and baffle settings. ~=(Cmax-Cmin)/Cavg, all taken at the 
interface. The darkest shading at the interface represents the highest 
concentration. The segregation at zero acceleration shows the limiting case of 
purely forced convection. 
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s. Proposed flight experiments 
The combined effect of micro gravity and small zone melt (small L and ~ T) will generate the 
effective conditions of "nano-gravity" (the Rayleigh number is reduced by a factor of 109). 
The following systems will be studied: (a) Te-doped GaSb , (b) Te-doped (GaSb)o.995 
(lnSb)oo5 ; (c) Te-doped quasi binary (GaSb)o.98(InAs)o.o2 and d) Ga-doped Ge. The above 
systems were selected because of the difference in k, the growth rate R and the level of 
association/clustering in the solute layer which is related to D j • 

6. Justification for the need for space environments 
Space environment is needed to demonstrate that the composition of crystals grown with the 
submerged baffle is not altered by residual micro-acceleration. In ground-based experiments 
with the baffle, weak but still existing convection in the melt will alter crystal composition. 
The exact "reference" value of Di measured in space, must be lower than the values that we 
obtained on earth. 

7. Value of knowledge to scientific field 
If the experiments yield the expected results, directional solidification with the baffle may 
become a preferred technique for crystal growth in space. The experiments will demonstrate 
that the baffle, without additional expense and drawbacks, will reduce the natural (i.e. free 
buoyancy-driven) convection in the melt to the point that it will not affect segregation. 
Furthermore, for the first time, we will measure precisely Di at the growth interface, which is 
needed for interpretation of space experiments and modeling. 
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Gravitational Effects On the Morphology and Kinetics of Photodepostion of 
Polydiacetylene Thin Films from Monomer Solutions 

Mark S. Paley (USRA), PI 
Basil Antar (UTSI), Co-I 

William K. Witherow (MSFC), Co-I 
Donald O. Frazier (MSFC), Co-I 

Introduction and Objectives 

The goal of this proposed work is to study gravitational effects on the photodeposition of 
polydiacetylene thin fIlms from monomer solutions onto transparent substrates. 
Polydiacetylenes have been an extensively studied class of organic polymers because they 
exhibit many unusual and interesting properties, including electrical conductivity and 
optical nonlinearity. Their long polymeric chains render polydiacetylenes readily conducive 
to thin film formation, which is necessary for many applications. These applications 
require thin polydiacetylene films possessing uniform thicknesses, high purity, minimal 
inhomogeneities and defects (such as scattering centers), etc. Also, understanding and 
controlling the microstructure and morphology of the fIlms is important for optimizing their 
electronic and optical properties. The lack of techniques for processing polydiacetylenes 
into such film~ has been the primary limitation to their commercial use. 

We have recently discovered a novel method for the formation of polydiacetylene thin fllms 
using photo-deposition from monomer solutions onto tranparent substrates with UV light. 
This technique is very simple to carry out, and can yield films with superior quality to those 
produced by conventional methods. Furthermore, these films exhibit good third-order 
properties and are capable of waveguiding. We have been actively studying the chemistry 
of diacetylene polymerization in solution and the photo-deposition of polydiacetylene thin 
films from solution. 

It is well-known that gravitational factors such as buoyancy-driven convection and 
sedimentation can affect chemical and mass transport processes in solution. One important 
aspect of polydiacetylene thin film photodeposition in solution, relevant to microgravity 
science, is that heat generated by absorption of UV radiation induces thermal density 
gradients that, under the influence of gravity, can cause fluid flows (buoyancy-driven 
convection). Additionally, changes in the chemical composition of the solution during­
polymerization may cause solutal convection. These fluid flows affect transport of material 
to and from the film surface and thereby affect the kinetics of the growth process. This 
manifests itself in the morphology of the resulting films; films grown under the influence of 
convection tend to have less uniform thicknesses, and can possess greater inhomogeneities 
and defects. 

Specifically, polydiacetylene films photodeposited from solution, when viewed under a 
microscope, exhibit very small particles of solid polymer which get transported by 
convection from the bulk solution to the surface of the growing film and become 
embedded. Even when carried out under conditions designed to minimize unstable density 
gradients (i.e., irradiating the solution from the top), some fluid flow still takes place 
(particles remain present in the films). It is also possible that defect nulceation may be 
ocurring within the films or on the surface of the substrate; this, too, can be affected by 
convection (as is the case with crystal growth). Hence films grown in I-g will, at best, still 
possess some defects. The objective of this proposal is to investigate, both in I-g and in 
low-g, the effects of gravitational factors (primarily convection) on the dynamics of these 
processes, and on the quality, morphology, and properties of the films obtained. 
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Experimental Methods 

The compound we have been investigating is a polydiacetylene derivative of 2-methyl-4-
nitroaniline (MNA), a well-known organic nonlinear optical material. When a solution of 
the diacetylene monomer DAMNA in 1,2-dichloroethane is irradiated with longwave UV 
light through a transparent substrate, a thin polydiacetylene film (PDAMNA, see below) 
deposits on the surface of the substrate in contact with the solution. 

DAMNA: PDAMNA: 

CHa 

Y = CH2 -NH --©-N02 

Studies on the effects of convection on photodeposition of PDAMNA films are proceeding 
on three fronts: numerical simulations of the fluid flow, experimental determination of the 
fluid flow, and in-situ spectroscopic ellipsometry studies of film deposition. Numerical 
simulations of the fluid flow are being conducted using FIDAP; the purpose of these 
studies is to ascertain the effects of variables such as cell geometry, orientation, light 
intensity, gravity, etc. on the pattern and intensity of the fluid flow. These studies are 
being complimented by experimental flow visualization studies using marker particles for 
simple cell geometries. Once the numerical simulations have been validated by the flow 
visualization studies; simulations can be performed with confidence for growth cell 
configurations where experimental determinations of the fluid flow are not possible. 
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Besides determining the fluid flow, we must also monitor fUm growth during PDAMNA 
film photodeposition in order to to discern how the fluid flow acually affects the deposition 
process. The technique we are employing is in-situ spectro~opic ellipsometry, which 
actually allows film growth to be monitored at the molecular level. Thus we should be able 
to observe how defects are formed in the films, whether they are transported from the bulk: 
solution by convection, or nucleate within the film itself. We have designed and 
constructed a special cell for this purpose. 

Preliminary Results 

Kinetic studies on photodeposition of PDAMNA films from solution have shown that the 
rate of film growth is ,linear in light intensity and square root in monomer concentration. 
Furthermore under most growth conditions monomer is present in excess, and therefore the 
process is pseudo-zeroth order in concentration; i.e., the monomer concentration does not 
change appreciably. Thus we believe that the primary contributor to the fluid flow is 
thermal convection, and that solutal convection plays only a minor role. Hence at present 
we are only interested in studying thermal convection. Also, for the time being, we have 
chosen to .ignore the effects of film growth on convection, the primary effect of which is to 
attenuate the UV light as the film thickness increases. The solution is heated via 
absorption of the UV radiation by the dissolved DAMNA molecules; both the solvent (1,2-
dichloroethane) and the quartz cuvette are UV transparent. At the wavelength used 
(@366nm), it is the MNA portion of the DAMNA molecule that is responsible for the 
absorption, not the diacetylene. Thus we can use MNA as a model compound for DAMNA 
and thereby investigate thermal convection without the complication of film growth taking 
place. Typical monomer concentrations used for PDAMNA film photodeposition are on 
the order of 10-2 moles/liter, at these concentrations the absorption coefficient of the 
solution is on the order of 100cm-1 (for both DAMNA and MNA). Because the minimum 
fluid element used in the numerical simulations is a cube with 0.17mm sides, this means 
that 99% of the radiative heating takes place within those fluid elements adjacent to the cell 
wall upon which the UV light is incident. Therefore in our numerical model we treat the 
heating of the solution as if it were being heated by a source located at the inside wall of the 
growth cell. 

Numerical simulations of the buoyancy-driven fluid flow have been conducted for a 
rectangular quartz cell with dimensions lcm x lcm x 4cm height containing a 10-2 

mole/liter MNA solution in dichloroethane, with a circular UV beam 5mm in diameter 
incident upon either a vertical face or the top face of the cell. The calculations considered 
the beam to be centered on the appropriate face. Computations were performed for a range 
of beam intensities ranging from 0.25 Watt to 4.0 Watts total power, assumed to be 
uniformly distributej1 over the 5mm UV beam. The boundary and initial conditions used 
were appropriate for a system is at ambient temperature in which the walls of the cell are 
maintained at ambient temperature throughout the run. Because the solution is dilute, the 
thermodynamic parameters; i.e., heat capacity, thermal expansivity, kinematic viscosity, 
and thermal conductivity, for the MNA solution are taken to essentially be the same as 
those for the pure solvent, 1,2-dichloroethane. The values of these parameters were 
obtained from the literature. The resulting temperature and velocity fields are obtained 
through numerical solution to the conservation equations for fluid dynamics. The 
numerical code used employs the finite element approximation for solving the equations of 
motion. Figure 1 shows typical flow patterns and isotherms for the two heating modes; 
i.e., from the top and side of the cell. Also shown in Fig. 1 is the meshing employed in the 
numerical computations for each heating mode. 
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heating, and (b) top heating. 
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Experimental studies of the fluid flow are being conducted under the conditions described 
in the preceeding paragraph using poly(methacrylic acid) powder as marker particles. The 
flow pattern and velocities observed are in good qualitative agreement with the calculations; 
however, the magnitude of the experimental flow velocities (on the order of 10-1 cm/s) 
appears tq be about a factor of 10 greater than the calculated velocities. We are currently in 
the process of finding the cause of this discrepancy, which we suspect is the manner in 
which the parameters were input into the code. 

Preliminary measurements on PDAMNA fIlm photodeposition using real-time in-situ 
spectroscopic ellipsometry have just begun using a spectroscopic ellipsometer coupled with 
an optical multichannel analyzer. A special cell was constructed for the purpose of 
studying PDAMNA film growth; the films are being grown onto glass substrates coated 
with a 5nm thick layer of gold. The gold is necessary in order to obtain reliable data 
because PDAMNA is a dielectric material; the coating is sufficiently thin that UV light can 
still penetrate into the solution and induce fIlm growth. In the future the instrument 
configuration will be changed so that a compensator can be used, which should allow good 
data to be obtained without the gold coating. Also, in order to interpret the ellipsometry 
data, the optical constants ofPDAMNA, specifically, the refractive index and the extinction 
coefficient, must be detennined as a function of wavelength. Thus ftlms of PDAMNA 
were grown on glass at several thicknesses and spectroellipsograms were obtained to 
detennine these constants (assuming that the optical properties do not vary with thickness, 
which is expected to be the case). 

Real-time in-situ spectroellipsograms were measured at various time intervals up to 
approximately 2 hours of fIlm growth. Because of partial attenuation of the UV light by the 
gold, the rate of growth is quite slow. In order to determine the film thickness and/or void 
volume fraction, simulation of the experimental spectroellipsograms is attempted based on 
the optical constants of PDAMNA. These simulations are just now underway and results 
will be fortlwoming. 
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INVESTIGATION OF CRYSTAL GROWTH OF TERNARY II-VI AND IV-VI 

COMPOUNDS BY PHYSICAL VAPOR TRANSPORT ("Investigation of 'Contactless' Crystal 

Growth by Physical Vapor Transport" and "Investigation of Convective Effects in Crystal 

Growth by Physical Vapor Transport") 

W. Palosz 

Space Sciences Laboratory, ES75, Universities Space Research Association, NASA Marshall 

Space Flight Center, Huntsville, AL 35812 (256) 544-1272, Witold Palosz@msfc.nasa.gov 

Introduction 

The subject of the research is to investigate the process of crystal growth by Physical Vapor 

Transport of binary and ternary/doped II-VI and IV-VI materials . Our past efforts were focused 

on the following specific tasks: (1) investigation of the mass transport properties of Pb(Se, Te) 

by Physical Vapor Transport (PVT), (2) determination of the origin and magnitude of residual 

gases in crystal growth systems, (3) numerical modeling of thermal field in 'contactless' PVT 

(cPVT) configuration, and (4) characterization of crystals grown by cPVT technique. The 

investigation of PVT of Pb(Se, Te) lead to identification of some specific features of this crystal 

growth system which may be promising both for the material applications and for micro gravity 

research. As a part of this study, an investigation of residual gases in sealed silica glass 

ampoules was conducted. The relevance of this study goes beyond Pb(Se, Te) or even PVT 

crystal growth technique, as a presence of residual gases has an apparent effect on phenomena 

occuring in other important crystal growth systems (formation of voids! , detached 

solidification2
). Numerical modeling of cPVT was performed in order to better understand cPVT 

and to assess the relative importance of different experimental factors on the process. Crystal 

characterization done in this work showed the benefits of cPVT as a valuable crystal growth 

technique. 

Physical vapor transport ofPb(Se. Te) 
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(temperature and undercooling), inert gas pressure, and 

source composition on the process were determined. 

Theoretical thermochemical model of the system was 

developed and the predictions of the model were 

compared with the experimental results. Based on 

thermochemical data, the model assumes that the 

chalcogenides sublime molecularly and congruently, 

and that mass transport (crystal growth) rate is limited 

by diffusion. The experimental and theoretical mass 

transport/growth rate of PbTe as a function of the inert 

(residual) gas pressure and of the source temperature 

are shown in Figs. 1 and 2, respectively. Very good 

agreement obtained between the predicted and actual 

growth rates confirms the validity of the model and of 

the thermochemical and physical data used for the 

calculations. Equilibrium pressures ofPbTe, PbSe, and 

their components are shown in Fig. 3. In the Fig. 3 Saturation pressures of PbTe, 
PbSe, and their components. temperature range suitable for crystal growth (700 -

900°C), the saturation pressures of the chalcogenides differ by less than a factor of two (Fig. 3). 

Saturation pressures of selenium and tellurium are considerably higher than those of the 

chalcogenides, thus an excess of any of the cha1cogens in the experimental ampoule may 

seriously reduce the growth rate. Saturation pressure of lead is lower than that of the 

chalcogenides, so even a presence of a Pb-rich phase would cause only a limited reduction of the 

mass transport rate in the system. Therefore, a small excess of lead in the original source 
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material could be used to prevent a presence of excess chalcogen(s) in the ampoule and improve 

reproducibility of the growth conditions. Relatively small difference between saturation 

pressures of PbTe and PbSe suggests, that the effect of non-congruent sublimation of lead 

telluride-selenide on mass transport rate and on composition non-homogeneity of the crystal may 

be limited. Figs. 4 and 5 show the theoretically predicted dependence of the mass flux and of the 

crystal composition, respectively, on the source composition. The calculations were made under 
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two alternate assumptions: ideal solid solution, and non­

ideal solid solution taking activity coefficients after 

Sokolov3
• As follows from Fig. 4, non-congruency of 

sublimation of PbTe1_xSex has only limited effect on the 

growth rate, what is consistent with our experimental 

results. The composition of the deposited material is 

dependent on the activity coefficients of PbTe and PbSe in 

the source (Fig. 5). Assuming ideal solution (activity 

coefficients equal unity, dashed line in Fig. 5) the deposit is 

always enriched in PbTe relative to the source, thus the 

PbSe content in the crystal is initially lower than that in the 

starting material, and increases as the growth proceeds. 

Assuming non-ideal solution conditions, the deposit is 

expected to be PbSe-richer at lower, and PbTe-richer 

(relative to the source) at higher X values, depositing with 

the same composition at X = 0.33 (solid line in Fig. 5). 

Experimental results shown in Fig. 6 confirm, that non-ideality of the PbTe1_XSeX solution has the 

expected effect on the compositional non-homogeneity of the grown material: for low PbSe 

content source (X = 0.1) the initial PbSe concentration in the crystal is above lO% and decreases 

as the growth proceeds, while the opposite occurs for the initial source composition of X = 0.5. 

Our experiments showed, that homogeneity of most of the crystal at source compositions other 

than about X = 0.33 can be improved by using a compact (pre-melted) source: limiting the 

sublimation surface of the source to the cross-section area of the ampoule (as opposed to a much 

larger surface available for sublimation when powdered source is used) increases the surface 
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Inert/residual gases in sealed silica glass ampoules 

The gases present in sealed systems may come from the ampoule material, from the source, or 

from the outside of the ampoule. In addition, a diffusion through the walls of the ampoule can 

change the pressure and composition in the system during the course of the process. We have 
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Fig. 8 Dependence of the pressure and 
composition of the gas 
accumulated in silica glass 
ampoule on time and temperature. 
NY = 1.0. Solid circles -

investigated all the above phenomena. A typical 

development of residual gas originating from the walls 

of silica glass ampoule outgassed at room temperature is 

shown in Fig. 8a. At high temperatures the gas, 

primarily hydrogen, can built up a pressure of more than 

10 Torr. The amount of gas desorbed from the glass can 

be substantially reduced by an extensive outgassing of 

the ampoule at high temperature under dynamic vacuum 

(Fig. 8b). A major source of residual gas is the source 

material itself. The experimental results shown in Fig. 1 

were obtained using different amounts of the source. A 

direct relation between the amount of the source and the 

residual gas pressure in the ampoules apparently exists 

hydrogen, open circles - water. (a), (Fig. 1). It can also be seen, that the pressure formed in 
ampoule outgassed at RT; (b), 
ampoule outgassed at 1000°C. those ampoules (which 

510 

were outgassed at high 



temperature under dynamic vacuum prior to loading with the source) is considerably higher than 

that build in empty ampoules under similar conditions (Figs. 1 and 8b). The gas generated by the 
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Fig. 9 Dependence of the 
half-time on temperature. 

source consists mostly of carbon oxides, sometimes also water, the 

actual composition depending primarily on the amount of residual 

oxide impurities in the material. The effect of diffusion through the 

ampoule wall is shown in Fig. 9, where 't 1l2 is the time after which 

the pressure difference of a given species between the inside and 

outside of the ampoule decreases by Y2 . (The rate of the pressure 

change depends on the ampoule parameters: volume Y, surface A, 

and wall thickness d4
.) As follows from Fig. 9, a substantial pressure change with time inside 

silica glass ampoules can occur, particularly for lighter gases (He, H2) and higher temperatures. 

Numerical modeling of thermal field in 'contactless' PYT 

Schematic representation of cPYT crystal growth ampoule geometry is shown in Fig. 10. Under 

proper conditions, most of the subliming source material deposits on the pedestal in the middle 

(crystal), while some of the vapors pass through the slit to the coolest (far left) end of the 

ampoule (deposit, Fig. 10). Maintaining the slit between the crystaVpedestal and the ampoule 

wall open requires the thermal conditions such, that the vapors are not supersaturated in these 

locations. This is conditioned primarily by the thermal field in the slit. Our simulations show, 

that the critical locations for supersaturation (and, thus, nucleation) are the side of the 

deposit crystal source 

x o 
Fig. 10 GeomelTy of cPVT ampoule. 

crystaVpedestal, and the inner ampoule wall surfaces in the slit, 

represented in Fig. 10 by lines b and c, respectively. We have 

analized the dependence of the temperature along those lines and 

their relation to the T* function in the slit (where T* is the 

saturation temperature of the species (PbTe, Cd+Te2) under 

growth conditions) as a function of different parameters of the growth system. The results show 

where a parasitic nucleation can occur (the actual temperature being lower than T*). Also, they 

show where deposition on the wall and not on the crystal takes place (the temperature of the 

ampoule wall being lower than that of the adjacent crystal). An example of the temperature 

profile obtained numerically is given in Fig. 11. Extensive parametric studies of the system lead 
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to the following major conclusions: (1), the location prone 

to parasitic nucleation is in the slit just below the junction 

of the crystal with the pedestal, the supersaturation at that 

location increases with an increase in (i) the ampoule 

diameter, (ii) thickness of the top of the pedestal, (iii) 

length of the crystal, (iv) temperature gradient in the 

-3 -2.5 -2 . -1.5 -1 furnace, and with a decrease in thermal conductivity of the 
x [em] 

Fig. 11 Temperature profiles and 
saturation temperature 
profile in the slit. 

Crystal characterization 

crystal; (2) preferential deposition on the ampoule wall and 

not on the crystal may be expected for smaller diameter 

crystals and a solid (as opposed to a cup shaped) pedestal. 

Crystals grown by cPVT technique have been characterized using Synchrotron White Beam X­

ray Topography, microprobe, chemical etching, and other techniques. It was found, that 

compositional non-homogeneity of the crystal and its interaction with silica glass (the growth 

pedestal) create a strain field in the crystal. The strain field around some precipitates was found 

to propagate to a distance up to three orders of magnitude larger than the size of the precipitate 

itsel[5. Distribution of dislocations (etch pits) was found to be dependent on the post-growth 

cooling rate, a tendency to polygonisation and even formation of low angle grain boundaries was 

found in crystals cooled-down over an extended period of time6
. 
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ANAL YSIS OF CONTAINERLESS PROCESSING AND SOLIDIFICATION 
MICROSTRUCTURES 

J.R. Perepezko, University of Wisconsin-Madison, 1509 University Avenue, Madison, WI 53706 
phone: (608) 263-1678; e-mail: perepezk@nucleus.msae.wisc.edu 

Objective and Application to Microl:ravity Knowledl:e Base 

The main research objective is the evaluation and analysis of the undercooling and resultant 
solidification microstructures after containerless processing, including drop tube processing and 
levitation melt processing of selected alloys. The results are intended for use as an experience 
base for the design of future space-based microgravity experiments. 

Containerless solidification processing of materials in space requires an understanding of the 
critical variables affecting solidification. Perhaps the most fundamental parameter in 
solidification processing is the level of melt undercooling prior to solidification. The 
containerless environment removes a major source of impurities and heterogeneous nucleation 
sites, allowing for a large melt undercooling. Containerless processing in ground-based drop 
tubes simulates the microgravity conditions via solidification of liquid droplets under free fall 
conditions. The enhanced liquid undercooling exposes alternate solidification pathways, 
allowing for the formation of novel phases and microstructures. Controlling the undercooling 
level provides some control of the operative solidification pathway and the resultant 
microstructure. The results of the ground based drop tube study are being used to identify 
critical processing variables and possible product phases in microgravity studies, and the analysis 
may be used to design and predict the science requirements for space experiments. 

Research Task Description and Prol:ress to Date 

The program consists of ground based experimental studies which involve drop tube and 
levitation ' containerless processing methods in combination with detailed microstructural 
analyses and thermodynamic and kinetic modeling. The focus of the investigation is on the 
understanding and analysis of microstructural evolution during solidification of undercooled 
melts. The degree of liquid undercooling attainable in a laboratory scale (3 m) drop tube and 
levitation melting system can be altered through the variation of processing parameters such as 
alloy composition, melt superheat, sample size and gas environment. Rapid quenching methods 
are employed in order to preserve the solidifying structure for microstructural analyses. The 
solidification behavior is evaluated through optical metallography, SEM, TEM, thermal analysis 
and X-ray diffraction in conjunction with calorimetric measurements of falling droplets and a 
heat flow model of the processing conditions to judge the sample thermal history. 

The analysis of microstructural development requires an analysis of the kinetic competition 
between the possible phases and structure morphologies. The classification of these kinetic 
transitions has been discussed previously [1-6]. Examples include the transition from growth- to 
nucleation-controlled microstructure development in laser-processed AI-Si alloys [3,5] and the 
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formation of the metastable, ferromagnetic 't phase in the Mn-Al system during drop tube 
processing. Recently, multiple partitionlessly solidified phases have been identified in deeply 
undercooled Ni-V alloys [2,7]. Samples, resulting from this unexpected phase nucleation and 
growth behavior have been subjected to detailed microstructure analyses in order to contribute to 
an understanding of this novel microstructural class. Additionally, a series of experiments has 
been started on the similar alloy systems Co-AI and Nb-Pd. 

Multiphase Partitionless Solidification 

One of the main components of the current investigation is the focus on new directions for the 
control of microstructural evolution in shallow eutectic systems such as Ni-V and Co-AI through 
the high undercooling levels provided by containerless processing. In cooperation with Dr. D.M. 
Herlach (DLR, Cologne, Germany) bulk melts ofNi lOO_xVx alloys were undercooled by applying 
an electromagnetic levitation technique. In the composition range 41-73 at. % V 15 alloys of 
different compositions were processed at slow cooling rates (dT/dt~10 KJs) . Undercoolings up to 
33 0 K have been achieved. Contactless temperature measurements were utilized to determine 
quantitatively the undercoolings prior to solidification and in combination with a fast electronic 
data requisition to record time resolved recalescence profiles. Analysis of multiple recalescence 
behavior (Fig. I-a) allows for the assignment of primary phase identification and insight into the 
competition sequencing during overall solidification. 
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Fig. I-a: Dendrite growth velocities as a function of undercooling (fcc stable, bee 
metastable)The triangles give the growth velocity of the stable phase (fcc) while the dots 
represent the the growth velocities of the metastable phase (bee). The liquidus temperature of the 
metastable phase is indicated by the dashed line. 
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Fig. I-b: Metastable Ni- V phase diagram including the fcc, bcc and the liquid (I) phases. The 
solidus and liquidus curves are represented by the solid lines and the To curves are represented 
by dotted lines. The calculated nucleation temperatures are shown for four different contact 
angles (30 ~ 40 °, 50° and 60 ; for fcc (dash-dot lines) and bec (dashed lines) . The kinetics 
analysis indicates a transition from fcc to bcc primary solidification at a nearly constant 
undercoolingfor Bbcc = 30°. 

These measurements, in turn, provided information on metastable phase formation and crystal 
growth behavior as a function of undercooling of the alloys investigated. The comprehension of 
all results leads to the construction of a metastable phase diagram of Ni-V (Fig. I-b) which 
describes the formation of different phases, stable or metastable, as a function of the 
concentration and, in addition, with the undercooling as a second "process" parameter. 

SEM and TEM analyses on deeply undercooled and rapidly quenched Co-AI samples showed a 
complex and sensitive dependence of the phase selection sequence on the thermal history as 
expected for a system near a transition in kinetic competition. Figure 2 shows microstructures of 
Co-I8.SAI which have been obtained by rapid-quenching techniques. It has been found that both 
the melt undercooling and the applied cooling rate in the liquid and solid states are important in 
developing a microstructural analysis. 

Therefore the extension of the analysis of two-phase partitionless structures to similar systems 
can reveal new fundamental information about the nucleation and growth kinetics of competing 
phases and contribute to an understanding of this novel microstructural class and the key 
processing parameters. In the Co-AI system phase selection is being studied in both large (mm 
size) and small (~m size) droplets. The nucleation kinetics for the competing fcc, Co and B2 
CoAl phases are being analyzed to determine the conditions needed to produce a two-phase 
partitionless structure. Moreover, the analysis approach will be developed further to allow for 
the construction of a processing map that will be essential in the design of a space experiment. 
This investigation will contribute to the understanding of terrestrial solidification processing and 
will demonstrate that micro gravity materials processing can yield novel microstructures and 
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phases that have not been observed previously with conventional terrestrial processing 
approaches. 

Fig. 2: SEM cross section image of the microstructure in different areas of a Co-18.5AI foil: a) 
CoAl-B2-area, b) B2IJcc-area, c) Co-fcc area with B2 matrix of different composition. Note that 
all the phases shown in a) and b) are partitionless. 

Solidification of Metal-Matrix-Composites 

Another central issue of the proposed program is a critical evaluation of the interaction between 
the crystallization front and ' foreign particles during the solidification of liquid undercooled 
metal-matrix composites. Numerous models for the interaction behavior have been proposed, 
but critical tests are lacking in many cases due to confounding gravitational effects such as 
convective flow and particle-settling. In order to identify the key influence factors, a novel 
experimental design based upon an undercooled melt with particles has been realized to 
distinguish particle incorporation effectiveness as a function of interface velocity in the presence 
of a distribution of particle sizes. 

/ ..... 
\ 

Fig. 3: The unetched microstructures ofNi-10% Ta205 samples, which undercooled a) by 37 K 
and b) by 194 K 
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This experimental strategy allows for an assessment of various models and governing conditions 
that have been proposed for particle incorporation and, moreover, provides experimental 
experience for the incorporation behavior during multidirectional solidification. 

Composites of nickel or copper with discontinuous reinforcement particles of aluminum oxide or 
tantalum oxide have been identified as model systems to study the incorporation behavior. In the 
case ofNi-Ta20s, the undercooling level can exceed 200 K. 

Thus, undercooling can be used effectively as a tool for controlling the rate of solidification. 
Additionally, the high density of tantalum oxide results in only minor buoyancy forces on the 
dispersed particles. Initfal microstructural analyses on samples which solidified at variable 
levels of undercooling show a transition from particle pushing at low solidification rates to 
particle engulfment resulting in a homogeneous particle distribution at high growth velocities 
[11] (Fig. 3). Models, which predict the capability for incorporation on the basis of the ratio of 
thermophysical properties fail to describe such a transition and, moreover, predict pushing for all 
composites studied during this work. However, the experimental results are in qualitative 
agreement with the interaction models that predict a critical interface velocity. Yet, the 
quantitative comparison between the calculated critical velocities and experimental values for the 
pure melts indicates a large disagreement: The predicted values are about three orders of 
magnitude too low. But, the comparison is based on the growth velocity of the pure metallic 
melts. In fact, the effective growth velocity should be reduced due to the increased viscosity of a 
melt containing solid particles. Investigations on the direct measurement of the actual growth 
velocities of the melts with incorporated particles is in progress. Such data has not been 
measured up to now, but is critical for a reliable modeling of the interaction. 

The theoretical treatment of the incorporation of inert particles into a solidifying melt was mostly 
carried out under the idealized assumptions of a planar interface interacting with perfectly 
smooth, spherical particles. Up to now it is not clear, if the predictions that were developed 
under these constraints also hold for the incorporation of irregularly shaped particles by fast 
growing dendrites. In order to examine the influence of the particle shape, alumina particles 
have been melted and solidified during free-fall in the drop tube. Thus, spherical particles have 
been obtained which afterwards have been used as reinforcement. Initial experiments on the Cu­
Al20 3 system have indicated, that these particles would require even a higher growth velocity of 
the matrix to be engulfed. Similar experiments on the Ni-Ta20s system, where the engulfment 
transition has been observed on deeply undercooled samples, are underway to determine the 
shape dependence of the incorporation behavior more quantitatively. 

Additionally, alloying of e.g. Cu with Ni (or Fe, Co) can provide a means to adjust the density of 
the melt such that it is equal to the density of the particles. Solidification experiments under 
micro gravity conditions on these composites and on composites where matrix and particles have 
considerably different densities can be carried out to test for the influence of convective flow 
inside the samples on the resulting microstructure. Recent results on the incorporation behavior 
during dendritic solidification indicate that geometrical factors of the interface (i.e. the dendrite 
tip radius and the secondary arm spacing) and their dependence on temperature are important for 
the ability to engulf the reinforcement particles [11]. These parameters are being considered 
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currently in a theoretical description of the incorporation process that is intended to provide a 
guideline for space-based studies on metal-matrix composites. 

Reliable evaluation of thermal history during containerless processing is central to the proper 
interpretation of a solidification microstructure. In the intended studies thermal measurement of 
a falling droplet will be conducted using a calorimetric method. A direct thermal history 
capability is currently being installed as an extension to the drop tube facility. These 
investigations will provide a test of the solidification and heat flow models that were developed 
to yield insight into the mechanisms of solidification microstructure development. 
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COMPARISON OF STRUCTURE AND SEGREGATION IN ALLOYS DIRECTIONALLY 
SOLIDIFIED IN TERRESTRIAL AND MICROGRA VITY ENVIRONMENTS 

D.R. Poirier, Principal Investigator, The Department of Materials Science and Engineering, The 
University of Arizona, Tucson, AZ 85721 . Phone (520) 621-6072; FAX (520) 621-8059; 
poirierd@u.arizona.edu; S.N . Tewari, Co-Investigator, Chemical Engineering Department, 
Cleveland State University; and J.c. Heinrich, Co-Investigator, The Department of Aerospace and 
Mechanical Engineering, The University of Arizona 

Introduction 

The grant is a Flight Definition Program, so efforts have been on establishing the science base for 
directional solidification in low gravity. The primary purpose is to compare the structure and 
segregation in a binary alloy that is directionally solidified in terrestrial and low gravity 
environments. Models of dendritic solidification that are used to predict microstructural features 
upon solidification rely on the assumption of only diffusional transports. However, the 
thermosolutal convection masks the diffusional processes at the dendrite tips and is also 
responsible for macro segregation in directionally solidified castings. Availability of microgravity 
provides an opportunity to obtain experimental data, where thermosolutal convection and 
attendant macrosegregation are negligible. 

Objectives 

This is a program to conduct experiments in a long-duration microgravity environment, with the 
objective of studying dendritic microstructures and segregation in directionally solidified dendritic 
alloys . The research is based on directionally solidified Pb-Sb alloys and simulations of 
solidification of the alloys using continuum theory of porous media . Since thermosolutal 
convection strongly affects transport phenomena during solidification and also leads to 
macro segregates, we are convinced, therefore, that experiments in microgravity would enable us 
to gain scientific data on dendritic microstructures solidified without thermosolutal convection. 
We will characterize dendrite arm spancings, volume fraction of interdendritic liquid, and both 
macro segregation and microsegregation in samples that are solidified in microgravity . The design 
of the micro gravity experiments is guided by our on-going terrestrial experiments and computer 
simulations, which are being done to identify suitable growth conditions and the effect of g-jitter 
in microgravity experiments. 

Effect of Convection of Microstructural Development 

The directional solidification furnace at Cleveland State University has been used to study 
hypoeutectic Al-Cu and Pb-Sb alloys. Experimental studies in these systems have conclusively 
shown that convection affects interface morphology and segregation in terrestrial experiments. In 
Al-Cu, the rejected solute is heavier so that convection is not expected due to the axial gradients 
in temperature and composition . However, a radial gradient is always present in the directional 
solidification for which there is no threshold for convection. In the Pb-Sb alloy, there is 
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significant convection because of the rejection of a lighter solute at the interface. Here we present 
results on the Pb-Sb alloys . 

The solidifying alloys are quenched when steady growth conditions are attained, as indicated by 
thermocouples inserted into the samples. The quenched-liquid is distinguished from the dendritic 
solid during growth because the quench causes the overlying liquid and the interdendritic liquid in 
the upper part of the mushy zone to solidify with very fine dendrites. By taking transverse 
sections, the primary dendritic spacing and several other metrics of the dendrites can be measured . 

The phase diagram for the Pb-Sb system has a eutectic reaction at 251 .1 ° C and 11 .2 wt % Sb. 
Macrosegregation along the lengths ofPb-5 .8 wt % Sb and Pb-2.2 wt % Sb alloys that were 
directionally solidified at rates of 1 to 30 ~m S-I under a gradient of 14000 K m-I are shown in 
Figs. 1 a and lb . Fraction solidified refers to the fractional length along the ingot-sample. 
Thermosolutal convection has resulted in extensive transport of the solute from the mushy zone 
into the overlying liquid; the extent of the macro segregation is exacerbated as solidification rate is 
decreased. Convection in the overlying liquid and in the vicinity of the dendrite tips still exists 
even at the higher growth rates . 
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(a) (b) 
Fig. 1: Macrosegregation in directionally solidified and quenched ingots: (a) Pb-5 .8 wt % Sb; 
(b) Pb-2.2 wt % Sb. Thermal gradient is 14000 K mol Points marked L were in the overlying 
liquid when the quench was effected. 

A directionally solidified and quenched ingot was examined serially with a microtome device that 
reveals transverse sections through the mushy zone. By rotating the images through 90°, the 
dendrite radii at various distances were measured and regressed to fit a parabola, resulting in a tip 
radius of 14.2 ~m (Fig. 2) . The results of repeating the procedure for twelve of the primary 
dendritic arms gave a mean tip radius of 19.8 ± 5.1 ~m (one standard deviation), whereas the 
calculated value is 13 ~m, using the model of Hunt and Lu [1] . 
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Fig. 2 : Four views (rotations) of a dendritic primary arm in directionally solidified Pb=5 .8 wt % 
Sb grown at 3 IJ.m S-I and 14000 K nfI The heaviest curve is based on a regression of the four 
rotations taken every 90°. 

Primary dendritic spacings in samples grown with a thermal gradient of 14000 K m-I are 
presented in Figs. 3a and 3b. The agreement between the predicted and measured primary 
spacings is poor. The discrepancy increases with slower growth speeds and decreasing thermal 
gradients. Similar results were also seen in series grown with thermal gradients of 4000 and 8600 
K m-I . The tip concentrations ofSb have been measured in some of the ingots ofPb-5 .8 wt % Sb. 
There is reasonable agreement between measured and theoretical values for solidification rates of 
3 IJ.m S-I and greater, but the agreement is poor below 3 IJ.m sol . 
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Fig. 3: Primary spacings in dendritic samples directionally solidified with a thermal gradient of 
14000 K mol : (a) Pb-5 .8 wt % Sb; (b) Pb-2 .2 wt % Sb. The upper curves are minimum spacings 
calculated using the model of Hunt and Lu [1] . 
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Mathematical Modeling and Simulation of Directional Solidification in Space 

The finite element simulator calculates the velocity components, temperature, concentration, and 
fraction liquid in alloys that solidify with a dendritic mushy zone. Details pertaining to the 
numerical model and calculated results can be found in References [2-6] . The mushy zone is 
mathematically represented as an anisotropic porous medium of variable porosity, and it is free to 
develop with no predetermined shape or size. The conservation equations are solved under the 
following assumptions : (i) the flow is laminar; (ii) only solid and liquid phases are present, i.e., no 
pores form; (iii) the solid and liquid phases have uniform but different densities; (iv) the density of 
the liquid is constant except in the buoyancy term of the momentum equations; (v) there is 
negligible diffusion of solute within the solid; (vi) the solid does not convect; (vii) the thermal 
properties are constant and equal in both the liquid and solid phases. 

Initially the alloy is all liquid with a uniform concentration of solute and an imposed linear 
temperature distribution varying from the cooler bottom to the top. We specify the boundary 
fluxes and/or temperatures and allow them to vary with time if necessary. The no-slip condition 
for velocity is applied at the bottom, along the two side walls, and at the top of the overlying 
liquid. In micro gravity, there can be separations from the side walls, and surface tension produces 
convection in the melt if the top surface is free . Experimentally these effects are suppressed by 
means of a solid part of the mold that is kept always in contact with the liquid (e.g. , with a spring­
loaded plunger) . In the model, therefore, we allow the top surface to drop as solidification 
proceeds to account for the overall shrinkage [6]. 

In terrestrial experiments, when flow is predominantly thermosolutal convection, the "shrinkage" 
(or expansion) can be neglected. But shrinkage can be an important component of the convection 
during solidification in microgravity. We simulated the directional solidification ofa Pb-35% Sn 
alloy in a rectangular container 7 mm wide x 4 cm high. The temperature along the bottom of the 
container decreased at a prescribed rate of 0.0333 K S-I , which resulted in a solidification rate of 
about 3 ~m S-I. The vertical boundaries were thermally insulated, and a constant thermal gradient 
of 10000 K was applied at the top horizontal boundary. 

When gravity g = 0, the fluid motion is driven by shrinkage only. As the mushy zone advances 
upward, there is downward flow of the overlying liquid, which is almost fully developed. Where 
the downward flow encounters the mushy zone, it changes to an almost uniform speed . With g 
down and g = 10-4 go, where go = 9.8 m S-I , two weak cells develop at the top of the mushy zone 
due to the interaction between the shrinkage flow and the gravitational forces . This flow is itself 
unstable . If perturbed, the flow slowly evolves into an unsymmetrical circulation, where one of 
the cells becomes dominant. With g = 10-3 go, flow is strong enough to produce significant 
segregation. Hence, directional solidification should be carried out at 10-4 go or less . Even at 10-4 

go, however, there are weak circulation cells in the overlying liquid just above the mushy zone, 
and if perturbed slightly, then the convection field is not symmetrical. 

Since the convection is easily perturbed at ] 0-4 go, we ran several cases to see the effect of g-jitter 
on directional solidification. The alloy is Pb-23 wt % Sn, solidified in a container with a width of 
6.86 mm and height of 40 mm. Initially, the container was filled with the melt at a thermal 
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gradient in the vertical direction of 5280 K m-I . At the bottom wall the temperature decreased at 
a prescribed rate, which gave a solidification velocity of about 1 0 ~m sol . 

Effects of sinusoidal variations in the gravitational acceleration were studied (Figs. 4a and b) . The 
functions comprise a mean gravity level and two sine functions with different amplitudes and 
frequencies . Seven cases were run using two different sets of values for the frequencies and 
amplitudes and different attitudes with respect to the direction of the gravity vector. 
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Fig. 4 : Functions used to simulate g-jitter: (a) first function using parameters of Ramachandran 
et al. [7]; (b) second function using parameters of Perkins [8]. Note that the amplitudes and 
frequencies of the two functions are very different. 

Cases 1 and 2 were run using the first g-jitter function with the gravity vector anti parallel to the 
growth direction. The results showed that the g-jitter had almost no effect on the solidification. 
The flow remained dominated by shrinkage, and there were very minor fluctuations in the 
composition of the solid, on the order of only 0.1 wt % Sn. The results for these two cases were 
surprising, based on what we knew from runs made at various constant gravity levels. In those, 
there was no discernible effect of gravity below a level of about 10-5 go. If perturbed at and above 
a level of 10-4 go, then thermosolutal convection was found to be important in the overall flow. 
The first g-jitter function produced accelerations over one order of magnitude greater than the 
10-4 go level, but no significant buoyancy effects were seen. Case 3 was a repeat of Case 2, but 
with the second g-jitter function . The second function has much higher frequencies and smaller 
amplitudes than the first. This showed almost no deviation from the case with zero gravity, which 
was not surprising since the second g-jitter function has much smaller amplitudes than the first. 

The first three cases showed that the sinusoidal accelerations would not cause the flow to become 
buoyancy driven, even when the accelerations were large. However, these accelerations were all 
anti parallel to the direction of solidification. So the next step was to see the effects of 
accelerations perpendicular to the direction of solidification (Case 4) with the first g-jitter 
function . In the overlying liquid there was a clockwise cell and a small secondary cell just above 
the mushy zone. The flow was large enough to cause distortions of the mushy zone, with pockets 
of higher concentration of Sn. Case 5 used the second g-jitter function . This showed some 
similarities to the previous case, just on a smaller scale. Again we saw a large clockwise cell, but 
the forcing function was so small that a secondary cell did not form above the mushy zone; 
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instead the flow just turned to feed the solidification shrinkage. In the absence of strong 
buoyancy-driven convection above the mushy zone, there was no distortion of the solidification 
isotherms or no significant macrosegregation. 

Cases 6 and 7 involved a combination of forcing in both the perpendicular and anti parallel 
directions. Case 6 used the second g-jitter function acting in both directions . The results were 
nearly identical to Case 5, where the accelerations were only in the x-direction. This seems to 
indicate that the accelerations in the vertical direction had little influence on the flow caused by 
the horizontal acceleration. Finally in Case 7, the results were similar to Case 4, where only a 
horizontal forcing was applied. This time, however, the vertical accelerations had a significant 
effect on the flow pattern. At 2000 s, the thermosolutal convection was strong enough to distort 
the mushy zone and to cause significant segregation. 

The overall picture seems to be that even large periodic accelerations, which are antiparallel to 
directional solidification, have little effect. But accelerations of the form in Fig 4a, which are also 
perpendicular to the directional solidification, set up convective cells at the very start of 
solidification that are maintained throughout solidification. Smaller and weaker cells just above 
the mushy zone form and react to the changes in the accelerations. These cells are driven by the 
higher liquid concentration at the dendrite tips and strongly impact dendritic solidification. These 
simulations indicate that directionally solidified samples must be aligned with the gravity vector in 
space experiments or the solidification furnace must be vibration-isolated within the spacecraft or 
space station. 
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Frontal polymerization is a mode of converting monomer into polymer via a 
localized reaction zone that propagates, most often through the coupling of thermal 
diffusion and Arrhenius reaction kinetics. Frontal polymerization reactions were first 
discovered in Russia by Chechilo and Enikolopyan in 1972.1 They studied methyl 
methacrylate polymerization to determine the effect of initiator type and concentration on 
front velocity2 and the effect of pressure.3 The literature up to 1984 was reviewed by 
Davtyan et a1.4 

Pojman and his co-workers demonstrated the feasibility of traveling fronts in 
solutions of thermal free-radical initiators in a variety of neat monomers at ambient pressure 
using liquid monomers5-7 and with a solid monomer.8 The macrokinetics and dynamics of 
frontal polymerization have been examined in detail9 and applications for materials 
synthesis considered. 10 
Basic Phenomena 

Frontal polymerization reactions are relatively easy to perform. In the simplest 
case, a test tube is filled with the initial reactants. The front is ignited by applying heat to 
one end of the tube with an electric heater. The position of the front is obvious because of 
the difference in the optical properties of polymer and monomer. Figure 1 shows a typical 

Movies of all the phenomena described below can be viewed at our www site. 
Figure I. A descending case of frontal 
polymerization with triethylene glycol dimethacrylate 
and benzoyl peroxide as the initiator. 

Under most cases, a plot of the front position 
versus time produces a straight line whose slope is 
the front velocity. The velocity can be affected by 
the initiator type and concentration but is on the 
order of a crn/min. 

The defining feature of frontal polymerization 
is the sharp temperature gradient present in the front. 
Figure 2 shows three different temperature profiles 
for methacrylic acid for different initiators. Notice 
that the temperature jumps about 200 °C over as little 

as a few millimeters, which corresponds to polymerization in a few seconds. 
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Figure 2. Temperature profiles for 
three different methacrylic acid 
polymerization fronts . The higher the 
energy of activation of the thermal 
initiator, the wider the preheat zone. 

Types of Systems 
We describe cases when 

frontal polymerization can be observed 
(descending fronts) under moderate 
pressures «5 atm). The first case is 
crosslinking monomers (thermosets), 
including tri(ethylene 
glycol)dimethacrylate (TGDMA), 
di(ethylene glycol)dimethacrylate 
(DGDMA), and divinylbenzene. The 
free-radical polymerization of these 
monomers produces rigid crosslinked 
polymers, which sustain a sharp 

The second group of monomers form polymers that are insoluble in the monomer. 
Good examples are acrylic and methacrylic acids.S' 7, II Insoluble polymer particles adhere 
to each other during their formation and stick to the reactor or test tube walls, forming a 
mechanically durable phase and discernible polymer-monomer interface. How well the 
front sustains itself depends on conversion, the polymer glass transition temperature and 
molecular weight distribution. 

The third group of monomers includes all highly reactive monomers that produce 
thermoplastic polymers, which are molten at the front temperature. Such fronts decay due 
to the Rayleigh-Taylor instability l2, 13 (Figure 3). Although these polymers are soluble in 
their monomers (given sufficient time), on the time scale of the front the polymer is 
effectively immiscible with the monomer. Adding an inert filler such as ultra-fine silica gel 
(Cabosil) increases the viscosity and eliminates the front collapse. However, adding a filler 
prevents the production of a homogeneous product. Some monomers like styrene and 
methyl methacrylate require moderate pressure (20-30 atm) to eliminate monomer boiling. 
Higher ,boiling temperature monomers like butyl methacrylate, butyl acrylate and benzyl 
acrylate support the frontal regime at ambient pressure in test tubes. 

Convective Instabilities 
In the early work on frontal polymerization, the authors l -3, 14 applied very high 

pressure (up to 5000 atm) to eliminate monomer (methyl methacrylate) boiling and the 
reaction zone decay due to the density gradient in the reaction zone (Rayleigh-Taylor 
instability) caused by the more dense polymer product overlying the unreacted monomer. 
They also managed to observe only downward traveling fronts because natural convection 
rapidly removed heat from the reaction zone of an ascending front leading to extinction . 
However, at pressures less than 1500 atm descending fronts decayed. 
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Figure 3. The Rayleigh-Taylor 
instability in a descending front of n­
butyl acrylate polymerization. 

Convection can occur with all 
types of monomers if the front 
propagates up a tube. Garbey et al. have 
analyzed the problem of convection in 
ascending frontal polymerization with a 
solid product and developed a modified 
Rayleigh number that predicts when the 
front will be unstable (convection will 
occur) and stable (front will be flat): 15, 
16 

The theory predicts that for 
ascending fronts increased viscosity 
makes the front more stable with respect 

to convection, which is rather obvious. What is not obvious is that increasing the velocity 
of the ascending front also makes the front more stable. Because the monomer is converted 
to solid, if the front moves faster, then the liquid that is being heated is converted to 
product before it can move and appear as convection. These results were confirmed 
experimentally by Bowden et alP 

Recently, McCaughey et al. have confirmed the analysis of Garbey et al. I5 for 
ascending fronts with a liquid product by observing that fronts could be stable if the 
viscosity were sufficiently high or the front velocity sufficiently rapid. 18 

Convection is a serious impediment for commercial applications of frontal 
polymerization. Chekanov et al. found that in the frontal curing of epoxy resin, ascending 
fronts were extinguished by convection. 19 

Microgravity Experiments 
Conquest I Sounding Rocket 

In order to study poly(n-butyl acrylate) fronts , Pojman et al. added fumed silica 
(CAB-O-SIL, Cabot Corp.) to increase monomer viscosity. 20 However, the problem is 
that in increasing the viscosity of the medium could increase the molecular weight. The 
only way to determine the inherent molecular weight distribution that can be achieved in a 
front is to perform a front without CAB-O-SIL. Because of the Rayleigh-Taylor 
instability, the only way to accomplish this with n-butyl acrylate is to eliminate the driving 
force for the collapse of the more dense polymer layer, i.e., eliminate the force of gravity. 

An experiment was launched on April 3, 1997 on the Conquest I rocket flight out of 
White Sands Missile Range under the Launch Voucher Demonstration Program, which was 
managed by the University of Alabama in Huntsville Consortium for Materials 
Development in Space. The flight provided at least 5 minutes of 10-4 g conditions. 

Pojman et al. found that the molecular weight distribution of the sample 
polymerized in microgravity was very similar to the ground based-control experiment 
(Figure 4).21 Thus, the addition of a viscosity-enhancing agent does not significantly 
affect the molecular properties of the sample produced frontally . 
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Figure 4. Gel permeation chromatogram 
showing the molecular weight distributions 
of the control and micro gravity sample 
(relative to polystyrene standards). 
Adapted from Pojman et a1. 21 

Visual observation after touchdown 
indicated that the 3.0 atm cell had large 
bubbles connected like a necklace in the 
center of the tube (Figure 5). Determining 
how bubbles interact with fronts in the 
absence of buoyancy led us to a series of 
KC-135 flights. 

Figure 5. Approximate pattern of bubbles 
formed in front on Conquest I. 

KC-135 Flights 

Using the apparatus from the rocket flight, we flew fronts of benzyl acrylate and 
TGDMA polymerization on NASA's KC-135 aircraft. The parabolic flights afforded us 
approximately 20 seconds of low g (about 0.1 g) followed by a minute of 1 - 1.8 g. 

Benzyl acrylate (BzA) (Monomer-Polymer and Dajac) and triethylene glycol 
dimethacrylate (Aldrich) were used as received. Benzoyl peroxide (97%, Aldrich) was 
used as the initiator with BzA, while Lupersol 231 (Atochem) was used with the TGDMA. 
We used 16 x 125 mm tubes (VWR #72690-022) on which a plastic cap (VWR #60826-
290) could be securely screwed. 

The reaction test tube was held snugly in a stainless steel mounting stand with the 
round sealed end of the test tube that fit into a cavity of the metal disk and the open end held 
by a polyethylene disk. The two disks were held together firmly with three stainless steel 
threaded rods. A cartridge heater was in contact with the sealed surface of the glass tube 
through a hole provided in the compression fitting and the metal disk. The 65 watt 
cartridge heater was energized with a 12 Volt DC power source for five minutes to trigger 
the reaction front. Because we were unable to observe the reaction in real time, we were 
not able to time the front to start at a specific stage of a parabola. 

Liquid/Liquid Fronts 
The rocket experiment indicated that bubbles can interact with the front. Because of 

the Rayleigh-Taylor instability discussed above, we can only study the interaction of 
bubbles with fronts of liquid polymer under weightless conditions. 

Figure 6 shows how in weightlessness, the bubbles aggregate. When the high g 
arrives, the bubbles rise to the top of the tube, and the molten polymer sinks. We propose 
that the bubbles move toward hotter the interior of the tube via surface-tension induced 
convection and aggregate as they do so. 

Liquid/Solid Fronts 
We repeated the experiment using triethylene glycol dimethacrylate, which forms a 

rigid crosslinked product. We deliberately left a bubble (about 0.5 rnL) when filling the 
tube to allow copious bubble formation. As bubbles are produced at the front in 1 g, they 
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form long strings of small bubbles (Figue 8). It seems that existing bubbles acts as a 
nucleation sites for further bubbles formation. 

1..5 em high g 
Figure 6. Fronts of benzyl acrylate polymerization in low and high g. The fronts are 
propagating from the top of the images on down. Time between images is 12 seconds. 

However, under low g conditions, a single large bubble forms that can impede the 
front propagation, as can be seen in Figure 7. As the buoyant force is restored, the front 
grows around the bubbles, and only small bubbles are seen. 

low g high g 

Figure 7. Images of TGDMA 
frontal polymerization under low 
and high g Time between images 
is approximately 10 seconds. 

We propose this 
mechanism: Under 1 g, the 
buoyant force holds a bubble up 
against the front , and so bubbles 
grow in low chains. However, in 
low g the bubble is free to move 
via surface tension-induced 

convection. Such motion allows bubbles to aggregate into a large bubble .. 
Conclusions 

Frontal polymerization systems, with their inherent large thermal and compositional 
gradients, are greatly affected by buoyancy-driven convection. Sounding rocket 
experiments allowed the preparation of benchmark materials and demonstrated that methods 
to suppress the Rayleigh-Taylor instability in ground-based research did not significantly 
affect the molecular weight of the polymer. Experiments under weightlessness show 
clearly that bubbles produced during the reaction interact very differently than under 1 g. 
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Figure 8. Image of TGDMA sample (from front in 
Figure 7) showing bubble aggregation under low 
g. 
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Introduction 

Directional solidification in micro gravity has often led to ingots that grew with little or no contact 
with the ampoule wall. When this occurred, crystallographic perfection was usually greatly 
improved -- often by several orders of magnitude. Unfortunately, until recently the true 
mechanisms underlying detached solidification were unknown. As a consequence, flight 
experiments yielded erratic results. Within the past four years, we have developed a new 
theoretical model that explains many of the flight results l

-
5

• This model gives rise to predictions 
of the conditions required to yield detached solidification, both in micro gravity and on earth. 

Beginning with Skylab in 1974, many investigators found directional solidification in 
micro gravity often yielded ingots that appear to have grown without being in intimate contact 
with their containers. A wide range of surface features and behavior were observed. We classify 
these observations into the categories shown below. Note that a given ingot might display 
several of these features along its length, but not all of them. 
1. The ingot easily slid out of its container, whereas sticking was observed when solidification 
was carried out on earth under otherwise identical conditions. 
2. On its surface, the ingot had isolated voids or bubbles of various sizes, depths and contact 
angles with the ampoule wall. (Such surface bubbles are also frequently seen on terrestrially 
solidified materials, but to a lesser extent.) 
3. With a triangular or rectangular cross-section ampoule, the ingot had cylindrical detached 
surfaces in the corners and a flat surface in contact the wall over most of each face. 
4. With an ampoule containing grooves machined in it, the ingot contacted only the peaks of the 
grooves. 

5. After correcting for thermal contraction, there remained a gap of about 1 to 60 ~m between 

the ingot and the ampoule wall around the entire periphery. Irregular narrow ridges maintained 
limited contact with the ampoule wall and were predominantly axial. A variety of features were 
seen in the detached regions, including micro facets and periodic waves or lines. 
6. There was a gap of up to several mm between the ingot and the wall, typically with a wavy 
surface and sometimes forming an hourglass-shaped neck adjacent to the seed. Although this gap 
generally extended around the entire periphery, sometimes it was confined to a portion of the 
surface. 

For semiconductors, the last portion of the ingot to freeze often replicated the surface of the 
ampoule, showing that contact had become intimate (as on earth). Here, we are concerned 
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primarily with 5 and 6 above, as these differ from all prior terrestrial experience and were 
completely unexpected prior to Skylab. Behaviors 1 and 2 often occur on earth. Behaviors 3 and 
4 are not surprising, as one would not expect non-wetting (high contact angle) liquids to penetrate 
cavities. 

Although detached solidification has been observed predominantly with semiconductors, it has 
also been observed with metals and inorganic compounds. This apparent predominance may 
reflect only the fact that most flight experiments on directional solidification have been performed 
on semiconductors. Detached solidification has been observed at both fast and slow freezing 
rates. Sometimes it occurred with one type of dopant and not with others. The type of 
detachment, indeed even whether detachment occurred or not, has not been reproducible. 

Some investigators have chosen to avoid detached solidification by using a spring to press a 
piston or plug tightly against the end of the melt. This strategy appears to have been successful. 
On the other hand, detachment has occurred nonetheless when a plug only lightly contacted the 
end of the feed ingot. We can explain these observations in a fashion similar to that used to 
predict the influence of gravity on detached solidification. It has been claimed that detachment is 
sensitive to the residual acceleration. Unfortunately there have been so few measurements of 
residual acceleration, particularly the average value, that one cannot judge the validity of this 
claim from experimental evidence alone. Our theoretical treatment leads us to believe that 
acceleration can enhance detachment ifit is of the correct direction and magnitude. 

We now discuss briefly the wide variety of properties observed in materials solidified with 
detachment. It is interesting to note that there was seldom any correlation between the ridges and 
lines sometimes observed on the surface and any internal defects or composition variation. Axial 
and radial variations in impurity doping ranged from that expected for diffusion-controlled 
solidification to that corresponding to vigorous convection. Sometimes there was a variation in 
composition near the detached surface. Although impurity striations were rare, they were 
occasionally seen near the surface. Some detached surfaces were inadvertently coated with oxide, 
whereas even dissolved oxygen was not detected on others. An interesting result was obtained in 
Wilcox's Skylab experiments on GaSb-InSb alloys9. Large changes in composition occurred 
across twin boundaries only in the detached portions of the ingots. 

Generally speaking, crystallographic perfection was much greater when detached solidification 
occurred. Very <often, twins and grain boundaries nucleated only where the ingot contacted the 
ampoule wall. Dislocation etch pit densities were frequently orders of magnitude less when the 
solidification had been detached. In semiconductors, this higher perfection has led to substantial 
increases in charge carrier mobility. 

Models for detachment 

Over the past 24 years, several models were proposed to explain detached solidification. We 
briefly review some of these below. When detached solidification was discovered in several 
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Skylab experiments, it was generally thought that the melt had lost contact from the ampoule 
wall because of the high contact angles of the semiconductor melts. Indeed, the phenomenon is 
still called "de-wetting" by some investigatorse.g., 1O-12. This view persists, in spite of microgravity 
experiments 13

, 14 and theory 15 showing that liquids do not pull away from the ampoule wall, no 
matter what the contact angle. The implicit assumption underlying this model is that the solid 
took the same shape as the liquid from which it froze. This would be like a person examining a 
Czochralski-grown crystal and concluding it came from a cylindrical melt ofthe same diameter as 
the crystal! In reality, the edge of a growing crystal does not even begin to follow the melt's 
meniscus -- it deviates by the so-called growth angle. 

It is relevant to note that the voids found on the surface of Bridgman-grown crystals do not have 
the same shape as the gas bubbles had on the wall in the melt before solidification. In a parabolic 
flight experiment with InSb, gas bubbles on the wall moved when the freezing interface contacted 
them l5

. Such a bubble moved toward and partly onto the interface, so as to minimize the surface 
energy in the system. If one looks carefully at such cavities on a grown crystal, it can be seen 
that the angle with the ampoule changes as one moves around the periphery of the cavity. This 
is a manifestation of the interaction between the growing crystal and the bubble. 

Some instances of detached solidification of metals in micro gravity have been attributed to 
shrinkage during solidification. We believe this is erroneous. It is the inverse of the old 
discredited claim that one cannot grow semiconductor crystals by the vertical Bridgman technique 
because these materials expand when they freeze. To clarify the situation, let us consider the 
volume change that occurs as a semiconductor slowly freezes upward on earth. Solidification 
begins at the bottom of the ampoule, perhaps on a seed. If the density decreases upon freezing, 
then the top of the melt moves slowly upward to accommodate the increasing volume. Provided 
that enough head space remains for the entire volume change, solidification proceeds to 
completion without a problem. On the other hand, if the upward movement of the melt is 
blocked, then the ampoule breaks. The reverse situation occurs for metals that contract when 
they freeze. The melt surface slowly moves downward during solidification, while the melt and 
the solid both remain in contact with the ampoule wall. 

Ifthe coefficient of thermal expansion is greater for the ampoule than for the ingot, then during 
cooling from the melting point, the ingot is put under tensile stress while the ampoule is under 
compressionI7-21 . Depending on the mechanical properties and the degree to which the solid 
sticks to the ampoule, the ingot may break free from the ampoule wall and form a gap, it may 
remain stuck and plastically deform, or it may remain stuck and break the ampoule. 

Detached solidification has been attributed to a rough ampoule wall 10
-
J2

. The idea is that a non­
wetting melt cannot penetrate into cavities, especially if some residual gas is present in them. 
The problem with this model is that the interior of quartz growth ampoules is typically very 
smooth. Often it has been coated with shiny pyrolytic carbon. Artificially roughened ampoules 
did yield detached solidification between the peaks, while the solid was attached at the 
peaks22-28 . 
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Another proposed model invokes an oxide coating that acts as a container smaller in diameter 
than the ampOUle. While this may have been true in some flight experiments, it has been rare. 
Ampoules were sealed in an inert gas and/or vacuum, sometimes with a gas getter installed. In the 
case of GaSb, for example, electron channeling patterns on the detached surface were sharp and 
showed no oxide29,3o. No oxygen was detected by Rutherford back scattering measurements. 

The meniscus model and results of recent theoretical modeling 

In our new model of detached solidification a meniscus connects the edge of the ingot with the 
ampoule wall, similar to Czochralski growth but with much less distance between the ingot and 
the wall. Because of the curvature of the meniscus and the surface tension of the melt, the 
pressure in the gap must be greater than that in the adjacent melt. The gas filling this gap consists 
of one or more volatile constituents that are rejected by the growing solid. In most cases, this is 
the residual gas remaining in the ampoule that has dissolved in the melt. Although flight 
ampoules were generally sealed in a vacuum, outgassing would provide adequate gas to fill the 
gap. With only one known exception23,25,27,28, the residual gas pressure has not been measured 
after flight experiments. In that one exception, it was about 10-2 torr, in spite of the use of gas 
getters in the sealed cartridge. 

One may draw an analogy between our mechanism of detached solidification and the formation of 
"worm holes" or gas tubes inside growing solids. Formation of such tubes is commonly observed 
in ice and organic compounds. The mechanism underlying tube formation is as follows. Residual 
gas dissolves in the melt, e.g. air in the case of water being converted to ice cubes. The dissolved 
gas is much less soluble in the solid, and so accumulates at the freezing interface. When its 
concentration becomes large enough, a gas bubble nucleates and grows. If conditions are right, it 
remains at the interface and blocks the solid from growing under it. The diameter and stability of 
the resulting tube depends on the transport of dissolved gas into the bubble. One can regard 
detached solidification as the reverse geometry, i.e. the gas bubble surrounds the growing solid 
rather than vice versa. 

Over the last several years, we have been developing our theoretical model for detached 
solidification. Numerical calculations were performed for InSb, which has exhibited detached 
solidification in numerous microgravity experiments. Steady state in the absence of buoyancy­
driven convection was analyzed numerically3. We found that detached solidification in zero 
gravity is favored by a low freezing rate, increased concentration of volatile constituent, large 
contact angle for the melt on the ampoule wall (poor wetting), low surface tension for the melt, 
and a large growth angle. 

Although Marangoni convection had a large effect on the local concentration field, surprisingly, it 
did not strongly influence the total flux of gas into the gap and, therefore, the tendency for 
detachment. One would expect Marangoni convection to influence the axial and radial variation in 
impurity doping in the crystal. Flight experiments with detachment have yielded a wide 

536 



spectrum of results. In some cases, axial and radial concentration profiles corresponded to 
diffusion-controlled conditions. In other cases, there was clear evidence for Marangoni 
convection, ranging from gentle to vigorous. Why was Marangoru convection not always 
exhibited with detached solidification? If the gap is very narrow, our calculations show that the 
region of perturbed composition should also be very narrow. Thus, one might still achieve an 
axial concentration profile expected in the absence of convection, particularly if the freezing rate 
is not low. Another possible explanation for diffusion-controlled segregation with detached 
solidification involves a surface-active impurity that concentrates on the meniscus surface. One 
would expect, for example, that dissolved oxygen would concentrate on the surface of 
semiconductor and metal melts. Such impurities strongly inhibit the movement of a free liquid 
surface. For example, surfactant can stop Marangoni motion of a gas bubble in a temperature 
gradient and retard its rise velocity in a gravitational field. The influence of a surfactant increases 
as the bubble size decreases. Thus, for a given oxygen concentration in a semiconductor melt, we 
would expect Marangoni convection to manifest itself only for large gap widths during detached 
solidification. 

We examined the stability of steady-state detached solidification in microgravity4. The shape of 
the meniscus is destabilizing in a fashion similar to Czochralski growth. If, for example, the 
crystal begins growing toward the wall, the meniscus shape tends to accelerate the change in 
diameter. Thus, if only the meniscus is taken into account, one predicts that both Czochralski 
growth and detached solidification are unstable. Since this is contrary to experimental 
observations, other factors must stabilize the growth. We considered gas transport and heat 
transfer as stabilizing mechanisms for detached solidification. We found that while gas transport 
into the gap is necessary for detached solidification, it is sufficient to stabilize detachment only 
for a short distance, on the order of the gap width. On the other hand, heat transfer strongly 
stabilizes detached solidification, as it does for the crystal diameter in Czochralski growth. 

We considered the influence of gravity on detached solidifications. In the usual vertical Bridgman 
configuration, we must add the melt's hydrostatic head to the gas pressure in the gap required to 
maintain the meniscus shape (or the spring pressure when a piston is used in a rnicrogravity 
experiment). At low g, the streamlines are nearly straight into the freezing interface. As g is 
increased, buoyancy-driven convection increases and eventually overpowers the flow due to 
growth. Gentle buoyancy-driven convection increases the flux of volatile species into the 
meniscus when it moves from the center toward the meniscus and carries segregated materials 
with it. At high g, the buoyancy-driven convection mixes the melt and decreases the flux into the 
meniscus even when the melt flow is directed radially outward along the freezing interface. Thus, 
for vertical Bridgman growth with a fixed convex freezing interface, there is a maximum in flux 
versus acceleration. On the other hand, with a concave interface, the flux decreases 
monotonically as acceleration increases because the convection near the interface is away from 
the gap. With the normal vertical Bridgman growth on earth, a slightly convex interface is 
indicative ofthe thermal field required to cause the flow favoring detachment. Thus, it is 
interesting to note that detached solidification was recently observed on earth for germanium with 
a slightly convex interface6

-
s. Use of a mirror furnace enabled observation of the ampoule in the 
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neighborhood of the freezing interface. The appearance was exactly as expected from our model. 

Future plans 

We have recruited two new graduate students to work on this program. One will continue the 
theoretical development of the meniscus model as outlined above. The other will attempt to 
achieve detached solidification on Earth using a transparent, low-melting material so that the 
interface shape and convection in the melt can be seen. 
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Understanding and controlling the formation kinetics of variety of crystal imperfections such 
as point defects, non uniform distribution of doping atoms, and impurity atoms in growing 
crystals are very important. Theoretical (numerical) modeling of crystal growth process is an 
essential step to achieving these objectives. In order to obtain reliable modeling result, input 
parameters, i.e. various thermophysical parameters, must be accurate. The importance of 
accurate thermophysical properties of semiconductors in crystal growth cannot be overly 
emphasized. The total hemispherical emissivity, for instance, has a dramatic impact on the 
thermal environment. It determines the radiative emission from the surface of the melt which 
determines to a large extent the profile of solidified crystal. In order to understand the 
convection and the turbulence in a melt, viscosity becomes an important parameter. The liquid 
surface tension determines the shape of the liquid-atmosphere interface near the solid-liquid­
atmosphere triple point. Currently used values for these parameters are rather inaccurate, and 
this program intends to provide more reliable measurements of these thermophysical 
properties. Thus, the objective of this program is in the accurate measurements of various 
thermophysical properties which can be reliably used in the modeling of various crystal 
growth processes. 

In this program, thermophysical properties of molten semiconductors, such as Si, Ge, Si-Ge, 
and InSb will be measured as a function of temperature using the High Temperature 
Electrostatic Levitator at JPL. Each material will be doped by different kinds of impurities at 
various doping levels. Thermophysical properties which will be measured include: density , 
thermal expansion coefficient, surface tension, viscosity, specific heat, hemispherical total 
emissivity , and perhaps electrical and thermal conductivities. 

Many molten semiconductors are chemically reactive with crucibles. As a result, these 
dispersed impurities in the melts tend to substantially modify the properties of pure 
semiconductors. Sample levitation done in a vacuum clearly helps maintain the sample purity. 
However, in the I-g environment, all gravity caused effects such as convection, 
sedimentation and buoyancy are still present in the sample. In addition, large forces needed to 
levitate a sample in the presence of the gravity can cause additional flows in the melt. The use 
of the High Temperature Electrostatic Levitator (HTESL) [1] for the present research is a 
recent development and little is known about the flows induced by the electrostatic forces. In 
this ground base program, we will define the limits of I-ITESL technology as various 
therrnophysical properties of molten semiconductors are measured. 

Progress 

(1) Thermophysical Properties of Molten Silicon 
Progress has been made in measuring thermophysical properties of molten silicon and 
germanium. In molten silicon, the density, the ratio between the specific heat and the spherical 
total emissivity, the surface tension, and the viscosity have been measured. The earlier 
observation of the quadratic nature[2, 3] of liquid density as a function of temperature has 
been confirmed, indicating a certain short range ordering that might be taking place as the 
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liquid undercools. Fig. 1 shows the density data of a high purity silicon and two boron doped 
silicon. Impurity effect could not be distinguished within this experimental error. Unlike most 
pure metals, the nonlinear increase of specific heat in undercooling silicon has also been 
repeatedly observed(see Fig. 2). Again, the formation of short range order must be 
responsi ble to such nonlinear behavior. If we use the literature value of Cp(Tm) = 25.6 1 

J/mollK, Fig. 2 allows us to determine the hemispherical total emissivity , ET' to be 0.183 
which agrees closely with our earlier result of 0.18r2]. 
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Fig. 2. Cr/ET vs. temperature of molten Si. 

Fig. 3 and Fig. 4 are the surface tension and the viscosity data of a pure silicon and they are 
compared with the data by Sasaki et al. I4]. However, the sample rotation which set in during 
the sample heating process could not be controlled. Since the drop resonance frequency 
should depend on the rotation ratel5, 6J , it was important to develop a sample rotation control 
capabili ty to ensure the rotation frequency fall s within an acceptable range. 
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(2) Effect of Drop Rotation on Oscillation Frequency 
The capability of systematically controlling rotational state of levitated samples is very 
important in containerless materials processing. When we want to measure surface tension 
through drop oscillation, we like to have a non-rotating drops. On the other hand, we like to 
have the drop rotating if we want to have a sample uniformly heated by a directional heating 
source. In general, in the absence of rotation control, levitated samples ended up showing 
different degrees of rotation. According to Busse's analysis[5], surface tension measurement 
by drop oscillation can be severely influenced by the rotational state of the drop. We had to 
develop a drop rotation control method to increase the accuracy of our surface tension and 
viscosity data. 

As a result the rotation control method that was adapted to the HTESL was developed. A 
rotating magnetic field of appropriate frequency and strength was applied to the levitated 
sample in order to induce required torque. Drop oscillation was induced and frequency was 
measured at a preset rotational state. Fig. 5 shows the experimental data so obtained at several 
different rotation frequency and they were compared with the Busse's theoretical prediction[5]. 
From this figure , if the drop was rotating at the rate of 30 Hz, measured oscillation frequency 
would be about 10 % higher than that of non-rotating drop. This may translate to 
approximately 5 % error in measured surface tension. Fig. 6 show the effect of rotation on the 
damping time constant. At the present time there is no theory which can explain this 
quantitatively. Anyhow, this result suggests that the decay time constant is dependent to the 
rotational state of the drop, producing an additional source of error in the final viscosity 
values. 
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(3) Thermophysical Properties of Molten Germaniumf71 
Pure germanium was melted and the density, the ratio of heat capacity to hemispherical total 
emissivity , the surface tension, and the viscosity were measured. Although the drop 
temperature was raised to ~ 200 K above the melting temperature, germanium undercooled 
less than 100 K. Probably it was necessary to desolve remaining impurity particles by further 
superheating the sample. Temperature dependence of the electrical resistivity of molten 
germanium was measured using the newly developed non-contact method for electrical 
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resistivity[8]. This method was based on the fact that electrical conductivity of the rotor in an 
induction motor was proportional to the torque when all other parameters remained fixed . 
From the measured resistivity, the thermal conductivity of germanium was determined using 
the Wiedemann-Franz-Lorenz relationship. Considering the fact that thermal conductivity is 
one of the transport properties of liquids which is susceptible to gravity induced flow s, this 
indirect approach to thermal conductivity from electrical conductivity measurement may have 
an important implication in terms of increased accuracy of thermal conductivity in I-g 
environment. 
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The measured liquid germanium density could be expressed by Pliq. = 5.67 x 103 - 0.542 (T -

T m) Kg m-3 with T m = 12] 1.3 K, the volume expansion coefficient by a = 0.9656x 10-4 K-1, 

and the hemispherical total emissivity at the melting temperature by £T, liq(T m) = 0.17. 

Assuming constant £T,liq(T) = 0.17 in the liquid range which have been investigated, the 
constant pressure specific heat was evaluated as a function of temperature (Fig. 10). The 

surface tension could be expressed by o CT) = 583- 0.08 (T - T m) mN m-1 and the temperature 

dependence of electrical resistivity of molten germanium, when rliq(T m) = 60 f.tQcm was used 

as a reference point, could be expressed by re,liq(T) = 60 + 1.18 x 1O-2' (T -1 211.3) f.tQ. cm(Fig. 
11 ). The thermal conductivity which is determined by the resistivity data according to the 

Wiedemann-Franz-Lorenz law is given by Kliq(T) = 49.43+2.90 x 1O-2(T - T m) W /m/K (Fig . 
12). 
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(4) A Comment about the Viscosity Measurements 
The viscosity measurement method relies on the measurement of the damping time constant of 
a freely oscillating drop. On the other hand, levitation of a melt in a I-g environment requires 
application of a strong controlled electrostatic field to counter the weight. Any interference of a 
free decay process by the levitation control force can modify the decay process, and the decay 
constant is modified by it. The lower the viscosity is the more susceptible the decay constant 
will be to the external perturbation. Evidences for the range of viscosity measurable in I-g by 
the JPL HTESL are being accumulated. Above their melting temperatures, both molten silicon 
and germanium showed viscosities that were less than 1 mPs. Examining the scatter amplitude 
of these data, ~ 1 mPs seems to be just about the limit. 

Such susceptibility to external noise is relatively more pronounced as the viscosity of the melt 
decreases. In the present case, the most dominant perturbing force was coming from the 
levitation force whivh corrected the sample position 480 times per second. The viscosity data 
we obtained scattered between 0.13 mPs and 0.7 mPs. In contrast, Glazov et al.[9] reported 
0.78 mPs for germanium and 1.1 mPs for silicon at the respective melting points. 
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(5) Upi:radini: of the JPL HTESL 
The knowledge on spectral emissivity of a sample material at the wavelength of pyrometer is 
jmportant to determine the true temperature of the sample. Without this capability, a known 
reference temperature is essential, and a further assumption on constant spectral emissivity over 
a temperature region of interest has to be made. In an environment where such a reference point 
does not exist, temperature information of a given alloy becomes quite uncertain. For this 
reason, we have purchased and integrated in the JPL HTESL a commercial instrument which 
measures the spectral emissivity that will help determine the true temperature. Also installed 
was a lOO W Y AG laser which would allow the sample temperature measured even during 
sample heating cycle. This high power laser will be able to heat a sample higher than 2000 C. 
This upgrading process required construction of an almost whole new HTESL system. 

Spectral emissivity measurement, laser heating and sample rotation capabilities are the three 
important additions in the HTESL. In summary, the new facility can measure the following 
properties: 

(1) true temperature by measuring spectral emissivity; 
(2) density (or the volume expansion coefficient); 
(3) the ratio between the specific heat and the hemispherical total emissivity; 
(4) surface tension of liquids within a wide viscosity range; 
(5) viscosity; 
(6) electrical conductivity; 
(7) thermal conductivity determined from the measured electrical conductivity 

using the Wiedemann-Franz-Lorenz Law. 
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Objectives of the Research 

The primary objective of this program is to produce deeply undercooled metallic liquids and to 
identify factors that limit undercooling and glass formation. The main research objectives are: 
(i) Investigating undercooling limits in glass-forming alloys and identifying factors that affect 
undercooling. 
(ii) Measuring thermophysical properties and investigatiing the validity of the classical 
nucleation theory and other existing theories in the extreme undercooled states. 
(iii) To investigate the limits of electrostatic levitation technology in the ground base and to 
identify thermophysical parameters that might require reduced-g environment. 

Relation to the Gravitational Field 

When experiments are conducted in a I-g environment, all gravity caused effects such as 
convective flows, sedimentation and buoyancy still remain in the levitated melts. In addition, 
large forces that are needed to levitate a sample against gravity can cause flows in the melts. 
The High Temperature Electrostatic Levitator (HTESL) is a relatively recent development. Its 
limi tations in I-g conditions have not been fully established. Although considerably less flows 
are expected with electrostatic levitation, very little is known about flows induced by the 
electrostatic forces. The most seriously affected transport properties might be atomic 
diffusion, viscosity, and thermal conductivity. In this ground base program, we will identify 
the thermophysical properties and their temperature ranges which require reduced-g condition 
for their measurements. 

Progress of the Research 

(A) Thermophysical properties of Ni -Zr alloys (NiZr, NiZr2, Ni36Zr64 and Ni24Z1f6) have 
been extensively measured in order to investigate their alloying effect on the undercooling 
level and the glass formability. Properties measured were specific volume, surface tension, 
viscosity, and the ratio between the specific heat to the hemispherical total emissivity. What 
we were interested in was the effect caused by the presence of chemical short-range order 
(formation of the associated species) which existed in some compound forming liquid 
alloys. 

We used the HTESL at JPLllI to isolate samples from the contamination associated with 
containers and to process in a high vacuum environment, which assured consistent and 
repeatable undercooling levels. We selected Ni-Zi alloys, NiZr and NiZr2 are compound 
formin g alloys, and Ni36Zr64 and Ni24Zf76 are eutectic alloys. For the identification of 
associated species in the alloys, we measured specific volumes and viscosities of these 
alloys. 
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Figure 1 shows the specific volumes of the four alloys as a function of decreasing temperature. 
The melting point of each alloy is indicated by the arrow. Note that the specific volume of the 
NiZr2 alloy is significantly smaller than those of the other alloys. Figure 2 shows the viscosity 
of the alloys as a function of temperature. Note that the viscosity of the compound-forming 
alloys are higher than those of the eutectic alloys even at temperatures well above the melting 

point. Table 1 shows the undercooling level, Il T = T m - TN, where T m is the melting point (or 
eutectic temperature) and TN is the nucleation temperature of the alloys. As a reference, the 
undercooling levels of the metals are also shown. Note that the undercooling level of NiZr2 is 
smaller than those of other alloys. 

0.16 .,---------------, 

t» r> 0.15 
~ 

..=:.. 

j 0.14 
c· 
:> 
.~ 0.13 
~ 
'-' "'. p, 
~ 

0.12 

Ni36Zr64 

J-n- r:. 
!'MZnt ~ ..... ~~ ...... ~N~i~ 

........ ---~; T NiZr2 

1000 1200 1400 1600 1800 2000 

Temperature (K) 

Fig. 1. Specific volume of Ni-Zr alloys 

80 "-,------------, 

20 

o~~~~~~~~ 
1000 1200 1400 ] 600 1800 2000 

Temperature (K) 

Fig. 2. Viscosity of Ni-Zr alloys 

These specific volume data indicate the presence of associated species in the form of NiZr2. 
On the other hand, the viscosity data indicate the presence of both NiZr and NiZr2. As seen in 
Table 1, the NiZr2 alloy shows significantly small undercooling compared with those of other 
alloys and the metals. This difference should not have arisen from the experimental conditions 
because the sample preparation and the experimental procedure are the same for all of the 
alloys. Since the NiZr2liquid alloy possesses a specific volume which is comparable to that of 
the compound solid, it is likely that the bonding of the species is very similar to that of the 
compound solid including the lattice parameters. If this is true, a drastic local structural 
rearrangement is not required when the liquid is transformed into the solid. 

Table 1. Undercooling Level , Il T of the alloys and metals. 

Metal or Alloy 

Tm orTE(K) 1728 1533 

IlTffm (%) 14 11 

1283 

17 

1393 

6 

1233 

14 

2130 

15 

According to classical nucleation theory, the nucleation rate, I, is given by the following form 
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0 ' f ~ exp( __ s_l ) 

!1C 2 (1) 

where osl and !1G are the liquid/solid interfacial energy and the free energy difference between 

the solid and liquid, respectively. Since osl is always positive, it acts as a barrier for 

nucleation. The larger the osl value, the more resistant the liquid is to nucleation, which results 
in a large undercooling level prior to the onset of crystallization. As is assumed above, if the 
NiZr2 liquid has a similar local structure to the solid, distortions should be small when the two 
phases contact to form the interface. As a result, the interface has a small interfacial energy. 
Thus, the small undercooling of the NiZr2 alloy can be attributed to the small interfacial energy. 

Rotatin~ Molten Metallic Drops and a New Way of Measurin!; Surface Tension 

A new technique which is capable of systematically inducing rotation on a levitated metallic 
drop was developed to study the dynamics of rotating charged metallic drops and to verify a 
new approach for measuring the surface tension. 

Molten aluminum and tin drops were levitated in a high vacuum by controlling applied electric 
fields, and they were systematically rotated by applying a rotating magnetic field . As the drops 
gradually (or step by step) gained angular momentum from their static states, their shapes 
evolved along an axi-symmetric branch until a bifurcation point was reached at which point in 
time, transformation from the axi-symmetric to tri-axial shape took place. With an assumption 
of "effective surface tension", which includes the effect of reduced surface tension due to the 
surface charges, the results agreed quantitatively well with the Brown and Scriven's prediction 
121. The normalized rotation frequencies at the bifurcation point agreed well with the predicted 
value, 0.559, within 2%. 
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Once agreement with the theory was confirmed, we attempted to use it to explore an alternative 
way of measuring surface tension. This approach of measuring surface tension using drop 
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rotation was proposed earlier by ElJeman et al.l31. For low viscosity liquids, measuring the 
resonant oscillation of a levitated drop is an accurate means of extracting its surface tension[4, 
51. However, for high viscosity liquids where drop oscillations cannot be induced, a new non­
contact technique is needed. For example, viscosity of glass forming alloy liquids increase 
nearly 14 orders magnitude before their glass transition temperatures are reached. The sol ution 
to finding an alternate method for surface tension measurement can be found from Fig. 3. If a 
drop rotates according to the theoretical curve as shown in Fig. 3, one can determine the 
effective oscillation frequency at any point of the curve if the shape parameter (Rmax/Ro) and 
the corresponding drop rotation frequency are known. Since the drop rotation frequency of an 
axi-symmetric drop is difficult to measure if the drop surface is extremely uniform, 
measuements of the drop rotation frequencies should be made on the triaxial branch close to the 

bifurcation point. Since Wrot/wosc= 0.559 at the bifurcation point, and the rotation frequency 
can be measured, the effective oscillation frequency can be determined. FigA demonstrates 
how effective oscillation frequency of a molten tin drop approaches actual oscillation frequency 
as the rotation frequency approached the bifurcation point. This approach to the surface tension 
measurement should be applicable to homogeneous metallic melts of broad viscosity ranges as 
long as the solid-body rotation condition is satisfied. 

Measurement of Surface Tension of Viscosity of a Viscous Glassformin~ Alloy 
(Zr41 .2 TiI 3.8Cu\2.5Ni\ O.OBe22.S) 

We have attempted a preliminary demonstration of surface tension measurement usmg the 
rotatIOn method described above. We chose a bulk glassforming alloy 
(Zr412Ti13 .8Cu\2.5NilO.oBe22.S) wb..ich was provided earlier by the Cal tech's William 
Johnson's group. Initially the sample was heated to ~250K above the melting temperature in 
order to ensure that the drop oscillation could be induced in response to an applied oscillating 
electric field . Observed oscillations were exponentially decaying transient signals, and they 

were axi-symmetric P2(cos8) mode. The surface tension was extracted from the drop 
oscillation frequency and the viscosity was calculated from the time constant of the transient 
oscillation [5]. As this process was continued with the temperature lowered a step at a time, we 
soon hit a limiting temperature below which we could not induce the oscillation within the 
capability of the instrument. When the rotation method for measuring surface tension was 
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applied, we could measure the surface tension to much lower temperature as shown in Fig. 5 
by open circles. Also superimposed in Fig. 5 are the surface tension data which were obtained 
by the transient drop oscillation method. One can observe that the uncertainty in surface tension 
increases rapidly with the lowered temperature. Fig. 6 shows the viscosity data obtained from 
the same transient oscillation signals. We noticed that the uncertainty in viscosity data does not 
increase nearly as rapidly as the surface tension data with lowered temperature. We also noted 
that the viscosity at the melting temperature is expected to be as high as 150 mPs. To our 
knowledge, viscosity measuring method based on the sample rotation does not exist at this 
time. However, its development may be possible. 

A New Non-Contact Technique for Measuring Electrical (and Thermal) Conductivityl61 

Electrical conductivity is one of the most sensitive indicators of changes in the nature of 
chemical binding. In general, electrical conductivity is proportional to carrier density and 
carrier mobility. A change in the nature of the chemical binding primarily alters the carrier 
density, and the structural changes alter carrier mobility. Very early investigations of metals 
showed that the conductivity decreased approximately by a factor 2 at the melting point, while 
it increased in silicon and germanium as they transform from semiconducting solids to 
conducting liquids. The electrical conductivities of metallic liquids are of obvious importance to 
many liquid processing operations (e.g. electric furnace steel making and refining operations, 
electromagnetic stirring for melt cleanliness and microstructural control) and it is a sensitive 
measure for concentration fluctuation in a critically mixed liquid alloy near the critical point in 
the homogeneous liquid phase. The high electrical and therr.1al conductivity of metals in their 
condensed states can be attributed almost entirely to freely moving electrons, or conduction 
electrons. From the metallurgical point of view , relativel y few studies have been carried out on 
the electrical properties of liquid metals and alloys. Thermal conductivity is also of significance 
in liquid metal processing operations. 
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We have developed a non-contact electrical conductivity measurement technique that was 
adapted to the high temperature electrostatic levitator(HTESL). A rotating magnetic field was 
applied to a levitated drop, and the induced torque was measured. According to the theory of 
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induction motors, induced torque should be proportional to the electrical conductivity of the 
liquid drop. , As it stands now, this technique measures the relative changes of electrical 
conductivity (or resistivity), therefore, it requires a reference point for calibration. Fig. 7 
shows the electrical resistivity of aluminum around the melting temperature. 

Accurately measuring thermal conductivity of molten metals is usually more difficult than the 
measurement of electrical conductivity. Inaccuracies in directly measured thermal conductivity 
are primarily caused by the difficulties in accurate heat flow measurements, and also to a certain 
degree, by flows taking place in a melt. However, jf thermal and electric conduction take place 
primarily by free electrons, these two conductivity should be connected through the 
Wiedemann-franz-Lorenz Law. Using this law may allow us to obtain more accurate values 
for thermal conductivity from accurately measured electrical conductivity. Fig. 8 shows the 
thermal conductivity so determined for aluminum around the melting temperature. Our results 
agree quite well with independently measured thermal conductivity given by the literature. 

Upgradin2 the JPL HTESL 

Upgrading effort of the JPL HTESL facility is essentially complete. The old HTESL did not 
have true temperature measuring capabilities. Thermophysical properties are usually measured 
as a function of temperature. However, without knowing true temperature, measured 
properties cannot be considered credible. The spectral emissivity measurements, laser heating 
and sample rotation capabilities are three important additions to the new HTESL. Operation of 
a 100 watt YAG laser was successfully tested by repeating the melting-freezing cycle of a 
metallic alloy . The sample rotation capability has been thoroughly tested using various solid 
and molten materials. In summary, the new facility can measure the following properties: 

(1) true temperature by measuring spectral emissivity, 
(2) density (or the volume expansion coefficient) , 
(3) the ratio between the specific heat and the hemispherical total emissivity, 
(4) surface tension of liquids within a wide viscosity range, 
(5) viscosity, 
(6) electrical conductivity. 
(7) thermal conductivity determined from measured electrical conductivity 

using the Wiedemann-Franz-Lorenz Law. 
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Introduction 

ORBITEC is developing a new high-temperature processing technique to produce oxygen and 
metals from Lunar regolith via carbonaceous high-temperature reduction. The utility in this 
technique overcomes problematic issues inherent in traditional high-temperature processing 
methods that employ crucible-type containment vessels and hot-walled (i.e., resistance or 
inductive) furnaces. Crucible containment structures either crack from thermal and mechanical 
stress ancIJor react with the molten reaction mix, making it very unlikely that such a material could 
survive the repeated high-temperature thermal cycling in an economical LOX plant on the Moon. 
To enable in situ production of Lunar oxygen, high-temperature reduction of Lunar soil can be 
accomplished using an alternate heating source, achieving high oxygen yield and high carbon (or 
hydrogen, depending on the reducing source) recovery. The proposed method will allow 
extremely high processing temperatures (>2000 °C) and eliminate the difficult requirement of 
developing a containment vessel that withstands these temperatures, is impervious to prolonged 
chemical attack, and is capable of thermal cycling. Reduction of regolith using this heating 
approach will provide NASA with a manageable, practical, and efficient technique for extracting 
oxygen from indigenous Lunar resources for life support and propellant applications. In this 
effort, ORBITEC proposes to demonstrate new techniques for achieving high oxygen yield and 
high carbon or hydrogen recovery . It would also involve integrated designs for both a production 
plant and flight experiment, the latter being test-flown on a NASA reduced-gravity aircraft. 

Objectives 

The primary objective of this effort is to demonstrate a practical and feasible technique for heating 
to >2000 °C and the reduction of simulant by carbon and hydrogen, with very high recovery of 
carbon and hydrogen. This effort will look at both carbonaceous and hydrogen gas reduction of 
Lunar simulant, focusing on the first step, in either case, in the overall production of oxygen from 
metallic oxides. Furthermore, efficient demonstration in the first year will provide the foundation 
for a preliminary flight experiment designs. Demonstration of a flight experiment in 1I6-g on a 
NASA parabolic aircraft would further substantiate development of a technology demonstration 
experiment on the Moon. 

As part of these overall goals, the CRLR design and development effort will focus on these 
technical objectives: 

1. Design, develop, and fabricate a test chamber in which heating of Lunar simulant to 
temperatures greater than -2000 °C can be demonstrated; 

2. Determine temperature profiles, both experimentally and theoretically, within the regolith 
surrounding the processing zone, including transient and steady state behavior; 

3. Evaluate the effects of the new heating approach on regolith heating profiles; 
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4 . Demonstrate carbonaceous reduction of, at least, the silica, titania, and iron oxide 
components of Lunar simulant using three separate reducing agents, including carbon­
based agents and hydrogen gas, heating to temperatures greater than -2000 °C; 

5 . Design and develop a space flight experiment design that incorporates the new heating 
approach and is capable of acquiring samples from the Lunar surface; and, 

6. Conduct low-g processing tests in a 1/6-g environment using a NASA reduced-gravity 
aircraft to assess the space flight experiment design, study the effect of low-g on the 
process, and provide data on the system's overall performance. 

Project Status 

It is envisioned that development of the proposed technique will ultimately lead to a scaled 
production plant on the surface of the Moon, providing an indigenous source of oxygen for 
propulsion and life support and the production of useful metal and ceramic byproducts. Before a 
production plant can be fully realized, several demonstrations of the t~chnology and concept must 
be made in the Lunar environment. These demonstrations would most likely take the form of low­
mass, low-power, experiment packages that would be part of an ISRU technology demonstration 
mission on the Moon that is envisioned by NASA and ORBITEC. However, the design of a space 
flight experiment package would require knowledge of the system's behavior and performance in 
the Lunar environment. Certain aspects of the Moon's environment could be simulated in the 
laboratory, such as the temperature extremes and its vacuum-like atmosphere. Simulation of the 
reduced gravity, however, would require flight-time on a NASA parabolic aircraft. Modeling of 
the processes also needs to be verified by experiments in 1/6-g. 

It is highly desirable to investigate the proposed concept in a 1/6-g environment. It is presently 
unknown how the 1I6-g gravity will affect the processed regolith. It is also unknown how the 
transport mechanisms of carbon-based agents or hydrogen (depending on which reducing agent is 
used) to the hot sample surface will be influenced by 1/6-g. The lower gravity environment may 
affect the rate at which the reducing agent transports or diffuses into the reactant material. 
ORBI1EC has considered tre test environments available and believe that -20 seconds, or more, of 
1/6-g is sufficient time to allow for heating of small amounts of Lunar siIrnlant material and 
subsequent reaction with either carbon-based agents or hydrogen gas. Drop tower tests with 
duration's in the 5 second time region are considered insufficient due to the initial disturbance 
conditions and very high cost. Thus, the environment Il"0vided by a NASA parabolic aircraft has 
been selected for 1I6-g simulation. 

ORBI1EC is currently designing and fabricating the experimental hardware for this project. 
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Introduction 

Previous tests of the classical nucleation theory as applied to liquid-liquid gap miscibility systems found a 

discrepancy between experiment and theory in the ability to undercool one of the liquids before the Ll-~ 

separation occurs (1,2). To model the initial separation process in a two-phase liquid mixture, different 

theoretical approaches, such as free-energy gradient (3) and density gradient (4) theories, have been put forth. 

If there is a large enough interaction between the critical liquid and the crucible, both models predict a wetting 

temperature (Tw) above which the minority liquid perfectly wets and layers the crucible interface, but only on 

one side of the immiscibility dome. Materials with compositions on the other side of the dome will have simple 

surface adsorption by the minority liquid before bulk separation occurs when the coexistence (i.e., binoidal) line 

in reached. If the interaction between the critical liquid and the crucible were to decrease, T w would increase, 

eventually approaching the critical consolute temperature (Tee). If this situation occurs, then there could be 

large regions of the miscibility gap where non-perfect wetting conditions prevail resulting in droplets of L l 

liquid at the surface having a non-zero contact angle. The resulting bulk structure will then depend on what 

happens on the surface and the subsequent processing conditions. 

In the past several decades, many experiments in space (5-7) have been performed on liquid metal binary 

immiscible systems for the purpose of determining the effects that different crucibles may have on the wetting 

and separation process of the liquids. Potard (5) performed experiments that showed different crucible 

materials could cause the majority phase to preferentially wet the container and thus produce a dispersed 

microstructure of the minority phase. Several other studies have been performed on immiscibles in a semi­

container environment using an emulsion technique (8,9). Only one previous study was performed using 

completely containerless processing of immiscible metals (10) and the results of that investigation are similar to 

some of the emulsion studies. In all the studies, surface wetting was attributed as the cause for the similar 

microstructures or the asymmetry in the ability to undercool the liquid below the binoidal on one side of the 

immiscibility dome. 

By removing the container completely from the separation process, it was proposed that the loss of the 

crucible/liquid interaction would produce a large shift in T w and thus change the wetting characteristics at the 

surface. By investigating various compositions across the miscibility gap, a change in the type and amount of 

liquid wetting at the surface of a containerless droplet should change the surface nucleating behavior of the 

droplet - whether it be the liquid-liquid wetting or the liquid-to-solid transition. Undercooling of the liquid into 

the metastable region should produce significant differences in the separation process and the microstructure 
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upon solidification. In this study, we attempt to measure these transitions by monitoring the temperature of the 

sample by optical pyrometry. Microstructural analysis will be made to correlate with the degree of 

undercooling and the separation mechanisms involved. 

Experimental Details 

Material Selection and Handling 

Because of the limited amount offree-falUcooling time available in the Drop Tube, a monotectic system had to 

be found that would provide the necessary critical and invariant temperatures to allow a sample with a 

reasonable diameter (5mm) to totally solidify. Other considerations were low component vapor pressures at 

Tee, small oxygen affinity, a known phase diagram, and no toxicity. Not one system met all the requirements. 

The Ti-Ce (46.8 to 92.0 wlo Ce) system, prepared at the Materials Preparation Center of Ames Laboratory, 

USDOE, was chosen as the best trade-off. The masses of the samples ranged between 0.34 to 0.43 grams; the 

calculated, ideally-spherical sample diameters were 5.3 ± 0.2 mm. Drops were opened and stored under inert 

gas at all times. O"1'gen and ni trogen levels within the samples were reported by Ames to be 150-250 ppmw 

and about 20 ppmw, respectively. 

Low-gravity Process 

The Drop Tube Facility at NASAlMarshall Space Flight Center (11) was used to provide low-gravity (hereafter 

labeled O-g), containerless free-fall conditions. The O-g samples were processed by electromagnetic (EM) 

levitation and heating at a frequency of 450 kHz. Once the sample was molten, the power to the coil was 

automatically turned off and the material allowed to freeze while in free-fall. At the bottom of the Drop Tube, 

the samples were funneled directly into a thick-walled pyrex tube where they were sealed under a partial 

pressure of inert gas. The Tube was backfilled with Ti-gettered 5-nines pure He-6%H2 gas to a pressure of 89.5 

kPa. The calculated maximum g-level induced by the drag on the sphere was 25 rnilli-gravity's. 

An eight channel, 125 MHz per channel, 12-bit resolution data acquisition unit was used to monitor silicon 

detector voltages generated by the brightness of the falling sample. The recalescence temperature of the sample 

(and thus the amount of undercooling) was calculated knowing the initial release temperature and time (= 0), 

and the final time (4ee) at which recalescence began. Release temperatures were kept to 2023K - 100 degrees 

above Tee (12). For both the O-g and I -g studies, an Ircon Modline two-color pyrometer was used to measure 

the sample temperature at a rate of 100 readings per second and an accuracy of 1 %. 

Unit-gravity Process 

The I-g studies were performed atop the Drop Tube Facility in the same EM coil that was used to process the 0-

g samples. The samples were levitated and heated to 2023K at which temperature a cooling gas was applied. A 

typical heating/cooling curve is presented in Figure 1. The samples were released down the Tube to allow the 

remaining L2 Ce-rich liquid to cool and solidify. 
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Fig. 1. Typicall-g sample heating/cooling CUlVe in the EM coil. Temperatures are: Tm, the 
monotectic, Tp, the recalescence, TN, the nucleation, and Tmax , the maximum. 

Experimental Results 

Undercooting Measurements 

Sixty-one 3-nines pure Zr and 23 3-nines Ti were used as melting point calibrations for the optical pyrometer. 

The average Zr melting temperature was 11 degrees above and Ti was 1 degree above literature values. For the 

36 I-g samples processed in the EM coil, the monotectic temperature (T m) was reproducibly measured from the 

recalescence peak temperature (Tp) as 1833K with a standard deviation of 19K. From the 34 O-g sample 

measurements, Tm was reproducibly measured as 1830K with a standard deviation of 7K. Together, the EM 

coil and Drop Tube processed samples had Tm's that contrasted to the reported literature value of 1723K (12). 

Liquid-to-liquid undercoolings could not be detected with the limited sensitivity of the optical pyrometer. 

However, Figure 2 shows the liquid-to-solid undercooling measurements placed across the miscibility gap of 

the Ti-Ce phase diagram. The monotectic line and the binoidal CUlVe have been shifted to account for the 

measured T m. A distinct increase in the amount of undercooling achieved in the O-g samples versus the I-g 

samples is observed. The amounts of undercooling could not be controlled in the Drop Tube - if a specimen 

levitated stably, melted, overheated, and released straight down the Tube without hitting the walls, large 

undercooling could not be avoided. 
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Fig. 2. Immiscibility dome of Ti-Ce phase diagram showing a composite of all the 
undercooling measurements taken in this study. The O-g samples (+) showed additional 
undercooling over the I-g samples (0) despite the worse-case error bars in the calculated 
values. The monotectic line and the binoidal curve have been adjusted for the measured Tm 
values (I) , 

Microstructure Observations 

• O-g Samples 

Fig. 3a shows the general morphology seen throughout the O-g samples: the size of the large central, concentric 

P-Ti sphere gets smaller as the volume percent of the Ce-rich liquid increases. At ALL compositions, aCe-rich 

layer formed as the outer shell of the sample whose thickness depended on the initial volume fraction of Ceo 

Secondary Ce droplets were found randomly dispersed in the large P-Ti droplet. No correlation of 

undercooling to the remaining amount of dissolved Ce contained in the P-Ti matrix could be made. 

• I-g Samples 

The 1-g samples are in contrast to the O-g samples. The 1-g samples show the stirring/shearing effects of the 

EM field on the P-Ti resulting in large irregularly-shaped globules found near the surface. The Ce droplets in 

the P-Ti globs is found interdendritically (fig. 3b) and not randomly dispersed as in the O-g samples. In both the 

O-g and I-g samples, blackish Ce-oxide particles were found sparsely dispersed in both the majority and 

minority phases. 

(a) (b) 

Fig. 3. Photomicrographs of (a) O-g sample and (b)l-g sample. The dark phase is Ce-rich and 
the lighter is p-Ti. Black irregularly-shaped spots are Ce-oxide particles. 

Discussion of Results 

The large difference in the measured monotectic temperature versus literature values was extensively analyzed. 

Due to the speed of the pyrometer, the T p (= T m) of the I-g EM samples consisted of only 1-2 points and thus 

had the larger degree of uncertainty. However, the Drop Tube samples ' T m upon heating consisted of the flat 
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melting isothenn that was very reproducible across the miscibility gap. A flat melting isothenn upon heating 

implied that the as-<:ast materials from Ames Laboratories had separated and solidified with a segregated 

monotectic structure which metallography proved to be correct. Changes in the emissivity due to slight 

oxidation of the surface should be negligible due to the 2-<:010r signal ratioing of the pyrometer. The oxygen 

content of the Ti-Ce after processing in the Drop Tube were analyzed by LECO Corporation and are presented 

in Table l. About 500 ppmw O2 was absorbed during the processing of the Ti-Ce in this study. The oxygen 

content of materials used in previous phase diagram studies (13) could not be found suggesting some 

inaccuracies in these phase diagrams possibly due to the addition of oxygen. 

Table l. Nitrogen and oxygen content of Zr test drops and TiCe alloys 
before and after processing in the Drop Tube (in ppmw). 

Zr TiCe 
Arc-melted After Drop Before Drop After Drop 
(LECO) (LECO) (Ames) (LECO) 

02 I N2 02 I N2 02 I N2 02 I N2 

1173 I 7 1235 I 32 166 I 18 628 I 236 

The large discrepancy between the I-g undercoolings and the O-g undercoolings may be attributable to several 

things. The O-g temperatures in this study are a calculated number that depends on thennophysical properties 

values of the alloy in the undercooled state. A worse-case average error bar of ± 215 K was calculated based on 

the combined uncertainties of these thermophysical properties. The combined errors would still allow a large 

number of the Drop Tube undercoolings to be below those of the EM coil samples. 

A large difference in cooling rate between the I-g samples (40Kls) and the O-g samples (230Kls) may effect the 

rate of formation of solid ~-Ti nuclei and thereby the amount of undercooling. An estimate of this effect can be 

obtained from a modified form (14) of the classical nucleation theory where the values of LlG}· are based 

around ~t given by Kelton (15) of 60kT. At the most, this correction could account for only 10K of additional 

undercooling. 

The relatively quiescent environment of the Drop Tube allowed the O-g samples to not be stirred as experienced 

by the I-g samples in the EM field . The I-g stirring will sweep the nucleated droplets into much larger spheres 

by coalescence versus a 0.1 - 2 mmls calculated Marangoni speed. Without a sweeping effect in O-g to hasten 

the coagulation of the droplets, the liquid-liquid dispersion is essentially a high temperature emulsion. 

Similar microstructures were seen by Andrews (10) in containeriessly processed Au-Rh samples but only for 

some of his 10 vlo Au-rich samples. Both Andrews and Perepezko (8) reported a fine dispersion of the 

minority phase within the majority phase on one side of the miscibility gap and surface wetting of the majority 

phase by the less-surface energetic minority phase on the other side of the miscibility gap, as predicted by Cahn 

(3) . Approximate calculations of the interfacial energies between the liquids L} , ~ and the liquid's vapors 

indicate that the wetting criteria <YLlL2 < I <YLl V - <YL2V I at the monotectic temperature is easily satisfied. Thus, 
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the minority Ce-rich phase probably wetted the majority Ti-rich phase in this study, and the minority Ti-rich 

phase would have fonned a dispersion for the Ce-rich side of the dome if not for the lengthy time while 

undercooled to allow coalescence. Similar results were found by Robinson (16) in l-g processed Co-Cu 

metastable immiscibles. A quiescent, O-g environment with direct non-contact temperature measurements 

could help eliminate some of the questions regarding these processing effects. 
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Containerless processing represents an important area of research in micro gravity materials 
science. This method provides access to the metastable state of an undercooled melt. 
Containerless processing provides a high-purity environment for the study of reactive, high­
temperature materials. Reduced gravity affords several benefits for containerless processing; for 
example, greatly reduced positioning forces are required and therefore samples of greater mass can 
be studied. Additionally, in reduced gravity larger specimens will maintain spherical shape which 
will facilitate modeling efforts. Space SystemslLORAL developed an Electrostatic Containerless 
Processing System (ESCAPES) as a materials science research tool for investigations of refractory 
solids and melts. ESCAPES is designed for the investigation of thermophysical properties, phase 
equilibria, metastable phase formation, undercooling and nucleation, time-temperature­
transformation diagrams, and other aspects of materials processing. These capabilities are critical 
to the research programs of several Principal Investigators supported by the Microgravity Materials 
Science Program of NASA. 

NASA's Marshall Space Flight Center (MSFC) recently acquired the ESCAPES system from 
LORAL. MSFC is now developing a levitation facility in order to provide a critical resource to the 
micro gravity materials science research community and to continue and enhance ground-based 
research in the support of the development of flight experiments during the transition to Space 
Station. 
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PARAMAGNETIC LIQUID BRIDGE IN A GRAVITY­

COMPENSATING MAGNETIC FIELD*,t 

Milind P. lvfahajan, Mesfin Tsige, P.L. Taylor, and Charles Rosenblatt 
Department of Physics, Case Western Reserve University, Cleveland, Ohio 44106-7079 USA 

Abstract 

Magnetic levitation was used to stabilize cylindrical columns of a paramagnetic liquid in air 
between two solid supports. The maximum achievable length to diameter ratio R,nax was ~ (3.10 ± 
0.07), very close to the Rayleigh-Plateau limit of 11: . For smaller R, the stability of the column was 
measured as a function of the Bond number, which could be continuously varied by adjusting the 
strength of the magnetic field . 

Liquid bridges supported by two solid surfaces have been attracting scientific attention since the 
time of Rayleigh [1] and Plateau. For a cylindrical bridge oflength L and diameter d, it was shown 
theoretically that in zero gravity the maximum slenderness ratio R [==Lld] is 11: [1]. The stability and 
ultimate collapse of such bridges is of interest because of their importance in a number of industrial 
processes and their potential for low gravity applications. In the presence of gravity, however, the 
cylindrical shape of an axisymmetric bridge tends to deform, limiting its stability and decreasing the 
maximum achievable value of R. Theoretical studies have discussed the stability and possible 
shapes of axisymmetric bridges [2-6]. Experiments typically are performed in either a Plateau tank, 
in which the bridge is surrounded by a density-matched immiscible fluid [7-9] , or in a space-borne 
microgravity environment [10]. It has been shown, for example, that the stability limit R can be 
pushed beyond 11: by using flow stabilization [6] , by acoustic radiation pressure [7,9] , or by forming 
columns in the presence of an axial electric field [8]. In this work magnetic levitation was used to 
simulate a low gravity environment and create quasi-cylindrical liquid columns in air. Use of a 

magnetic field permits us to continuously vary the Bond number B == gpd 2 , where g is the 
4cr 

gravitational acceleration, p is the density of the liquid, and cr is the surface tension of the liquid in 
air. The dimensionless Bond number represents the relative importance of external forces acting on 
the liquid column to those due to surface tension. Our central result is that in a large magnetic field 
gradient we could create and stabilize columns of mixtures of water and paramagnetic manganese 
chloride tetrahydrate (MnCI2 • 4H20), achieving a length to diameter ratio very close to 11:. 

* Based on NASA project Determination of the Surface Energy ofSmectic Liquid Crystals From 
the Shape Anisotropy of Freely Suspended Droplets 

t Part of this report is reprinted with permission from M. Mahajan, M. Tsige, C. Rosenblatt, and 
P.L. Taylor, ParamagnetiC Liquid Bridge in a Gravity-Compensating Magnetic Field, Physics of 
Fluids (to be published, 1998). Copyright 1998 American Institute of Physics. 
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The principle of magnetic compensation of gravity is straightforward. For a material of volumetric 
magnetic susceptibility X in a magnetic field H, the energy per unit volume is given by U = -lIzXH2, 

and the force per unit volume is -vu. To compensate gravity it is required that 'ljxVH~omp ~ pg , 

where Hcomp corresponds to the magnetic field whose gradient just compensates gravity. For VH 2 

larger or smaller than 2pg/X, the liquid will rise or sag in the column, ultimately causing the column 

to collapse if VH 2 deviates too significantly from 
its gravity-compensating value. Thus the effective 
force on the column may be controlled by varying 
the current in the magnet. 

Fig. 1 Schematic view of the 

experimental setup. The fluid injection 
system, involving a hypodermic needle 
that injects material from the side, is not 
shown. 

An electromagnet fitted with special Faraday pole 

pieces was used to produce VH 2 uniform to 
approximately 6% over the length of a 1 cm-Iong 
column. In order to determine the field profile, a 
Bell model 9500 Gaussmeter utilizing a Hall effect 
probe was used to measure Hx as a function of 
vertical position z along the symmetry plane (x = 0) 
ofthe magnet (Fig. 1). For all practical purposes, 
the field profile is translationally invariant along the 
y-axis , and therefore the y coordinate does not enter 
into the problem. Experimental values of both Hx 
and the product Hx ozHx are shown as functions of 
z in Fig. 2. Note that along the plane x = 0 the z­

Micrometer Mount 

I 
x=0 

component of field Hz vanishes, although a small component of Hz exists for x "* O. This small 

Fig. 2 Magnetic field Hx (right axis) and 

HxozHx (left axis) vs. vertical position z at H = 

Hcomp. z = 0 corresponds to the position of 
closest approach of the pole pieces (see Fig. 1). 
The quantity HxozHx is maximum at z = -0.8 cm . 
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component may give rise to a slight distortion of the 
cylinder perpendicular to its symmetry axis, and will be 
discussed below. Nevertheless, over the small diameter 

of the columns HzozHz remains small, and VH 2 is 
dominated by HxozHx; we shall therefore consider the 

Manganese chloride tetrahydrate was obtained from 
Aldrich Chemicals and used as received. A high­
concentration mixture of 62.5 wt.% MnCl2 • 4H20 in 
distilled water was prepared. By weighing a known 
volume of the mixture, its density was determined to be 
p = (1.45 ± 0.01 ) gm cm-3

. The surface tension cr in air 
was measured to be (116 ± 6) ergs cm-2 by the pendant 
drop method [11 ,12] To establish a confidence level for 
this technique, the measurements were repeated with 
both pure water and glycerol, where the measured values 
of cr were found to scatter within ±5% of accepted 
values in the literature. 

Fig. 1 shows a sketch of the apparatus. Two lIz-
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inch diameter aluminum rods were machined to have cylindrical tips at their ends that are d = 0.32 
cm diameter and 1.27 cm long. The pair was placed vertically in the magnet at x =0, such that the 
small tips faced each other. The upper rod was attached to a precision micrometer to facilitate 
adjustment of its position along the z-axis relative to the lower tip, and the tip of the lower rod was 
placed at approximately 0.4 cm below z = -0.8 cm. [z = 0 corresponds to the point where the pole 

pieces reach their closest approach, and z = -0.8 cm is the position of maximum Hx 8 z H x ]. The 
lower tip was placed at this position so that the center of the liquid column would be at the 

approximate maximum in Hx 8 zH x' A boroscope attached to a CCD camera was positioned along 
the y-axis to view the liquid bridge, and the images were recorded with a video cassette recorder. 

The magnetic field was adjusted so that 'YH2 approximately corresponded to 'YH ~omp , and liquid 

was injected into the gap (typically starting at 0.1 cm) between the tips using a 25 gauge butterfly 
hypodermic needle and syringe. The upper tip was then translated upward using the micrometer, 
thereby creating a liquid cylinder between the two tips. As the upper tip was further translated, a 
waist formed in the column and more liquid had to be added to maintain a uniform cylinder. During 
this procedure the magnetic field also had to be fine-tuned to prevent sagging. This procedure was 
continued until a uniform cylinder of a desired length L (and thus a given slenderness ratio R = Lid) 
was achieved. For the longest cylinders (0.8 < L < 1.0 cm), the shape of the cylinder was found to 

be extremely sensitive to magnetic field: We found that ifHx8zH x were to deviate from 2.57 x 107 

G2 cm-J [defined as (Hx 8zH x )comp] by more than 1 %, a noticeable bulge in the cylinder would appear 
near the top (for too large a field) or the bottom (for too small a field). Thus, knowing the density p 

and (Hx 8zH x )comp, we were able to extract the volumetric magnetic susceptibility (per cm3
) X = 

( pg ) = (5.54 ± 0.05) x 10.5
. We note that during the course of the experiment the relative 

H 8 H 
x z x comp 

humidity was kept near 100% to minimize evaporation of the water. Had we not done so, water 
evaporation would have increased the concentration of the paramagnetic salt in the column, and 
therefore changed the susceptibility. 

Let us now turn to the stability of the column as a function of the Bond number. For our experiment 
the Bond number B must be redefined to include the effects of the magnetic field, viz., 

(pg - XH x 8 zHJd 2 
B == -'-----------'-

40' 
(1 ) 
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As described above, columns of a given slenderness ratio R were created and stabilized in a 
magnetic field gradient, such that (Hx8zH x)comp = 2.57 x 107 G2 cm-I

; this corresponds to B = O. 
Then B was varied either positively or negatively by decreasing or increasing the magnetic field 
from its value Hcomp. For a given R there was some maximum and minimum field, corresponding to 

a negative and positive Bond number, beyond 

Fig. 3 Photograph of d = 0.32 cm liquid bridge with R = 2.39. 

a) Stab le bridge with HxazHx adjusted to approximately 
(HxazHxkomp, so that B is close to zero . b) Stable bridge with 
HxazHx reduced, so that B = 0.09 (cf Eq. I). Note that when 
HxazHx is further reduced, so that B - 0.093, the bridge 

which the column could no longer be 
sustained and catastrophically collapsed. In 
Fig. 3 we show two images of the stable 
bridge: One is at Bond number B 
approximately equal to zero. The second is at 
a lower field where the Bond number is just 
within the stability limit. [If the field is 
further reduced, the bridge collapses]. The 
Bond numbers corresponding to the limits of 
stability of the bridge were measured as a 
function of R, and are shown in Fig. 4. In a 

collapses. 

Fig. 4 Slenderness ratio R vs. Bond 

number B at the stability limits for d = 

0.32 cm bridges. The region below the 
inverted " V" corresponds to the region 
of stability; outside this region the 
col umn collapses. Vertical error bars 
correspond to experimental uncertainty 
in determining R and horizontal error 
bars to uncertainty in reproducing 
collapse of the column at a given Bond 
number. The so lid line represents the 
theoreti cal stab ility limits according to 
Ref. 2. 
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similar manner we also examined cylinders of smaller diameter 
d = 0.16 em, finding comparable results for R vs. B; these are 
shown in Fig. 5. [Note that for d = 0.16 em, the lower tip was 
placed - 0.2 em below the position of maximum Hx 8 zH x , i.e., 
below z = -0.8 cm] In both figures we also show theoretical 
numerical results for the stability limits calculated by Coriell et 
al. [2]. 

Although our experimental results for the stability limits are 
apparently symmetric about B = 0 and are in reasonable 
agreement with theory, there are clearly deviations from the 
theoretical curves. One problem is the uniformity of the 
magnetic force (see Fig. 2). Over very small length scales 

Hx 8zHx is quite uniform, 
although as the cylinder 
length approaches 1 cm 
there are significant 
variations in the magnetic 
force along the z-axis . For 
this reason it is likely that 
the stability of the longer 
columns may be 
compromised. It should 
also be remembered that 

Fig. 5 Same as Fig. 4, except for d = 

0.16 cm. 

d = 0.16 em 
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although the magnetic fields corresponding to the stability 
limits are determined directly, the Bond number is derived 
from these fields, as well as from experimental measurements 
of p and cr. The surface tension, in particular, has a not­
insignificant uncertainty. Thus, in addition to the 
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experimental error bars that appear in Figs. 4 and 5, there may be an additional systematic error of 
up to 7% in B (the abscissa). Such an error could be partially responsible for the small 
disagreement between experiment and theory. Additionally, we note that for the d = 0.16 cm 
columns the stability limits are reduced from theory at smaller R. We do not yet understand this 
phenomenon. We note, however, that as the liquid sags (rises) near the field stability limit, a thin 
film of liquid would often wet the sides of the lower (upper) rod, especially for shorter, smaller R, 
columns. Thus liquid would be drawn off from the column, reducing its apparent stability. This 
observation, in conjunction with possible inhomogeneities in the rod itself, may be partially 
responsible for the observed deviations. Yet another issue is the liquid volume V, where deviations 
from V = nLd2/4 could affect the apparent stability [13 ,14] of the column. In our experiments we 
did not measure the volume (lfthe bridge directly, but rather adjusted the volume to obtain an 
apparently right circular cylinder at B = O. Finally, we need to consider two effects which can alter 
the cross section of the cylinder in the xy-plane from a circle to an ellipse. The dominant 
component of magnetic field is along the x-axis. We have performed a magnetic boundary value 
calculation, including the surface tension, to determine the distortion on an infinitely long 
paramagnetic column arising from a transverse magnetic field. We found that for our values of X 
and Hx, the eccentricity is - 0.004 at Hcomp, compared to zero at Hx = O. This represents a tiny 
deviation from a circular cross-section, and would be nearly impossible to detect with our imaging 
scheme. An additional issue is that because Hx varies with x - we have also mapped out this 
variation with our Gaussmeter - there is a weak transverse force on the liquid cylinder in the x­
direction. This force vanishes at the symmetry plane (x = 0), but gro'Ns linearly with x away from 
the midpoint between the pole pieces. We have calculated the distortion on the circular cross 
section arising from this nonuniform magnetic force, and again found that the eccentricity is of 
order 0.02. The effects on the stability are therefore likely to be small. Both calculations will be 
published elsewhere [15] . 

To summarize, we have demonstrated that magnetic levitation may simulate a low gravity 
environment to enable the formation of stable liquid bridges. Such a technique permits the 
continuous variation of the Bond number and obviates the need for using density-matched liquids. 
Despite these advantages, the inhomogeneities of the magnetic forces tend to reduce slightly the 
limits of stability . On the basis of these results we intend to examine the effects of a modulated 
magnetic field on the stability. Additionally, we may also consider the stability of diamagnetic 
fluids in much higher fields, as we have already demonstrated the principle of levitation in these 
systems [16]. 

Acknowledgments: This work was supported by the National Aeronautics and Space 
Administration' s Microgravity Program under grant NAG8-1270. 
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Introduction 
Crystals grown from liquid solutions have important industrial applications. Zeolites, for 
instance, a class of crystalline alumino silicate materials, form the backbone of the chemical 
process industry worldwide, as they are used as adsorbents and catalysts [Meier, 1986; Barrer, 
1986]. Many of the phenomena associated with crystal growth processes are not well understood 
due to complex microscopic and macroscopic interactions. Microgravity could help elucidate 
these phenomena and allow the control of defect locations, concentration, as well as size of 
crystals. Microgravity in an orbiting spacecraft could help isolate the possible effects of natural 
convection (which affects defect formation) and minimize sedimentation. In addition, crystals 
will stay essentially suspended in the nutrient pool under a diffusion-limited growth condition. 
This is expected to promote larger crystals by allowing a longer residence time in a high­
concentration nutrient field. Among other factors , the crystal size distribution depends on the 
nucleation rate and crystallization. These two are also related to the "gel" 
polymerizationJdepolymerization rate. Macroscopic bulk mass and flow transport and specially 
gravity, force the crystals down to the bottom of the reactor, thus forming a sedimentation layer. 
In this layer, the growth rate of the crystals slows down as crystals compete for a limited amount 
of nutrients. The macroscopic transport phenomena under certain conditions can, however, 
enhance the nutrient supply and therefore, accelerate crystal growth. 

Several zeolite experiments have been performed in space with mixed results. The results from 
our laboratory have indicated an enhancement in size of 30 to 70 percent compared to the best 
ground based controls, and a reduction of lattice defects in many of the space grown crystals 
[Sand et aI., 1987; Sacco et aI. , 1993]. Such experiments are difficult to interpret, and cannot be 
easily used to derive empirical or other laws since many physical parameters are simultaneously 
involved in the process. At the same time, however, there is increased urgency to develop such 
an understanding in order to more accurately quantify the process. 
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In order to better understand the results obtained from our prior space experiments, and design 
future experiments, a detailed fluid dynamic model simulating the crystal growth mechanism is 
required. This will not only add to the fundamental knowledge on the crystallization of zeolites, 
but also be useful in predicting the limits of size and growth of these important industrial 
materials. Our objective is to develop macro/microscopic theoretical and computational models 
to study the effect of transport phenomena in the growth of crystals grown in solutions. Our 
effort has concentrated so far in the development of separate macroscopic and microscopic 
models. The major highlights of our accomplishments are described bellow. 

Macroscopic Model 
The crystal growth process is modeled as a multiphase (solid and fluid phases) system. The 
macroscopic fluid dynamics model accounts for the continuous solid and fluid phases. 
Throughout the process there is continuous interaction between the two phases. For the time 

being, the crystal growth process is modeled by an exponential law, expressed as r = ae-fJ 1 
, 

where a and j3 depend on microscopic fluid and chemical interactions. In the future, this model 
will be combined with a microscopic model based on a Monte-Carlo approach. Following 
[Druzhinin, 1995], the mass and momentum equations are formulated as follows. 

Solid Phase 
The continuity equation is 

as V.( ) - . at + SU, - r,. 

where S is solid volume fraction, U,. is solid velocity vector, r, 

by the density of the solid P., .. i.e. , i , = ~, . 
The momentum equation is 

a(su'i) ( ) at + V· sUr, U , = sF; + sgi ' i=J,2,3. 

(1) 

is rate of crystal growth divided 

(2) 

where F; is the interaction force between the two phases, and, g; the gravity acceleration 

component each along the coordinate direction, X i ' 

Fluid Phase 
The continuity equation is 

a(I-s) +v.((I-s)uj)=-rj 
at 

(3) 

where U j is the fluid velocity vector and rj the fluid depletion rate divided by the density of the 

fluid, i.e., i
J 

= ~J • Notice that r,p, = rJPJ · The negative sign in i f shows that fluid is depleted 

by supplying nutrients for the crystal growth. 
The momentum equation is 

a((I - s)u~) 
at I +V'((I-s)uJi uj )=-(Vp)i-s8F;+(1-s)gi+(v·r-)i,i=1,2,3. (4) 
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where 5 is the density ratio Pjp f ' p is the fluid pressure divided by P j ' The two phases are 

coupled through the interaction force F; . In our model, p , and P j ' are assumed to be constant. r­
is the viscous stress tensor divided by the density of the fluid defined for the incompressible 
Newtonian fluid phase as: 

r- ij = (I _s){OUfi + OUjj J 
oXj OX; 

i, j = 1,2,3. (4a) 

In the above expression v is the kinematic viscosity of the fluid phase. 

Constitutive Relations 
In the case of small heavy particles, the major contribution to the interaction force is from the 
viscous drag force [Maxey and Riley, 1983]. For particles with Reynolds number of order of 
unity, the viscous drag force is expressed by the following empirical formula: 

F; = ~(uJ; - u,Jf(Rep ) (5) 
T p 

d
2
5 IUj -us! () 2/ 3 

Where '( p = -- , Re, = d , and f Rep = 1 + 0.15 Rep. 
18v I v 

The following relations are used to describe the growth rate 

. _ a _Pi _ -pl . a -Pi -P i r, --e -use rj =-e =aje 
p, Pj 

(6) 

Boundary and Initial Conditions 
On the interior surface of the reactor, a no-slip boundary condition ( U j = 0) for the fluid phase 

and a slip boundary condition ( u ,' . n = 0) for crystal particle phase is imposed, here n is the unit 
normal vector on the surface. Initially, both phases are assumed to be stationary. The particle 
phase is initialized by a specified solid volume fraction distribution in the reactor. The 
subsequent motion of the interactive phases is induced by gravity. 

Results and Discussions 
Fig. 1 (a) shows the solid velocity field at an intermediate time in the settling process of particles. 
As a result of the gravity, the particles settle to the bottom and collect around the center due to 
the action of fluid flow. Fig. 1(b) shows the fluid velocity field whose main feature is the 
recirculation region consisting of two large vortices. Fig. 1 (c) represents the fluid pressure 
contour showing that the initial linear static pressure distribution changes mainly in the particle 
region. Fig. 1 (d) illustrates the evolution of solid volume fraction along the centerline of the 
container: as time progresses, the particles shift to the bottom being slightly diffused. The 
maximum value decreases with time. Fig. 2. represents the effect of variable gravity levels: the 
larger the gravity level, the faster the particles settle. Fig. 3 shows the particle sedimentation on 
the bottom of the reactor: with larger gravity level, the particles settle faster. 

Microscopic Model 
The model is based on the Direct Simulation Monte Carlo (DSMC) method and is aimed at 
capturing the effects of macroscopic flow on the growth and size distribution of the growing 
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crystals. The system include nutrients, crystals and the mean motion of the fluid in a domain that 
models realistic systems. The grid is based on the mean-free path (A

IIII
) of collisions between 

nutrients. The length of this grid may be modified to include collisional interactions between 
nutrients and the fluid phase of the solution. Nutrients and crystals move and collide under the 
actin of gravity and fluid-drag forces. 

Nucleation Process 
In a zeolite solution nucleation and crystallization overlap and interact with each other. These 
processes have been modeled in a variety of methods [Thompson and Dryer, 1985]. The 
nucleation will be introduced with a Monte Carlo model that resembles closely the actual 
process. The nucleation sites will be created in random with a probability based on a model that 
describes the nucleation as a function of local thermodynamic. Another alternative is to introduce 
nucleation via a chemically reacting process based on a rate coefficient that depends on 
thermodynamic parameters. Ultimately, this issue will be resolved using experimental data. 

Collisions between Nutrients 
Elastic collisions between nutrients are modeled via the No-Time-Counter (NTC) method [Bird, 
1994]. Collisional pairs are selected in cells and the collision probability in each computational 
cell is calculated based on the NTC method. The model employs the hard sphere (VHS) in 
evaluating collision cross sections. 

Nutrient Impingement and Crystal Growth Process 
The nucleation sites grow to crystals of finite size. Particle methods are ideal to model the 
crystallization process as well. The level of modeling however, is dictated by the computational 
requirements. Our approach is to describe the key physical processes with a model that will be 
refined through successive iterations with data comparisons. For this reason, we initially 
concentrate our efforts in the determination of the size distribution of the crystals. 

The crystals are considered as spherical particles that grow after their attraction and attachment 
of nutrients. Within the framework of the DSMC, an attachment probability Pa will be evaluated 
in those cells in which nucleation sites or crystals exist. This probability will be calculated on 
concentrations or surface kinetics based on impingement rates. 

Particle Weighting Scheme 
Given that the crystal particles in our simulations are real particles, different particle weights 
have to be assigned to the crystal and nutrient ' species ' respectively. The primary concern in 
enacting this scheme is the treatment of collisions between simulation particles that are 
represented by different particle weights. In this event, linear momentum and energy are not 
conserved by the conventional NTC elastic collision model. This is accomplished in our model 
using a conservative multi-weight method. 

Results and Discussion 
Preliminary simulations were performed in order to test the motion and collision algorithms of 
the code. The simulations compared the effects of gravity on settling time of crystals in the 
absence of fluid/particle drag. The domain is initialized with 912 spherical crystal particles in a 
cubic container with size 0.3 m. The spherical crystals have a diameter of 4.17xl0-6 m, and mass 
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of 6.63x 1 0. 14 kg. Results are shown in Figures 4 and 5 for I-g and O-g conditions respectively at 
0.6 seconds after initialization. At this point, the center of gravity of the crystal particles was 
calculated to be at a height of 0.09 m and 0.073 m respectively for the O-g and I-g cases. As 
shown, the imposition of a gravitational force field has immediate effects on particle distribution. 
Future simulations will determine the extent to which this distribution gradient affects the growth 
rate and subsequent final size of the crystals as they compete for nutrients. 
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Introduction 

Welding processes have been utilized widely throughout industry because of their being 
cost-effective and easy to employ in an assembly process. However, welding in space 
needs to be understood more precisely during melting and solidification, because it is 
difficult to precisely control the operating conditions. The important parameters which 
control the weld quality and shape are the interacting convection forces of a melt within the 
weld-pool. Three major forces for convection in laser welding are: gravity driven 
buoyancy flow, surface tension gradient driven thermocapillary flow, and concentration 
gradient driven flow. Lorentz flow driven by electromagnetic forces must also be 
considered for convection in gas tungsten arc welding(GTA W). 

Considerable research has been conducted to understand the effects of various convection 
forces[1-3], and mathematical models have been developed to validate the experimental 
result that surface tension gradient driven flow is the dominant force in normal earth gravity 
of Ig [4-7]. However, few welding experiments have been performed to understand the 
effects of microgravity on microstructural behavior and the weld-pool shape. In addition, 
different results have been reported depending on the welding material and operating 
parameters. For example, the Soviet's electron beam welding experiments on stainless 
steel, AI and Ti samples reported that weightlessness did not significantly affect the 
welding depth [8]. Japan's GTAW of AI and 2219 AI alloy was performed under 
microgravity conditions; the weld bead in microgravity contained none of the ripple lines 
which normally exist in Ig welds [9]. In the KC-135 laser welding experiments of a 
stainless steel , the weld depth increased and more ripple lines were observed in 
microgravity than in the welds at 19 [10, II]. 

The ultimate objective of the present investigation is to study the effect of heat/mass transfer 
in welding behavior as a function of gravitational force. The effects of gravitational force 
on the GT A W will be discussed for a 304 stainless steel that was produced by the KC-135 
aircraft experiment at NASA. 

Experimental Method 

GTAW was conducted on an Fe - 18Cr - 8Ni alloy by NASA's KC-135 aircraft 
experiment, in which parabolic trajectories were able to simulate acceleration levels 
from 0.01 g to 1.8g. More specific details on the KC-135 flight experiment is contained in 
reference [12]. The welding experiment was started from the regime of microgravity and 
continued to the region of high acceleration levels. The accelerometer recording of the 
up/down acceleration on board is indicated in Fig 1. The base metal had a diameter of 7.5 
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w.----------------, 

cm with a 3 rnm wall thickness. The 
welding was performed with a rotating 
tungsten electrode, employing 75 A 
direct current, 10-12 V arc voltage, and 
a 5 mm1sec welding speed. The exact 
same welding parameters were 
reproduced for ground-based 
experiments which had the objective to 
calibrate the data of aircraft experiment 

by using both horizontal (0. = 0°) and 

perpendicular (0. = 900 )placement of 

the weld-pool (0. indicates the angle 
between the direction of the incident 
heat source and the vertical direction). 
Quasi-steady-state conditions were 

rJ 
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Fig 1. Accelerometer data of the up/down 
acceleration on KC-135 board. 

achieved within 10 seconds after starting the welding process for both experiments. 

,. 

Hence, the design of the KC-135 aircraft experiment is inappropriate for studying the 
effects of microgravity environment which was produced in the beginning region of the 
weld process for 5 seconds as indicated in Fig 2. However, the second peak around 14 
seconds in the KC-135 aircraft experiment was determined to have a real effect of high 
gravity on the pool width. The fraction of the weld data for which the influence of changes 
in gravity was found to be significant was separated into two classes. These being welds 
corresponding to high gravity (HG) and welds corresponding to low gravity (LG), in 
which both HG and LG were higher than the normal earth gravity as shown in Fig 1. 
Although the transition effect due to the rapid changes in the gravity level was ignored in 
the HG regime at this time, the gravity levels in the whole HG region were higher than the 
gravity levels of the LG region. However, for a more quantitative comparison of exact 
gravity levels on e.g., the weld-pool shape, the interpretation of the transition effect must 
be considered. To study fundamental effects of gravity on the stainless steel welds, the 
following metallographic techniques were employed: optical microscopy (OM), scanning 
electron microscopy (SEM), and scanning transmission electron microscopy (STEM). 

·~-.. _ ~ ~ G roll ~d exp. lrl=o) 
3.6 . .. .. "r ... re ..... 7n-r-~-.:~.~)f.. 5 
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Fig 2. Weld-pool width of the KC-135 
experimental with the ground experimental 
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Preliminary Results 

Recent analysis on Fe - 18Cr - 8Ni welds demonstrated that the weld-pool geometry was 
changed considerably with the variation of gravitational force during KC-135 aircraft 
experiment: 

(i) The average width of the weld-pool was observed to increase by -10 % and the average 
depth was decreased by -10 % at high gravity (RG) compared with those at low 
gravity (LG) as indicated in Fig 3. The macrographs (a) and (b) in Fig 4 show the 
cross-section of the weld-pool developed in the two different gravity levels. The depth 
to width ratio of the weld-pool was observed to be -0.38 at RG and -0.44 at LG. The 
buoyancy term in the momentum conservation equation is given by: 

(1) 

where g is the gravitational acceleration, ~ is the coefficient of thermal expansion, and 
T, is a reference temperature. The shape of the weld-pool at LG is more hemispherical 
than that at HG: the hemispherical shape at LG is caused by the weak buoyancy term 
(FB) , but at HG the more significant effect of buoyancy force (gravity-driven 
convection force) change the shape from a hemispherical cross section; 

(b) 

Fig 4. Cross-section of the weld-pool developed at (a) high gravity and (b) low gravity ; 
top surface morphology of the weld-pool at (c) high gravity and Cd) low gravity. 
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(ii) The top surface of the welds are shown in (c) and (d) of Fig 4 which shows two­
dimensional rippling lines . Following previous work by Nishiguchi et al [13], the 
combined action of gravity and surface tension was used to analyze the shape of the 
rippling line which is given as: 

r r - =- -pgy 
R Ro 

(2) 

y 

() x 

/ 
l/Ro =curvaturc 

llR \ 

~ 
Fig 5. Two-dimensional model of the molten 

rippling line. (Modified from reference 13) 

where R is the radius of curvature of the specific section, Ro is the radius of 
curvature at the origin in Fig 5, and r is the surface tension. Qualitatively, the 

curvature at the center of the bead for HG was observed to be smaller than that of LG 

and the contact angle 8 at boundary was smaller for HG than the angle for LG; 

(iii) In micro gravity environment, i.e. , below normal earth gravity, inconsistent results 
were observed because steady-state was not achieved for this period. 

STEM analyses across representative austenite/ferrite phase boundaries were performed to 

examine gravity effects on mass transfer in the melt (Fig 6). The retained 8 ferrite phase 
was characterized by a plateau in Cr concentration profile and as a valley in Ni 
concentration profile. The concentration profile showed no noticeable dependence upon 
gravity, and more fundamental studies will be conducted after comparing the present data 
with the results of ground-based experiments. 

Future Plans 

The preliminary results showed that gravity may have a considerable effect on the geometry 
of Fe - 18Cr - 8Ni weld. More quantitative correlation between weld structure and actual 
values of the gravitational force has been purposely avoided at this time because several 
tasks, which are now underway, must be completed: 

(i) Further filtering of the weld data for which the influence of gravity is statistically 
significant must be undertaken in order to examine weld structures corresponding to 
quasi-steady-state conditions, e.g., inertia effect on the gravitational force has to be 
excluded in the transition region of rapidly changing gravitational acceleration levels, 
even though the inertia effect is probably not significant at the transition region of HG 
conditions in which deceleration occurs; 
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(ii) The ground-based experiments must be compared with the KC-135 aircraft 

experiment. Suggested values of the acceleration level are gicos QI where 0< Q <360. 
These experimental data should provide a basis for filtering experimental artifacts 
associated with the influence of changes in gravity on other aspects of the weld 
process. 

Based on the experimental measurements of the pool-size and the rippling lines on the free 
surface, an inversion modeling method will be employed to construct temperature 
distributions within the pool produced in different gravitational forces. This three­
dimensional temperature distribution and the circulation of the melt within the pool will be 
used to predict the final weld microstructure and composition. Therefore, a comparison of 
simulations with measurements on actual welds under various gravity conditions should 
permit the refinement of the physical models in the simulations, thus leading to optimization 
of critical operating variables in the welding process. To maximize the effects of gravity on 
welding phenomena, new material systems which have a low surface tension and/or large 
difference of density, but with similar melting temperature will be selected: stainless steel 
has a high melt surface tension and similar density of the major alloying elements (Fe, Cr, 
and Ni), making it difficult to observe the effects of gravitational force on buoyancy. As 
candidate materials, the following aJloying systems will be considered: AI-Ni (large 
difference of density), Ag-Cu (low surface tension), Ag-Ba and Ag-Nd (large difference of 
density and low surface tension) . 

With the paraJlel efforts of mathematical modeling and simulation, more fundamental 
studies on microstructural behavior and mass transfer will be pursued in terms of the 
effects of gravitational force. X-ray diffraction (XRD) and STEM will be employed for 
measuring the amount of retained ferrite and the concentration of alloying elements, 
respectively. 

The laser welding technique will also be employed to compare with GT A W. The absence 
of an electromagnetic force in the laser weld-pool will change the interacting phenomena in 
the pool and the gravity effects could be calculated more easily. The long-term plan based 
on this research effort is to carry out KC-135 low gravity experiments in the steady-state. 
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Therefore, a basis for the development of a series of solidification experiments with laser 
welding will provide future development on the space station. 
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ABSTRACT 

A detailed study on the effect of convection on crystal quality was carried out by 

growing lead bromide crystals in transparent Bridgman furnace. Direct 

observations were made on the solid-liquid interface and a new kind of instability 

was observed. This could be explained on the basis of toroidal flow in the AgBr­

doped lead bromide sample. With the increasing translation velocity, the 

interface changed from flat to depressed, and then formed a cavity in the center 

of the growth tube. The crystal grown at the lowest thermal Rayleigh number 

showed the highest quality and crystal grown at the largest thermal Rayleigh 

number showed the worst quality. Numerical studies were carried out to provide 

a framework for interpreting the observed convective and morphological 

instabilities, and to determine the critical (limiting) concentration of dopant for a 

particular growth velocity and gravity level. Theoretical instability diagrams were 

compared with data obtained from the experimental studies. These studies 

provided basic data on convective behavior in doped lead bromide crystals 

grown by the commercially important Bridgman process. 
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1. OBJECTIVES: 

The main objective of the present program is to understand thermosolutal 

convection during crystal growth of PbBr2-AgBr alloys. This involves 

identification of the growth conditions for microgravity experiments 

delineating the microsegregation , observation of convecto-diffusive 

instabilities and comparison with theoretical models. The overall objectives 

can be summarized as follows: 

• Observe and study the double diffusive and morphological 

instabilities in controlled conditions and to compare with 

theoretically predicted convective and morphological instability 

curves. 

• Study the three dimensional morphological instabilities and resulting 

cellular growth that occur near the onset of morphological instability 

in the bulk samples under purely diffusive conditions. 

• Understand the micro-and macro-segregation of silver dopant in 

lead bromide crystals in microgravity. 

• Provide basic data on convective behavior in alloy crystals grown by 

the commercially important Bridgman crystal growth process. 

2. NECESSITY OF MICROGRAVITY: 

Lead bromide doped with silver can be grown under normal gravity conditions, 

the double diffusive nature of the convection will cause mixing of the molten 

charge material. This in turn will cause the solute composition in the crystal to 

constantly increase during growth. In semiconductor devices, where the 

electronic properties are a function of the crystal composition, this constant 

compositional variation is undesirable. 
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During the solidification of doped materials in Bridgman geometry, generation of 

destablizing temperature gradients in the melt is unavoidable, resulting in 

buoyancy-induced convective mixing of the liquid phase. On earth this mixing is 

generally very intensive and prevention of convection is important in order to 

minimize micro- and macro-segregation and to obtain homogeneous properties 

throughout the solidified material. In an actual furnace it is extremely difficult to 

eliminate the radial temperature gradient completely. Unavoidable gradients 

may give rise to flows which lead to lateral segregation in the solidified material. 

In binary systems, if the solute pile up ahead of the solidification front is lighter 

than the solvent, this would cause a positive density gradient. The net density 

gradient can have various profiles, depending on the properties of the melt such 

as thermal conductivity and diffusion coefficient or growth conditions such as 

growth rate and thermal gradient. Even if the net resulting temperature gradient 

is stable, convection can occur due to double diffusive character of solute and 

temperature with different diffusivities. While there have been many observations 

on earth of this phenomena in thin samples where convection is not important, it 

is nearly impossible to study three-dimensional instabilities in bulk samples on 

earth under purely diffusive conditions. The space experiment on transparent 

lead bromide-silver bromide alloys would permit a study of the various three 

dimensional morphologies that occur near the onset of morphological instability. 

Since the lead bromide-silver bromide system is transparent, experiments in 

space would allow the direct observation of morphological instability and the 

resulting cellular growth. 

The present experiment on lead bromide-silver bromide alloys permits a study of 

various three dimensional morphologies that occur near the onset of 

morphological instability in a bulk crystal. Being able to see exactly what is 

happening during growth in low earth orbit makes this a unique system for 

microgravity experimentation. The system chosen here has dual advantages: (a) 

lead bromide is a transparent system almost ideally suitable for direct in situ 

observations to study solid-liquid interface phenomena and (b) lead bromide 
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holds great promise for technological applications of acousto-optic devices and 

narrow band ultraviolet filters. 

3. SIGNIFICANT RESULTS: 

The solidification experiments with PbBr2-AgBr alloys (500 and 5000ppm) 

showed double-diffusive instabilities at the solid-liquid interface. When the 

sample was held stationary, any convection present in the liquid was attributed to 

the radial heat losses. A systematic observations below the morphological 

breakdown (Fig.1) at the interface showed the development of the depression 

which finally ends in interfacial breakdown. When we repeated this experiment 

with pure lead bromide at a speeds of 2.5 cm/day the interface remained flat and 

did not show any instabilities. This is consistent with the predicted curve shown 

in figure 2. The interface got depressed in the center and then slowly formed the 

instability. As a function of time, the instability developed with a much larger 

amplitude. When the translation velocity was increased, the interface started 

breaking down. The flow pattern observed in the PbBr2-AgBr system can be 

described as a "toroidal roll". 

Morphological Stability 
Lead Bromide-Silver Bromide Alloys 

C! 
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Figure 1 Predicted morphological stability curve for lead bromide-silver bromide 
system 

A slight asymmetry of the system resulted in the displacement of the node and 

axis of the tours from the central axis of the tube. When the toroidal flow 

persisted for many hours and the tube was moving, the interface was observed 

to be pinched where the radial inflow converged leading to the line defect. 

Morphological and Convective Stability 
Lead Bromide-Silver Bromide Alloys 

GL = 20 K/cm 

b~~~---.~.-.-rr"n--. 
5-10-1 Hf Hi 

Solidification Velocity (J..Lm/s) 

Figure 2 Morphological and convective stability curve for lead bromide-silver 
bromide system. 

A theoretical calculation was performed (Fig. 3) to generate the concentration 

profile for the solute distribution and we are comparing with the experimentally 

measured values. We measured the diffusion coefficient and thermal 

conductivities of solid and liquid which were used in computing stability curves 

and solute distribution in the crystal. The theoretical composition profiles were 

calculated for the two bounding cases for 2 growth rates. Both cases assumed a 

crystal 8 cm in length with .5 % Ag. The diffusion coefficient is 1.7 x 10.5 cm2 Is, 

and the k value is 0.16. The results are shown in figure 3 for the growth rate of 2 

cm/day. 
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The first case is the well mixed solution where the composition of the liquid at the 

interface is identical to the composition of the rest of the liquid due to the 

convective mixing in the liquid. This solution gives a constantly increasing level 

value for the composition of silver. The second, more desirable case, is the 

diffusion controlled solution. Here due to a lack of mixing in the liquid, the 

composition at the interface is different than in the rest of the liquid. The leads to 

the potential of having a uniform composition of the middle portion of the crystal. 

Due to the slow growth rate used, the compositional boundary layer will hit the 

top of the crystal before the steady state composition is reached. This accounts 

for the jump in the composition profile seen in the 2 cm/day case. 

Ag Axial Composition 
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Fig. 3 Calculated and experimentally measured concentration of silver in lead 
bromide crystals 
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4. SUMMARY 

Direct observations were taken during crystal growth of lead bromide samples 

doped with 500, 5000 and 10000 ppm silver bromide in 1-g conditions. 

Stationary solid-liquid interface was flat. When we started growth by moving the 

ampoule at a velocity lower than critical velocity of interface breakdown, the 

interface got depressed and the shape of depressed pit varied with the velocity. 

It became sharply pointed and then slowly formed the instability pulling down the 

central part of the interface. When the translation rate was increased, the 

interface broke down. The data showed that the theoretically predicted stability 

curve agrees well with experimentally observed values. The flow patterns can 

be described as a toroidal rolls. 
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Introduction 

Our work on Kinetics of Nucleation and Growthfrom Undercooled Melts falls in two general 
categories, based on the experimental techniques that are being employed. In the fIrst category, 
laser heating and thin fIlm diagnostic techniques are used to study crystal growth and liquid 
diffusion. In the second category, fluxing, a drop tube or vacuum processing are used to 
achieve undercooling of fairly large melt quantities for the study of crystal nucleation and glass 
formation. In this paper, we present a recent example from each category: (i) a parameter-free 
test of dendrite growth theory by a combination of levitation (in collaboration with D.M. 
Herlach's group at DLR) and pulsed-laser melting techniques I ; and (ii) an analysis of the 
nucleation of poly tetrahedral crystals (Laves phase) from the melt during solidifIcation in a gas­
fIlled drop tube2. 

Parameter-free Test of Dendrite Growth Theory 

In rapid alloy solidifIcation, the dendrite growth velocity depends very sensitively on the 
deviations from local interfacial equilibrium manifested by kinetic effects such as solute 
trapping, which is well described by the continuous growth model (CGM) of Aziz and 
coworkers3. In the dilute concentration limit of alloys, the velocity (V) dependence of the 
partition coeffIcient (k) is given by: 

(1) 

Here, ke is the equilibrium partition coeffIcient and VD is a parameter called the atomic 
diffusive speed, which is the growth rate at which k is in mid-transition between ke and unity. 

Models for solutal dendrite growth4 assume that the CGM holds for dendrites, and that the 
only differences between the highly curved dendrite tip and the planar interface are the Gibbs­
Thomson depression in the melting temperature and the solution for the diffusion fIeld ahead of 
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the moving interface. Their predictions for the relationship between V and undercooling (~T) 
depend very sensitively on the value of the input parameter VD for both planar and dendritic 

interlaces. Until this work, VD has been used as a free parameter to fit the dendrite velocity­
undercooling data. We have measured independently VD and the dendrite velocity­
undercooling function in the same alloy, which eliminates this key free parameter and provides 
a rigorous test of the theory. Additionally, we measured independently the bulk liquid 
diffusivity DL, the remaining free parameter in the theory (through the kinetic constitutional 
undercooling). 

A Ni99Zr1 alloy was chosen for a number of reasons: (i) the small equilibrium partition 
coefficient ke allows strong solute trapping; (ii) precipitation of solvent-rich compounds is not 
favored thermodynamically; (iii) Zr is sufficiently heavier than Ni to give good resolution in 
Rutherford backscattering (RBS); and (iv) its high melting temperature makes it well suited for 
undercooling studies in an electromagnetic levitation coil. 

The velocity-undercooling function was determined at DLR using electromagnetic levitationS. 
The sample is melted and undercooled, and is nucleated externally by touching it with an 
alumina needle. A photosensing device measures the time needed by the dendrites to propagate 
through the observation window of the optical system, which provides the velocity. The 
temperature is monitored by pyrometry, which allows the undercooling to be measured from 
the temperature rise upon recalescence. Figure 1 a shows the data points. 

The diffusive speed and liquid diffusivity were measured at Harvard by a pulsed laser 
resolidification technique6. Zr is implanted into a Ni thin film on an oxidized silicon substrate. 
The as-implanted profile is determined by RBS. The melt history, i.e. the position of the 
crystal-melt interface as a function of time, is determined by transient conductivity and transient 
reflectance measurements. The Zr profile after resolidification is measured by RBS, and the 
liquid diffusivity and diffusive speed are obtained by comparing this profile with one obtained 
from computer simulation. This simulation uses a Crank-Nicholson algorithm to solve the 
one-dimensional diffusion equation for the molten portion of the sample taking into account the 
segregation at the interface. Figure 2 shows contours of the X2 test parameter as a function of 
the two variables. The minimum occurs for VD=26 mls and DL=2.7xlO-9m2/s. 

The solid line in Figure la shows the parameter-free agreement between theory and 
experiment. The dot-dashed line is the prediction for other values of DL and VD, which are 
plausible for metallic systems, but are outside the good fit of Figure 2. The agreement is 
clearly worse. Theses experiments are a test of marginal stability theory. Once predictions 
from solvability theory are available for alloys, they may also be compared with the data. We 
expect only minor differences in the vicinity of the critical undercooling (the transition from 
solutal to thermal control), which is the most important region for our purposes. 
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Figure 1. Dependence of total bath undercooling, ~T, of various quantities. (From ref. 1). 

(a) The dendrite growth velocity measured on Ni99Zq alloys (dots). The solid line is the 
parameter-free prediction of dendrite growth theory using VD=26 rnIs and Dr-=2.7xlO-9m2/s 
from Figure 2. The dotted line is the growth velocity calculated without solute trapping. The 
dot-dashed lines is the prediction for VD=50 rnIs and DL=5.0x10-9m2/s, typical values for 
metals but not near the minimum in Figure 2. The latter two curves demonstrate the importance 
of an accurate knowledge of VD and VL for modeling dendrite growth. All curves in (b)-Cd) 
use VD=26 rnIs and DL=2.7xlO-9m2/s. 
(b) The dendrite tip radius calculated from the marginal stability analysis of growing dendrites. 
(c) The concentrations of CL * and cs* in the liquid and the solid at the interface calculated 
within the dendrite growth theory. 
Cd) Semi-log plot of the individual contributions to the undercooling: thermal undercooling 

~Tt; constitutional undercooling ~Tc; curvature undercooling ~Tr; and kinetic interface 

undercooling ~Tk. 
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Figure 2. Contour plot of the test parameter X2 of the fit between simulation and experiment of 
the Zr profile after solidification following pulsed laser melting. The best fit is obtained for 
VD=26 rnIs and DL=2.7x 1O-9m2/s. The dark line surrounds the region of best fit; thinner 
lines mark contours of less agreement. (From ref. 1). 

Nucleation of Polytetraheral Crystals in a Gas-filled Drop Tube 

The barrier to crystal nucleation from the melt is the interfacial tension, which has its origin in 
the difference between the crystalline and liquid structure7. The main structural characteristic 
of the liquid is its polytetrahedrality: it explains the prevalence of five-fold symmetric clusters 
and the lack of translational symmetry. In simple metals, the crystal structure contains many 
octahedral configurations, and the large structural discontinuity leads to large interfacial 
tension. 

There is a category of solids, however, which also have a poly tetrahedral character. They 
include icosahedral quasicrystals and the so-called Frank-Kasper phases8. Since there is less 
structural discontinuity between crystal and melt in these cases, one would expect a lower 
interfacial tension and, as a result, smaller liquid undercooling. The first experiments on 
quasicrystal-forrning melts shows this to be the case9. 

To explore this further, we have performed solidification experiments in a Zn40Mg36Ga24 
which is known to form a number of poly tetrahedral phases: the Laves phase, MgZn2, a stable 
quasiperiodic phase with icosahedral symmetry 10, and a large number of icosahedral 
approximants. A melt of this alloy was atomized into drops, which were solidified in a helium­
filled 3m drop tube. Melt temperatures were varied between 5500 C and 7()()OC, without 
observable effect on the results. The solidified drops were sectioned, polished and observed by 
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optical microscopy. Figure 3 shows a typical microstructure. The primary MgZn2 dendrites 
are immediately recognizable from their hexagonal symmetry. That some crystals protrude into 
the central shrinkage cavities implies that they were fully formed before the rest of the sphere 
solidified. 

Figure 3. Microstructure of a Zn40Mg36Ga24 alloy solidified in a helium-filled 3 m drop tube. 
The hexagonal primary dendrites are the MgZn2 Laves phase. Shrinkage cavities are seen at the 
center. The diameter of sphere is 250 J.lm. 

By making a large number of consecutive sections on a single drop it was possible to 
investigate the three-dimensional distribution of the crystals. It was found that they were 
uniformly distributed throughout each droplet. Spheres with diameters between 91 and 875 
J.lm were collected and studied. The number of crystals per sphere was determined by 
quantifying the cross-sectional images, and was found to increase only weakly with size (from 
about 2,000 to 10,000). 

To analyze the nucleation of these crystals, first a mathematical model was developed that 
combines several features: calculation of both heat and fluid flow in both the liquid and gas 
phases, the stochastic nucleation, in space and time of a large number of crystals in one 
droplet, and the growth and transport (by fluid flow) of these crystals. Classical homogeneous 
nucleation theory was used, and growth of the crystals was assumed to be heat-flow limited. 
A first test of the model was the maximum size that could be solidified for various drop 
heights; satisfactory agreement with the, admittedly rather scattered, data was found. 
The simulations were carried out as a function of the crystal melt interfacial tension, cr. 
Unsurprisingly, the number of nuclei, N, was found to depend strongly on cr, according to the 
empirical relation of the form: 

N = a exp( -bcr + d/cr) (2) 
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where a, b and d are fitting parameters. Up to 200 nuclei were formed in a single droplet. To 
obtain the 3,000 nuclei observed in a typical experiment, equation (1) requires values of cr in 

the range 0.002-0.003 J/m2. This is much lower than the interfacial tension in simple 
metals 12, and even in quasicrystals9. In this case, the simulation shows that the undercooling 
is very small, and that the growth and recalescence are slow. The nuclei form near the droplet 
surface, where the temperature is lowest, and are transported throughout by fluid flow, which 
explains their uniform distribution. The weak dependence of the number of nuclei on the 
droplet diameter observed in the experiment is reproduced by the model. 
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Introduction and Research Objectives 

Solid oxide electrolyzers generate pure oxygen from oxygen bearing gases such as carbon 
dioxide, water, and air. These electrolyzers can generate oxygen from the carbon dioxide 
rich atmosphere of Mars, and also from the evolved gases obtained from hydrogen or 
carbon reduction of the lunar regolith. Several studies have shown that oxygen 
production from Martian atmosphere as a key technology that can reduce the cost of both 
robotic and human missions. 1,2 There is a real need for developing better electrolyzer 
materials that offer superior thermal and mechanical characteristics as well as improved 
electrical performance. The electrolyte of the electrolyzer is a ceramic solid oxide such 
as yttria stabilized zirconia (YSZ). In order to develop structurally robust electrolyzers 
that would withstand the severe vibration and shock loads experienced during the launch 
and landing phases of the mission, it is essential to understand the damage initiation and 
consequent failure mechanisms and their relation to material composition and processing 
parameters. The objective of this research is to understand and quantify the relation 
betwee'n the loading/environmental conditions and the mechanical properties such as 
dynamic fracture toughness and dynamic bending strength and their relations to 
microstructures (thus processing parameters and choice of electrode and electrolyte 
compositions). In this project, we will investigate the effects of dopants on both the 
mechanical properties (fracture toughness, four-point and bi-axial bending strengths) and 
the electrical performance (oxygen conductivity) ofYSZ in an environment with a low 
oxygen concentration. 

Relevance to Microgravity Program 

All the major studies conducted by NASA in the recent past, such as the 90 day study and 
the Staford Committee report, have identified the need for utilizing space resources, i.e., 
"living off the land," as an important and necessary part of future exploration of the solar 
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system. Several studies have shown that oxygen production from the Martian atmosphere 
and from lunar regolith as a key technology that can reduce the cost of both robotic and 
human missions. The production of oxygen from carbon dioxide and water is of 
importance for both life support and propellant production. For example, it would be 
highly desirable to have a closed loop life support system with oxygen reclamation in the 
transit vehicle to Mars as well as for extended stays aboard the Space Station. This 
research addresses the material issues related to electrochemical systems in the area of 
ISRU. The use oflocal resources is especially important for a long-duration mission, 
high-costllong-time transportation, or for settlement missions. Based on the knowledge 
learned from this research, superior materials will be developed with exceptional 
properties for improving the structural integrity of solid oxide electrolyzers. The 
improved electrolyzers would process in-situ materials to produce usable consumables for 
human space exploration in micro and reduced gravity environments. 

Research Plans 

The presence of oxygen ion vacancies in the crystal structure of YSZ allows oxygen to be 
separated exclusively from an oxygen bearing gas, when a DC potential is applied. The 
DC potential is applied to the electrolyte through porous electrodes that are applied on 
both sides of the YSZ electrolyte. The electrode materials are typically platinum or a 
perovskite such as doped lanthanum chromite. The electrochemical cell thus formed is 
made fairly thin (50 to 400 microns) in order to reduce the ohmic losses across the cell. 
Hence, the electrochemical cell is a ductilelbrittle/ductile (in the case of platinum 
electrode), a brittlelbrittlelbrittle (perovskite electrodes) or brittlelbrittle/ductile (hybrid 
electrodes) thin layered structure with the YSZ layer as the load-bearing structural 
member. A YSZ layer of high fracture toughness is therefore desirable to survive the 
severe vibration and shock loading experienced during the launch and landing phases of 
the mission. In addition the electrolyzer stack has to withstand high-temperature thermal 
cycling. The temperature at which the electrolyzer stack operates is in the range of 900 to 
1000 °C, due to the enhanced oxygen ion conductivity at these elevated temperatures as 
well as the higher rates of thermal dissociation of carbon dioxide to carbon inonoxide and 
oxygen. Due to the present requirement of relying on non-nuclear sources for space 
power, the anticipated scenario for operating the oxygen production unit will be to shut 
down the unit at the end of the Martian or lunar day and start back the next morning when 
the solar panels start producing power. The oxygen plants on Martian surface are 
required to operate for over 400 days and hence expected to undergo severe thermal 
cycling. A cracked electrolyzer will allow CO2 to leak into the O2 side, which is 
unacceptable from the mission standpoint. 

Several approaches to increase the fracture resistance of YSZ by toughening are available. 
While m-Zr02 can increase the strength ofYSZ it also lowers its oxygen ion conductivity. 
Fine particles of partially stabilized zirconia and alumina, when added in small quantities, 
have been shown to provide increase in bending strength without degrading the electrical 
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properties. Only limited amount of mechanical testing has been done measuring flexural 
strength thus far on toughened YSZ products. In this investigation, the amounts of 
partially stabilized zirconia, alumina, and Alkoxide were systematically varied in the 
composition of YSZ. The planned doping levels are listed in Table 1. 

Table 1 Planned Dopants and doping level. 

Dopant PSZ Alumina Alkoxide m-Z02 

(mol%) (mol%) (mol%) (mol%) 
Levell 1 1 1 1 
Level 2 2 2 2 2 
Level 3 3 3 3 3 
Level 4 4 4 4 4 

The resultant materials were placed in a low oxygen concentration, high temperature 
environment for thermal cycling. Before and after the thermal cycling, the fracture 
toughness of each material will be evaluated using Vickers indentation method3 that 
serves as a screening method in selecting the material composition and processing 
parameters. The electrical conductivity will also be measured. Specimens with excellent 
mechanical and electrical properties will be investigated in detail to develop a more 
fundamental, scientific understanding of the damage and failure characteristics of solid 
oxide electrolyzers under dynamic loading conditions at elevated temperatures. The 
fracture toughness will be measured rigorously using standard four-point bending methods.4 

Quasi-static and dynamic bi-axial bending strengths will be measured as a function of 
material composition and processing parameters. A "ring-on-ring' technique developed by 
NIST will be adopted to determine the quasi-static bi-axial flexural strength. A split 
Hopkinson pressure bar' 6 will be modified to measure the corresponding dynamic strength. 
The effects of microstructure on two key material properties---thermal expansion coefficient 
and the degradation of material strength and toughness in low oxygen concentration 
environment--will be thoroughly investigated. Optical and electron microscopy will be 
employed to identify the deformation mechanisms, toughening mechanisms, and failure 
modes, thus relating the mechanical properties to microstructures and material processing. 
The effects of loading rate and low oxygen partial pressure on the microstructural evolution 
will also be determined. Based on the knowledge learned from this investigation, superior 
materials will be developed with exceptional mechanical and electrical properties for 
improving the structural integrity and oxygen conductivity of solid oxide electrolyzers for 
space missions. 

1. Zubrin, R. And Price, S., "Low Cost mars Sample Return with ISPP," NASA 
Contract Report NAS-9-l9l45, Lockheed Martin, Denver, CO. 1995. 
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Abstract 

The scientific objectives of the work on Particle Engulfment and Pushing by Solidifying Interfaces 
(PEP) include: 1) to enhance the fundamental understanding of the physics of interaction 
between inert particles and the solidification interface, and 2) to investigate aspects of melt 
processing of particulate metal matrix composites in the unique microgravity environment that will 
yield some vital information for terrestrial applications. The proposal itself calls for a long-term 
effort on the Space Station. This paper reports on ground experiments performed to date, as well 
as on the results obtained from two flight opportunities, the LMS mission (1996) and the USMP-4 
mission (1997). 

Introduction 

During solidification of metal matrix composites the ceramic particles interact with the 
solidification front. This interaction is responsible for the final microstructure. The solutal and 
thermal field, as well as fluid motion at the liquid/solid interface influence both interface 
morphology and the particle/interface interaction itself. It is thus imperative to fully understand the 
solidification science and transport phenomena aspects associated with the process in order to 
control it. 

The phenomenon of interaction of particles with melt interfaces has been studied since the mid 
1960's. While the original interest in the subject was mostly theoretical, researchers soon realized 
that understanding particle behavior at solidifying interfaces may yield practical benefits. The 
experimental evidence on transparent organic materials 1 demonstrates that there exist a critical 
velocity of the planar solid/liquid (SL) interface below which particles are pushed ahead of the 
advanCing interface, and above which particle engulfment occurs. 

The main objectives of the experimental and theoretical work were as follows: 
• to evaluate the experimental method including sample design, thermal regime, velocity 

regime, analysis procedures; 
• to obtain preliminary data on the critical velocity of PEP in a microgravity environment; 
• tb interpret these results through mathematical and computational models. 

Theoretical 

A previously proposed analytical model for PEP was further developed. A major effort to identify 
and produce data for the surface energy of various interfaces required for calculation was 
undertaken. The details have been reported4

• The basic equation for calculation of the critical 
velocity for the particle-engulfment transition (PET) is: 

V = L1Yo Qo ( 
2 J1I2 

cr 3ryK* R 

where .dYo is the surface energy difference between the particle-solid and particle -liquid surface 
energy, ao is the atomic or molecular diameter, T] is the liquid viscosity, R is the particle radius, 
and K = K,lKL is the ratio between the thermal conductivity of the particle (Kp) and of the liquid 
(KJ. 
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Experimental 

To evaluate the experimental value of PET work was conducted in the following environments: 
• ground based 
• low-g environment: DC-9 
• f.1.-g environment: LMS, USMP-4 

The following systems were used: 
• metal/particle: AI/SiC, AI /Zr02 , AI-Ni /Zr02 , Zn /Zr02 

• transparent organic/particle: succinonitrile (pure, +0.5% water, + 1 % water) + polystyrene 
particles (0.5 to 25 j.Lm dia.) , biphenyl + glass particles (3 to 15 j.Lm dia.) 

Metal/particle systems were investigated under f.1.-g during the LMS mission, while transparent 
organic/particle couples were used during the USMP-4 mission. 

MetallParticie Systems and the LMS Mission 

Directional solidification ground experiments have been carried out to determine the 
pushing/engulfment transition for three different metal/particle systems. The matrices were pure 
aluminum (99.999%), pure zinc (99.95% Zn) and AI - 4.5% Ni alloy. Spherical zirconia particles 
(500 j.Lm in diameter) were incorporated in these matrices through mixing in molten state. The 
particles were non-reactive with the matrices within the temperature range of interest. The 
experiments were conducted such as to insure a planar solid/liquid interlace during solidification. 
Particle location before and after processing was evaluated by X-ray transmission microscopy for 
the aluminum-base matrices. All samples were characterized by optical metallography after 
processing. A clear methodology for the experiment evaluation was developed to unambiguously 
interpret the occurrence of the PET. A full report on these findings has been published recentlj. 

It was found that the critical velocity for engulfment ranges from 1.9 to 2.4 j.Lm/s for AI/Zr02 and 
from 1.9 to 2.9 j.Lm/s for Zn/Zr02. No clear PET was found for the AI-Ni/ Zr02 system for interface 
velocities down to 1j.Lm/s. 

During the LMS Mission three samples were directionally solidified in the AGHF facility, as 
follows: two pure aluminum (99.999%) 9 mm cylindrical rods, loaded with about 2 vol.% 500 11m 
diameter zirconia particles (samples FM1 and FM3); one AI-Ni loaded with the same amount and 
type of zirconia particles (sample FM2). To validate a cartridge-crucible-sample assembly for the 
Space Station experiment, two different cartridge designs were used3

. For sample FM1 the 
cartridge included an alumina piston and a graphite spring. The piston-spring system 
compensated for melting expansion and solidification shrinkage. A simpler design was used for 
samples FM2 and FM3. It consisted of an expansion reservoir provided at the hot end of the 
crucible. 

The main characteristics of the samples and furnace translation velocity are summarized in Table 
1. For FM1 a step-wise decreasing regime was used, while for the other two a step-wise 
increasing regime was chosen. The SL interlace velocity resulting from the different furnace 
translation velocities was calculated based on thermocouple data. 

Table 1 Characteristics of flight samples 

Flight sample Material Ampoule-sample Velocity regime, 
j.Lmls 

FM1 AI- Zr02 spring-piston 20 - 5 - 0.5 
FM2 AINi- Zr02 expansion reservoir 1 - 3 - 9 
FM3 AI- ZrO? expansion reservoir 1 - 3 - 9 

Both the cartridge containing the ampoule, and the ampoule after extraction from the cartridge 
were examined by X-ray and computer tomography (CT). The results of the cartridge CT 
evaluation are shown in Fig. 1. The spring-piston assembly used for sample FM1 functioned as 
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expected. Some liquid AI leak is seen past the fore side of the piston. This leak does not seem to 
be significant, since no AI is seen in the 90° position of the CT (lower picture on Fig. 1 a). 

Sample FM2 was less successful. On Fig. 1 b it is seen that several voids have formed along the 
sample. It appears that the liquid metal has fractured in that region resulting in a two-part solid 
sample: an upper part that is in contact with the alumina plug, and a lower part. 

a) sample FM1 

b) sample FM2 

c) sample FM3 

Fig. 1 CTimages of the flight cartridge - ampoule assemblf. 

Sample FM3 behaved as expected. On Fig. 1 c it is seen that the shrinkage cavity was positioned 
between the metal and the alumina plug. The sample itself appears to have no significant 
shrinkage porosity or voids. This was also confirmed through metallographic examination. 

For the AI/Zr02 sample it was found that a PET occurred in the velocity range of 0.5 to 1 I1m/s 
(see Fig. 2 and Fig. 3). This is smaller than the ground PET velocity of 1.9 to 2.4 I1m/s. It 
demonstrates that natural convection increases the critical velocity. A detailed report of these 
results has also been published4

• For the AI-Ni/ Zr02 system no PET was found down to the 
lowest velocity used during the experiment which was of 1 I1m/s. 

A comparison between measured and calculated critical velocity for the metallic systems studied 
on ground and I-Lg are given in Table 2. It is seen that the predicted value lies within the 
experimentally evaluated I-Lg value. 
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Fig. 2 Summary of XTM evaluation of particles positions in sample FM1 in the region of furnace 
translation rate of 0.5 Jlm/s 4 

Fig. 3 XTM image of flight sample FM1. Particles are engulfed at 5 Jlm/s and in the transient 
region. No valid engulfed particles are present in the 0.5 Jlm/s region 4 

Table 2 Experimental and theoretical values for the critical PET velocity 

Data from Critical Velocity, Jlrnls 
AI/Zr02 Zn/Zr02 

Ground experiments 1.9 - 2.4 1.9 - 2.9 
LMS 0.5 -1.0 -
Model 0.775 0.672 
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Organic MateriaVParticle Systems and the USMP-4 Mission 

Ground and parabolic flight experiments were also performed with a biphenyl matrix / spherical 
glass particles, and succinonitrile matrix / polystyrene particles. Two experimental setups were 
used: a horizontal gradient heating facility (HGF) for horizontal solidification, and a Bridgman-type 
furnace (BF) for vertical solidification. The convection level during solidification in the HGF was 
varied by changing the distance between the glass slides containing the composite sample. The 
BF was used on ground and during parabolic flights, and thus the convection level was changed 
by alternating low-gravity and high-gravity solidified regions. It was found that the convection 
level and/or particle buoyancy significantly influences the critical velocity for particle engulfment. 
At higher natural convection during solidification the critical velocity increases by up to 40%. At 
very high convection levels engulfment may become impossible because particles fail to interact 
with the interface. A detailed account of these experiments was previously reporteds. 

In the vertical configuration Stokes settling velocity appeared to have an influence on the critical 
velocity for particle engulfment. This was more pronounced for thicker sample cells since the 
settling velocity is expected to increase with increase in sample cell thickness. The effect of 
Stokes velocity was to decrease the critical velocity by up to 40%. This is also illustrated by the 
sl ight increase in critical velocity when experiments were performed at lower gravity levels. 

During the USMP-4 mission similar experiments on biphenyl matrix and spherical glass particles, 
and succinonitrile matrix with polystyrene particles were performed. The standard procedure used 
for the SeN/polystyrene samples consisted in directional solidification (DS) of the sample through 
incremental velocity changes (increase or decrease). If agglomerates or too many particles 
accumulated at the interface during pushing, rap id DS (10 or 15 Ilm/s for 30 to 50 s) was used to 
engulf the particles and clear the interface. Then, incremental velocity solidification was resumed. 

Flight and ground experimental results together with theoretical predictions are summarized in 
Fig. 4. Triangles describe engulfed particles, wh ile circles pushed particle. It is seen that a lower 
and upper limit for PET exists . Between these two limits, some particles are pushed and some 
are engulfed. It is also seen that the ground critical velocity lies significantly above the one found 
in j.1g, as expected. 
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Fig. 4 USMP-4 results for SeN/polystyrene. 

The theoretical critical velocity is slightly lower than the lower experimental limit. The molecular 
diameter calculated from the molar volume of SeN (0.081 m3/kmol) was a., = 1.14.10.9 m. 
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Evaluating individual particles was more difficult for the biphenyl samples because biphenyl 
became opaque after resolidification. Some preliminary results are given in Fig. 5. 
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Fig. 5 USMP-4 results for biphenyl/glass. 

Another procedure consisted in DS at a set velocity, after which rapid DS was used to engulf the 
particles. This was followed by rapid directional remelting which left behind in the liquid a band of 
particles (that were pushed at the set velocity). Since the liquid is transparent, it was possible to 
measure the particle size. In developing this method full advantage was taken of the real-time 
video down-link and direct interaction with the astronauts. Measurements with this procedure, as 
well as theoretical calculation are not available yet. 

The experiments clearly demonstrated that the particles produced interface instability. For 
example, in one case, the interface became unstable at 2.8 Jlm/s when a large amount of 
particles were pushed ahead of the interface. However, after the interface was "cleaned" by 
running at 10 Jlm/s, the interface did not break down until the velocity reached 5.2 Jlm/s. 

Pushing of large agglomerates of particles was systematically observed. On ground 
agglomerates are broken down by the convective flow and/or easily engulfed. 

Additional observations were made on shrinkage flow into the interface, and on the effect of g­
jitters on particle behavior at the interface. It was noticed that every time the verniers were fired 
particles and agglomerates were jerked along the liquid/solid interface. 
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I. Introduction 

The materials to be studied in this project are lnSe and the related ternary compound 
semiconductors such as lnSeTe, lnSeS and lnCdSe. With an energy gap of 2.7 eV at room 
temperature and an efficient band-to-band transition, ZnSe has been studied extensively as the 
primary candidate for a blue light emitting diode and laser for optical displays, high density 
recording, and military communications. However, developments in the bulk crystal growth 
has not advanced far enough to provide the low price, high quality substrates needed for the 
thin film growth technology. The realization of routine production of high-quality single 
crystals of these semiconductors requ ires a fundamental , systematic and in-depth study on the 
physical vapor transport (PVT) growth process and crystal growth by vapor transport in low 
gravity offers a set of unique conditions for this study. 

The previous results from vapor phase crystal growth of semiconductors showed 
improvements in surface morphology, crystalline quality, electrical properties and dopant 
distribution of the crystals grown in reduced gravity as compared to the crystals grown on 
Earth. Previously, two reasons have been put forward to account for this. The first is weight­
related reductions in crystal strain and defects. These are thought to be caused by the weight 
of the crystals during processing at elevated temperatures and retained on cooling, particularly 
for materials with a low yield strength. The second, and more general , reason is related to the 
reduction in density-gradient driven convection. However, the detailed mechanisms 
responsible for the improvements and the gravitational effects on the complicated and coupled 
processes of vapor mass transport and growth kinetics are not well understood. 

The PVT crystal growth process consists of essentially three processes; sublimation of the 
source material, transport of the vapor species and condensation of the vapor species to form 
the crystal. The latter two processes can be affected by the convection caused by gravitational 
accelerations on Earth. The results of some fluid dynamic analyses stated that the effects of 
gravity on heat transfer and mass transport in most of the PVT systems were insignificant. 
However, the convective flows caused by the buoyancy-driven perturbation in the transport 
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flow field in the vicinity of the growing surface will affect the growth kinetics on the growing 
surface. This results in phenomena such as interface fluctuation, non-uniform step bunching, 
etc. which will cause non-uniformity in the incorporation of impurities and defects as well as 
in the deviation from stoichiometry in the grown crystal. This, in turn, will further modify the 
local mass transport characteristics and result in irregular flows at the vicinity of the growing 
surface. It is expected that the reduction in convective contamination by performing flight 
experiments in a reduced gravity environment will help to simplify the complexity of the 
coupled mass transport and growth kinetics problem. An improved comparison between the 
experimental results and theoretical simulations will be beneficial to any growth process 
involving vapor mass transport or vapor-crystal interface growth kinetics. 

II. Scientific Objectives 

The scientific objectives and priorities of this investigation are: 

1. Grow ZnSe crystals in reduced gravity using Physical Vapor Transport (PVT) processes: 

• to establish the relative contributions of gravity-driven fluid flows to (i) the non-uniform 
incorporation of impurities and defects and (ii) the deviation from stoichiometry observed 
in the grown crystals as a result of buoyancy-driven convection, irregular fluid-flows and 
growth interface fluctuations . 

• to assess the amount of strain developed during processing at elevated temperatures and 
retained on cooling caused by the weight of the crystals. 

• to obtain a limited amount of high quality space-grown materials for various 
thermophysical and electrical properties measurements and as substrates for device 
fabrication and thus assess device performance as influenced by a substantial reduction in 
gravity-related effects. 

2. Perform in-situ and real-time optical measurements during growth to independently 
determine: 

• the vapor concentration distribution by partial pressure measurements using optical 
absorption. 

• the evolution of growth interface morphology and instantaneous growth velocity by 
optical interferometry. 

• and thus help to simplify the complexity of the coupled mass transport and growth 
kinetics problem. 

3. Evaluate the additional effects of gravity on the PVT process in the future flight 
experiments by examining: 

• The growth kinetics on various seed orientations. 

• the dopant segregation and distribution in the Cr doped ZnSe. 

• the compositional segregation and distribution in the ternary compounds grown by PVT. 
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III. Investigation Approach 

1. Mass Flux: 

The main disadvantage ofPVT growth technique is that the growth rate is usually low and 
inconsistent. Therefore, a systematic and complete study was performed to optimize the mass 
flux in the ZnSe PVT system. 

(1) One-dimensional diffusion model: 

From the results of a one-dimensional diffusion analysis, four experimentally adjustable 
parameters, the source temperature, the deposition temperature, the partial pressure ratio 
over the source (vapor phase stoichiometry) and the residual gas (CO, CO2 and H20) 
pressure, determine the diffusive mass flux in a PVT system. However, two of these four 
parameters, the partial pressure ratio over the source and the residual gas pressure, are 
more critical than the others. These two parameters are critically dependent on the proper 
heat treatments of the starting materials for optimum mass flux . 

(2) Thermodynamic properties: 

The pertinent thermodynamic properties were determined. The partial pressures of Zn and 
Se2 over ZnSe(s) were measured for several samples by the optical absorption technique 
and the standard Gibbs energy of formation of ZnSe(s) from Zn(g) and O. 5Se2(g) was 
found to be independent of the sample stoichiometry. The Zn-Se phase diagram was 
described using an associated solution model for the liquid phase and the behavior of the 
thermodynamic properties of the system pertinent to the PVT process, such as the partial 
pressures of Zn and Se2 along the entire three-phase curve, was calculated. The associated 
solution model was then extended to the Zn-Se-Te system and the thermodynamic 
properties, such as the partial pressures ofZn, Se2 and Te2 along the three-phase curve for 
various ZnSel-x Tex (0 < x < 1) pseudobinary systems were established. 

(3) Mass flux measurements: 

An in-situ dynamic technique was set up for the mass flux measurements which has the 
following advantages over the previous techniques; (i) the instantaneous flux (instead of 
an average value) was measured and (ii) multiple data points were determined from one 
ampoule. The mass fluxes in the ZnSe PVT system were measured on the source materials 
provided by various vendors and treated with different heat treatment procedures. 

(4) Residual gas measurements : 

The residual gas pressures and compositions in the processed ampoules were measured 
and it was found that (i) carbon and oxygen in the residual gas originated mainly from the 
ZnSe source materials and (ii) the oxygen content can be significantly reduced by 
hydrogen reduction treatment. 

(5) Heat treatment of starting materials: 

Various heat treatments were conducted to control the partial pressure ratio over the 
source and the effectiveness of the treatments was evaluated by partial pressure 
measurements. The optimum hydrogen reduction and vacuum heat treatment procedures 
were established for the source to maximize the mass flux in the ZnSe PVT process. 
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2. Crystal Growth and Characterization: 

The crystal growth activities were concentrated on a novel threethermal-zone translational 
growth in a closed system. In order to study the effects of gravity on the various properties of 
the grown crystals the growth experiments were performed with the growth direction at an 
angle of 0° (vertical destabilized configuration), 90° (horizontal configuration) and 180° 
(vertical stabilized configuration) to the gravity vector direction. Self-seeded and seeded 
growths ofZnSe as well as the self-seeded growth ofZnSeTe and Cr doped ZnSe were 
conducted. The grown crystals were characterized by various techniques; including 
spectroscopy (atomic absorption, spark source mass spectroscopy and secondary ion mass 
spectroscopy), X-ray diffraction (Laue reflection, rocking curve and reciprocal lattice 
mapping), synchrotron radiation images from a white X-ray beam (reflection and 
transmission), microscopy (optical, electron, and atomic force), sample polishing and etching 
and optical transmission. The electrical and optical characterization was performed by optical 
transmission and photoluminescence measurements. 

3. Effects of Gravity Vector Orientation: 

The effects of gravity orientation were studied by comparing the following characteristics of 
the vertically and horizontally grown ZnSe crystals. 

(1) Grown crystal morphology: 

The morphology of the as-grown, self-seeded ZnSe crystals grown in the horizontal 
configuration grew away from the ampoule wall and exhibited large (110) facets which 
tended to align parallel to the gravitational direction. Crystals grown in the vertical 
configuration grew in contact with the ampoule wall over the full diameter and when the 
furnace translation rate was too high for the mass flux, the growing crystal surface became 
morphologically unstable with voids and pipes embedded in the crystal. The as-grown 
seeded ZnSe crystals in both the horizontal and vertical configurations showed similar 
characteristics in the morphology as described above for the self-seeded growth. 

(2) Surface morphology: 

The as-grown surfaces of the horizontally grown ZnSe and Cr doped ZnSe crystals were 
dominated by (110) terraces and steps. On the other hand, the as-grown surface of the 
vertically grown ZnSe crystals showed granular structure with tubular features (200nm 
OD, 75nm ID and 25nm in height) on the top. The as-grown surface of the vertically 
grown Cr doped ZnSe crystals showed a network of high plateaus with each island 30-
70~m in diameter and 3 . 5~m in height. Numerous nuclei with diameters around 20-50nm 
and heights of 1-7nm were observed on top of these islands. 

(3) Segregation and distribution of defects and impurities: 

From the secondary ion mass spectroscopy mappings, for the horizontally grown self­
seeded ZnSe crystal, [Si] and [Fe] showed clear segregation toward the bottom of the 
wafer cut axially along the growth axis. For the vertically grown seeded ZnSe crystal, [Si] 
and [Cu] showed segregation toward the peripheral edge of the wafer cut perpendicular to 
the growth axis. From the photoluminescence mappings of near band edge intensity ratios, 
it was determined that all of the horizontally grown crystals showed the following trends 
in the radial and axial segregation of [AI] and [VZn] due to the buoyancy driving force and 
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diffusion boundary layer: [AI] segregates radially toward the top and axially toward the 
first grown region and [V Zn] segregates radially toward the bottom and axially toward the 
first grown region. The as-grown surface of the seeded vertically stabilized grown crystal 
showed [Al], [Li and/or Na] and [VZn] segregate radially toward the center. Finally, the 
as-grown surface of the self-seeded vertically destabilized grown crystal showed [AI] and 
[V Zn] segregate radially without an apparent pattern. 

(4) Axial compositional variation in ZnSeTe: 

The mole fraction of ZnTe in the grown ZnSel-x Tex crystals, x, was determined from 
precision density measurements on slices cut perpendicular to the growth axis. The 
vertically (stabilized) grown crystals showed less axial variations and better agreement 
with the source compositions than the horizontally grown crystals. The composition of the 
initial grown crystals and the compositional variations in the horizontally grown samples 
were not consistent with the one-dimensional diffusion model. 

The experimental results clearly showed that the convective flows caused by the buoyancy­
driven perturbation in the flow field in the vicinity of the growing surface resulted in non­
uniformity in the axial and radial incorporation of impurities and defects as well as in the 
deviation from stoichiometry. 

4. In-situ monitoring during growth: 

In-situ and real-time measurements of (1) partial pressure using optical absorption and (2) the 
growth interface morphological evolution and instantaneous growth velocity using optical 
interferometry during growth were performed to study the coupled mass transport and growth 
kinetics problem. The growth furnace, optical monitoring set-up and growth ampoule design 
for in-situ optical monitoring during the PVT growth of ZnSe were constructed and 
optimized. Michelson and Fabry Perot optical interferometers were set up for in-situ 
monitoring of the growing surface of the crystal. The Michelson setup was flexible, i.e. the 
optics were easily adjusted both before and during growth, however the fringe patterns were 
not stable due to the thermal convection of the surrounding air. It was shown that a 
modification of the ampoule significantly suppressed this noise. Also, this effect is not 
expected to be of significant consequence in the reduced gravity environment. The Fabry­
Perot interferometer provides good quality fringe patterns, but the optics is rigid and difficult 
to adjust during the crystal growth run. Using the interferometric techniques, the thermal 
expansion coefficient of ZnSe was measured between 2SoC and 1080°C. Phase maps of the 
growing crystal surface were constructed in real-time using fringe data from both 
interferometric set-ups. A visual observation of the growing crystal was performed and the 
results can be correlated with the phase map results. 

5. Transport processes modeling: 

Besides the one-dimensional diffusion model, the transport process modeling also included : 

(1) Two-dimensional analytical calculation: 

Two-dimensional description of fluid flow using thermal conditions (no solutal effects) 
for a typical growth experiment was studied to estimate the maximum flow velocities for 
the vertical and horizontal configurations. The calculated maximum shear (perpendicular 
to growth direction) flow velocity was S.2llrnls for the horizontal configuration and 
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0.221.Un/S for the vertical configuration under 19, condition (where go is the gravity level 
on Earth). 

(2) Two and three-dimensional numerical modeling: 

Two and three-dimensional numerical simulations physical vapor transport process using 
finite element technique to treat both thermal and solutal induced buoyancy forces were 
performed. Both compressible and Boussinesq fluids were assumed for a system of 
multiple transport species with residual gas . The results of the two and three-dimensional 
calculation agreed well with the benchmark studies. The effects of gravity on the flow 
field were examined by plotting the differences between the calculated flow velocities for 
various gravity levels and that for zero gravity. The calculated maximum shear flow 
velocity difference under 19, condition was 50)..lm/s for the horizontal configuration and 
9.4)..lm/s for the vertical configuration. The maximum allowable acceleration level during 
the flight experiments was established by taking the criterion that the maximum shear 
velocity should be equal to or less than 10% of the crystal growth rate. This resulted in the 
requirement of a maximum residual longitudinal acceleration level of 2.7 x 10-3 go and a 
transverse level of 1.0 x 10-4 g, for the flight experiments with a growth rate of 3mmJday 
or 0.035)..lm/s. 

IV. Summary 

Complete and systematic ground-based experimental and theoretical analyses on the PVT of 
ZnSe and related ternary compound semiconductors have been performed. The analyses 
included thermodynamics, mass flux, heat treatment of starting material, crystal growth, 
partial pressure measurements, optical interferometry, chemical analyses, photoluminescence, 
microscopy, x-ray diffraction and topography as well as theoretical, analytical and numerical 
analyses. The experimental results showed the influence of gravity orientation on the 
characteristics of (1 ) the morphology of the as-grown crystals as well as the as-grown surface 
morphology of ZnSe and Cr doped ZnSe crystals (2) the distribution of impurities and defects 
in ZnSe grown crystals and (3 ) the axial segregation in ZnSeTe grown crystals. 
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1 Objectives of the Investigation 
It is well established that crystals grown without contact with a container have far superior 
quality to otherwise similar crystals grown in direct contact with a container. In addition to float­
zone processing, detached-Bridgman growth is often cited as a promising tool to improve crystal 
quality, without the limitations of float zoning. Detached growth has been found to occur quite 
often during ~g experiments and considerable improvements of crystal quality have been 
reported for those cases. However, no thorough understanding of the process or quantitative 
assessment of the quality improvements exists so far. This project will determine the means to 
reproducibly grow Ge-Si alloys in the detached mode. 

pecific objectives include: 
• measurement of the relevant material parameters such as contact angle, growth angle, surface 

tension, and wetting behavior of the GeSi-melt on potential crucible materials; 
• determination of the mechanism of detached growth including the role of convection; 
• quantitative determination of the differences of defects and impurities among normal 

Bridgman, detached Bridgman, and floating zone (FZ) growth; 
• investigation of the influence of defined azimuthal or meridional flow due to rotating 

magnetic fields on the characteristics of detached growth; 
• control time-dependent Marangoni convection in the case of FZ-growth by the use of a 

rotating magnetic field to examine the influence on the curvature of the solid-liquid interface 
and the heat and mass transport; and 

• grow high quality GeSi-single crystals with Si-concentration up to 10 at% and diameters up 
to 20 mm. 
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2 Microgravity Relevance 
At this time, the most reliable environment for obtaining and studying detached growth is 
reduced gravity. The proposed work seeks to compare processing-induced defects in Bridgman, 
detached Bridgman, and floating-zone growth configurations in Ge-Si crystals (Si ~ 10 at%) 
20 mm in diameter. The occurrence of detachment during growth is widely thought to be related 
to gas pressures in the crucible and the evolution of gases at the growth interface. Gas evolution 
will be strongly effected by convection in the melt, which is dominated in the Bridgman 
configuration by buoyancy-driven flows . Thus, terrestrial detached growth (even when 
reproducible) will differ significantly from micro gravity detached growth and the comparison of 
the two will provide vastly more insight than either alone. There is also a high potential for 
gaining new understanding of the role of convection in defect generation. Finally, the 
comparison of samples grown by detached growth with float-zone samples of the same diameter 
is fundamental to this study because the float-zone technique is truly and completely 
containerless in contrast to detached Bridgman growth. Terrestrial floating zones of this material 
are limited to diameters of about 8 mm. Therefore, these floating-zone experiments can only be 
conducted in a reduced gravity environment. 

3 Experimental set-up 

3.1 Ampoule preparation and growth facility 

Growth was performed in double-wall quartz-glass ampoules. The diameter of the seed and the 
growing crystal was 9 mm, the length of the seed 35 mm, and the length of the grown crystal was 
41 mm. Before the starting material was filled into the ampoule, the quartz was cleaned with 
MUCASOL ™ and H20 (18 MQ) and baked out under vacuum (10-6 mbar) at 11 ooec for 2 hours. 
Undoped germanium «111 >-oriented) served as the seed, the feed was pill-doped with gallium 
with an averaged concentration ofCo=8.2·10 18 at/cm3

. First, the germanium was rinsed with H20 
(18 MQ) fo llowed by acetone. Then it was etched for about 3 minutes with the 18:8:5 polishing 
etch (HN03 : CH3COOH : HF).1 After this treatment, the germanium shows a smooth and shiny 
surface. Then the material was put into the ampoule and baked out at 900e C for 2 hours under an 
alternating atmosphere ofH2 (normal pressure) and vacuum (10-6 mbar). Finally, the ampoule 
was sealed under an Argon pressure of 600 mbar (pressure at room temperature). 

The growth experiment took place in a monoellipsoid mirror furnace? To obtain a temperature 
profile suited for Bridgman growth, the lamp was moved 2 mm out of focus toward the center of 
the furnace. 2 The solid-liquid interface was observed by a borescope and a CCD-camera 
connected to a video tape recorder. With this set-up it is possible to observe and record the 
position of the growing interface, however, the length is restricted to ~40 to 45 mm and the 
temperature gradient is about 100 Klcm at the interface, increasing the development of stress and 
dislocations. 
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For growth, the ampoule was heated up within 15 minutes and kept at a constant temperature for 
45 minutes to guarantee a homogeneous distribution of the dopant in the melt. The ampoule was 
pulled down with a constant velocity of 0.5 mmlmin. No ampoule rotation was applied. 

3.2 Crystal preparation and characterization 

The surface of the grown crystal was analyzed by scanning electron microscopy (SEM). The 
sample was first cut axially (parallel to the 110-plane) for segregation measurements (4-point 
measurements and analysis by Nomarski Differential Interference Contrast Microscopy-NDIC). 
The axial slab was polished with 9 flm and 1 flm diamond paste and SYTON™ and etched with 
the 1: 1: 1 etch (H20 2 : CH3COOH : HF) for 30 seconds. From the remaining part of a half 
cylinder, radial wafers have been cut (orientation: <111>, thickness: 3 mm), polished and etched 
by the Billig etch3 (12g KOH, 8g K3[Fe(CN)6], dissolved in 100 ml H20) for 8 minutes at ~80°C. 

4 Results 

After growing ~7 mm by the normal Bridgman mode with wall-contact, detachment started and 
continued for 27 mm. The wall-free growth took place over the whole circumference of the 
crystal except for some small ridges . (This topic will be discussed in more detail.) In the 
detached grown part, the three <111>-related growth lines (or micro-facets) showed up; one of 
them can be seen in figure 1 on the upper-left hand side. The remaining 7 mm of the crystal grew 
again with wall-contact. The transition from de-wetting to wetting behavior of the melt was 
visible before the solid-liquid interface reached that point. This suggests that the detachment is 
mainly influenced by the surface condition of the container wall. This transition did not take 
place across a line but over a band about 1 mm wide as seen in figure 1. 

With the transition from detached to attached growth, there is an increase of the crystal diameter, 
as seen in figure 1. From this diameter enlargement, the dimension of the gap between detached 
grown crystal and container wall can be determined; at the given location it was measured to be 
30 flm (see figure 1, right hand side). Therefore it can be concluded that the size of the meniscus 
has not exceeded some tens of micrometers, and the thermocapillary convection which can arise 
from such a small free surface area can be neglected or is at least not in the time-dependent state. 
This is in coincidence with the literature.4 The absence of time-dependent convection has been 
proven by the absence of dopant striations in the detached grown part. Due to the absence of 
dopant striations, the interface curvature can be determined only at the transition from undoped 
seed to doped crystal: The phase boundary is slightly convex with a deflection toward the melt of 
approximately 250 flm. 

The axial macro segregation was estimated by 4-probe measurements. The dopant distribution 
(figure 2) falls between the theoretical curves for complete mixing and purely diffusive mass 
transport. For the calculation, 1<0=0.087 and D=1.9·1 0-4 cm2/s was used.5 The reduced mixing 
indicates low radial temperature gradients and a rather flat solid-liquid interface. At the transition 
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from attached to detached (x=7 mm) as well as at the reverse transition (x=34 mm), no influence 
of the melt-ampoule interaction on the macrosegregation (i.e. on the mixing state of the melt) is 
seen. 

crystal grown 
with wall 
contact .... --
crysta l grown 
without 
wall contact 

crystal grown 
with wall 
contact 

seed 

I I 
loown 

~ .~-

30 
I-lm 

Figure 1. Photograph of the complete crystal (middle part) and SEM-images of the surface, 
showing the transition from detached to attached growth. Front view is on the left; side 
view is on the right hand side. Photos show surface as it grew, i.e. before etching. 

As mentioned above, the crystal grew detached except for several small ridges, where the melt 
was wetting the ampoule wall. The dimension of these ridges is several tens of micrometers in 
width and some hundreds of micrometers in length. A similar observation was made by Witt et 
al.6

•
7 (and described as "Chinese wall"). This implies that the surface layer which prevented 

wetting of the quartz wall by the melt was not coating the ampoule entirely but was disconnected 
at some points. The radial EPD-distribution shows that these ridges are related to a strong 
increase of the defect structure. Due to the high temperature gradient during the growth process 
and a substantial EPD in the seed material, the overall EPD in the grown crystal is high. 
Nonetheless, the EPD is significantly lower in the part grown without attachment to the wall. 
Quantitative measurements are in progress. 
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Figure 2. Axial dopant distribution, measured by 4-point probe. The detachment does not 
influence the macrosegregation. 

5 Discussion 

Without taking into account the hydrostatic pressure, the sum of the growth angle of the crystal 
and the contact angle of the melt (with respect to the container wall) has to be larger than or 
equal to 180° to realize detachment.8 The values of these angles given in literature8

.4 suggest that 
this will not normally be the case. Either the surface treatment (or the coating or the status of 
oxidation) of the container8 or the gas pressure at the triple point melt-crystal-container9 can 
produce detached growth even if this condition is not met. Duffar et al.B have introduced a 
relationship for the gap-width between crystal and ampoule wall, the radius of the crystal, the 
growth angle, and the contact angle. Using this relationship, a contact angle of 174±4° (cf. 106° 
reported4 for Ge on silica) is needed to obtain a gap width of about 30 ~m. This relation does not 
consider a difference in gas pressure at the meniscus compared to the top of the melt. This 
condition existed in our configuration because there was gas exchange between the location of 
the meniscus and the top of the ampoule. The transition from attached to detached growth and 
vice versa, as well as the irregular transition (i.e. the simultaneous appearance of attached and 
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detached growth at different positions of the interface), suggest that the surface condition of the 
quartz glass ampoule was the main source for the detachment in this case. The exact mechanism 
of the different wetting behavior can not be explained yet and will be the subj ect of systematic 
investigations (e.g. measurement of the contact angle with respect to surface treatment of the 
quartz glass). An important point is that the detached growth is possible even under normal 
gravity conditions, where the hydrostatic pressure assures that the melt touches the container 
wall. 

6 Summary 

For the first time, detached Bridgman growth was observed in-situ. The main results can be 
summarized as following: 

• The gap between the detached-grown crystal and the wall of the qllartz-glass ampoule was 
measured to be about 30 ~m. 

• Detached growth occurred over the whole circumference of the crystal; the crystal was in 
contact to the ampoule only along some small ridges. 

• The transition from attached to detached and vice versa did not take place across a line but 
over a band about 1 mm wide. 

• No dopant striations are seen in NDIC-images, indicating that the free surface of the melt 
meniscus does not cause time-dependent thermocapillary convection. 

• No influence of the detachment is seen on the macro segregation. The axial dopant distribution 
falls between the theoretical curves for complete mixing and diffusive mass transport. 

• The EPD is noticeably reduced in the detached grown part (quantitative measurements in 
progress). 
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1 Objectives of the Investigation 
The objective of this study is to (1) experimentally test the validity of the modeling predictions 
applicable to the magnetic damping of convective flows in electrically conductive melts as this 
applies to the bulk growth of solid solution semiconducting materials and (2) assess the effectiveness 
of steady magnetic fields in reducing the fluid flows occurring in these materials during processing. 
To achieve the objectives of this investigation, we are carrying out a comprehensive program in the 
Bridgman and floating-zone configurations using the solid solution alloy system Ge-Si. This alloy 
system has been studied extensively in environments that have not simultaneously included both low 
gravity and an applied magnetic field . Also, all compositions have a high electrical conductivity, and 
the material s parameters permit reasonable growth rates. 

An important supporting investigation is determining the role, if any, that thermoelectromagnetic 
convection (TEMC) plays during growth of these materials in a magnetic field. TEMC has 
significant implications for the deployment of a Magnetic Damping Furnace in space. This effect 
will be especially important in solid solutions where the growth interface is, in general , neither 
isothermal nor isoconcentrational. It could be important in single melting point materials, also, if 
faceting takes place producing a non-isothermal interface. 

2 Microgravity Relevance 
During Bridgman or floating zone growth of semiconductors, generation of destabilizing 
temperature gradients in the melt is unavoidable, resulting in buoyancy-induced convective mixing 
of the liqu id phase. On Earth this convective mixing is generally very intensive and interferes with 
egregation of melt constituents at the growth front. Crystal growth in low Earth orbit provides the 

opportunity to reduce the buoyancy-induced convective intensity; in some cases, mass transfer 
diffusion-controlled growth may be achieved if the residual acceleration direction and magnitude 
can be controlled. However, calculations and recent flight experiment results clearly indicate that 
simply reduc ing the steady-state acceleration to values achievable in low-Earth orbit will not provide 
diffus ion controlled growth conditions for solid solution melts ~ 1 cm in diameter if accelerations 
transverse to the growth axis are not controlled. Magnetic damping of convection in electrically 
conductive melts can be used to provide a higher degree of control on convection in the melt. 
Magnetic damping effects both buoyancy-induced and Marangoni convection and may enable 
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diffusion controlled growth without the control of the growth direction relative to the residual 
steady-state acceleration. Thus our understanding of convective influences on melt-growth processes 
can be further advanced, and our ability to interpret space experimental results may be significantly 
improved. 

3 Results 

3.1 Vertical Bridgman Growth 

3.1.1 Calculations 

The calculations were performed for the entire system including the furnace, the cartridge, and the 
charge. In this approach, the furnace setpoints were the inputs into the model ; the temperature field 
in the entire system, the growth interface shape, and the melt composition were the model output. 
Convection in the melt was modeled to be driven by thermo-solutal buoyancy forces , and the growth 
interface shape was calculated from the phase diagram for Ge-Si. The simulations were conducted 
iteratively, where at each iteration the growth interface shape was updated . 

Temperature, concentration, and velocity fields are obtained as a solution of coupled axisymmetric 
energy, species, momentum, and mass conservation equations. Buoyancy (thermal and solutal) was 
incorporated using the Boussinesq approximation. The applied magnetic field was parallel to the 
gravity vector and the growth direction. 

We have assumed that the growth rate is equal to the pull rate of 0.8)lm/s, and that the segregation 
coefficient is constant and equal to 4.3 (which corresponds to the segregation coefficient at 5 at% 
Si). The set points used in the calculations resulted in a nearly constant gradient of - 43 0C/cm in the 
ampoule wall over the whole melt domain. 

Simulation results indicate that in spite of axial solutal stabilization of convection in the melt, the 
effect of thermo-sol uta I convection on radial segregation is strong; elimination of this effect requires 
significant reduction of gravity to 10-5 to lO-6 levels or application of large magnetic fields close to 
6T on Earth. 

3.1.2 Experiments 

A series of Gel-xSix alloys, with nominal silicon concentrations of 5 at %, has been grown by the 
vertical Bridgman method. A seven-zone furnace was used to obtain a constant axial thermal 
gradient of 35° Klcm along the length of the ampoule. Such a constant axial gradient can reduce 
inevitable radial thermal gradients that arise as a result of differences between the thermal 
conductivity of the solid and liquid phases and the ampoule. l In order to assess the effect of 
ampoule thermal conductivity on interface shapes and radial segregation, alloys were grown in 
graphite, hot-pressed boron nitride, and pyrolytic boron nitride ampoules for comparison. All the 
samples repOlted here were solidified with a furnace translation velocity of 0.4 )lm/s. For each 
crystal growth experiment, a static axial magnetic field of either 0 or 5 Tesla was applied. 

The ampoules were loaded with 8-mm diameter Ge and Si ingots, placed on top of Ge seeds, with a 
<100> crystallographic orientation. After the ampoules were placed in the furnace , the furnace was 
lowered until part of the Ge seed was melted . The furnace was held at this position for up to 72 
hours to let the melt completely homogenize. During the homogenization time, and prior to 
translation, crystal growth occurred until the Si concentration in the solid was in equilibrium with the 
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Si concentration in the melt, such that Cs = k(CJjCr, where Cs is the Si concentration in the solid, 
CL is the Si concentration in the liquid, and k is the segregation coefficient. Initially, the 
temperature of the solid/liquid interface is the melting point of Ge. Silicon diffuses downwards 
towards this interface, increasing the Si concentration, and moving the phase boundary upwards with 
respect to the furnace. This period of regrowth has been previously described.2 The furnace was 
then translated upward until the entire sample had solidified. After growth, the axial and radial 
concentration profiles were measured by microprobe and energy dispersive x-ray (EDX) 
spectroscopy. The microstructure was revealed after etching by means of No mar ski Differential 
Interference Contrast microscopy (NDIC) . 
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Figure 1. Axial 
composition profile for a 
Gel_xSix alloy grown in a 5 
Tesla axial static magnetic 
field with a furnace 
translation rate of 
0.4 1-1m/s. 

Figure 1 shows a typical axial segregation profile. This particular profile was obtained from a 
sample grown in a hot-pressed boron nitride ampoule and in a 5 Tesla field. In addition to the 
experimental data, the figure also shows a complete mixing curve, determined from the Pfann 
relation, and data from a one-dimensional diffusion model. The diffusion model takes into account 
the variation in segregation coefficient with respect to the liquidus composition. The Ge seed 
portion of the crystal is that below approximately 2 cm. The steep increase in Si concentration from 
o to 22 at % indicates the period of regrowth. The sudden drop in Si concentration indicates where 
furnace translation begins. All of the samples, regardless of the ampoule material and whether a 5 T 
field was applied, exhibit very similar behavior during the initial transient of the axial segregation 
profile. That is , the experimental data, in the initial transient region, are much better fit by the 
diffusion model than by the complete mixing model. However, after the in itial transient, axial 
segregation profi les for all of the samples deviate at least somewhat from that expected for diffusion­
controlled growth, particularly in the final transient region. 

For the same sample, the largest degree of concavity in the radial segregation data is found in the 
initial transient region, where the change in the axial profile is also the largest. In the data examined 
to date, no clear distinction was observed between the radial profiles of samples grown with or 
without an applied field. 

With the exception of the sample grown in a graphite ampoule, all samples remained single crystal 
up to where they reached a maximum Si concentration. The sample grown in a graphite ampoule 
had a highly concave interface and became polycrystalline even in the regrowth portion of the 
sample. In general, striations were observed in the regrowth portion of the samples. The samples 
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remained single crystals for 1-2 mm beyond the point of maximum Si concentration where multiple 
grains, and in some cases large striations, were observed. An increase in the concavity of the 
interface shapes was also observed in this region . It is possible that the large change in lattice 
constant, as a result of a steep drop in Si concentration, is responsible for the deviation from single 
crystallinity. No clear distinction in the morphology between samples grown with or without a 5 T 
field was observed. 

3.2 Float Zone Growth 

The critical Marangoni number for silicon, which describes the transition from laminar to time­
dependent flow, has been determined to be ~150) Therefore even small zone geometries result in 
time dependent Marangoni convection, leading to an irregular microscopic growth velocity and to 
dopant striations in the grown crystal) Whereas the time dependency of the flow causes 
microscopic inhomogeneities, the time-independent, steady convection effects only the 
macrosegregation.4 In this project, the influence of a static axial magnetic field (variable between 
B=O and B=5 T) on the microsegregation, the macrosegregation, and the interface curvature has 
been analyzed. Except to note that magnetic fields tend to flatten the interface, this report will 
discuss only the segregation results. 

3.2.1 Experimental setup and growth technique 

The growth experiments were performed in a monoellipsoid mirror furnace .5 The 8 mm diameter 
samples were mounted wall-free and sealed in the ampoules with argon or oxygen. B, Ga, P, As , 
and Sb were used as dopants. Zone heights in the range of 8 to 12 mm were established. 
Calculations of the temperature field have been performed,6.7 which predict axial temperature 
gradients of ~100-150 Klcm at the solidlliquid interface and a maximum temperature difference of 
~30-50 K between the interface and the half of the zone height (temperature maximum) for the 
case of diffusive heat transport. These values will be reduced by convection. The usual translation 
rate was 4 mm/min. The maximum grown length was approximately 40 mm. The furnace was 
positioned in the center of a superconducting solenoid. The floating zone was monitored by a 
borescope and a CCD-camera. 

3.2.2 Preparation and characterization of the grown crystals 

The grown crystals were cut lengthwise along the (110)-plane, polished, etched using the WRIGHT 

etch,8 and analyzed qualitatively by NDIC (Nomarski Differential Interference Contrast 
Microscopy). Four-point probe and spreading resistance measurements were carried out on selected 
samples. 

3.2.3 Resu lts 

The axial macroscopic segregation is shifted towards a more diffusion-controlled profile with 
higher induction. However, experiments with pill doping and oxide coated samples9 show that even 
at 5 Tesla diffusion-controlled growth has not been obtained. This result is corroborated by 
numerical simulations. 10 

In contrast to the macro segregation results, the magnetic field has a substantial influence on the 
microsegregation of the grown crystals: Crystals grown without magnetic field have strong and 
irregular striation patterns caused by time dependent Marangoni convection. These patterns, based 
on their shape and demarcation experiments, indicate the shape of the growth interface. These 
striations are eliminated in crystals grown in magnetic fields as low as 500 mT. Unfortunately, 
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striation-free growth in strong axial fields is not easily reproducible , as a lot of the grown crystals 
(mostly the As- and Sb-doped samples) showed the unexpected appearance of striations after an 
initial striation-free area. The striations are never present at the start of growth. They form only 
after some material is crystallized; stopping the translation and then starting again repeats this 
sequence. Figure 2 shows an example of these structures. These striations can be quite pronounced 
and are often of clearly oscillatory nature (note that all the crystals were grown without rotation) , in 
contrast to striations caused by thermocapillary convection. The strength, frequency, and position 
of these striations varies somewhat between experiments, or even within the same crystal. The 
frequency range is between O.lHz and 10Hz. In contrast to the residual striations detectable outside 
the core in the case of lOO-500mT,II ,12 they are not limited to the crystal periphery . They do occur 
in magnetic field grown crystals coated with Si02 to suppress thermocapillary convection. The 
position of these striations often suggests a convectively mixed torus in the zone. They do not 
always follow the interface shape closely . Several possibilities for the origin of these effects have 
been considered. The most convincing explanation is thermoelectromagnetic convection (TEMC). 
TEMC is caused by the interaction of magnetic fields with thermoelectric currents . 13 The motion in 
the melt is caused by the Lorentz force resulting from the interaction at the thermoelectric current 
with the magnetic field. For materials with good conductivity and high thermoelectric coefficients , 
these currents can reach considerable values and TEMC can be the dominant source of convection. 
The gradient of the thermovoltage, the source of the current, may be due to temperature gradients , 
the difference in the Seebeck coefficient between liquid and solid, or possibly also by changes of 
the Seebeck coefficient due to compositional inhomogeneities. Strong effects should be expected if 
facets are present, due to the undercooling of the liquid in front of the facet interface, As only the 
current components perpendicular to the field lines lead to a Lorentz force , the TEMC in axial 
fields is mainly driven by radial gradients , which in turn leads to an azimuthal flow. The field also 
damps convection due to TEMC, so the azimuthal velocity goes through a maximum as a function 
of the induction. 

The application of strong axial magnetic fields is an interesting tool for controlling the segregation in 
silicon floating zones, but one that has to be used with caution. The axial macro segregation, usually 
close to the complete mixing case due to strong thermocapillary convection, can be shifted towards a 
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Figure 2. Silicon 
float-zone sample 
showing initial 
absence of 
striations followed 
by the appearance 
of TEMC-induced 
striations. 
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more diffusion-controlled regime, but it is not possible to attain purely diffusive conditions even 
with fields of 5T. This is only possible by the combination of microgravity and a coated melt 
surface .9 The radial segregation is initially deteriorated by the application of axial fields < 1 T due to 
the separation of the flow field into two areas, a quiescent center and a thin boundary layer strongly 
mixed by thermocapillary convection'! 1 ,14 The thickness of the outer layer, however, is dependent 
on induction, and fields ~ 1 T are sufficient to reduce it to insignificant values. 

Strong fields suppress time-dependent thermocapillary convection completely, thus eliminating the 
striations associated with it. However, a new type of striations was found in some of the crystals. 
The striations, often exhibiting strong periodicity, usually do not appear at the outset of growth, but 
only after some material has been grown. The explanation consistent with the experimental results is 
that they are caused by thermoelectromagnetic convection, originating from the interaction of 
thermoelectric currents with the field. A radially oriented current in an axial magnetic field leads to 
an azimuthal flow. In the case of axial fields, a deviation from circular symmetry (of the isotherms, 
the crystal position, due to faceting etc.) is necessary to generate a net current. This explains the fact 
that the effect is not always observed. 

4 Summary 

Magnetic fields up to 5 Tesla are sufficient to eliminat time-dependent convection in silicon floating 
zones and possibly I Bridgman growth of Ge-Si alloys. In both cases, steady convection appears to 
be more significant for mass transport than diffusion, even at 5 Tesla in the geometries used here. 
These areults are corroborated in both growth configurations by calculations. 
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THE PEA TURES OF SELF-ASSEMBLING ORGANIC BILA YERS 
IMPORT ANT TO THE FORMATION OF ANISOTROPIC INORGANIC MATERIALS 

IN MICROGRA VITY CONDITIONS 

Daniel R. Talham 
Department of Chemistry 
University of Florida 
Gainesville, FL 32611-7200 
(352) 392-9016 
talham@chem.ufl.edu 

James H. Adair 
Materials Research Laboratory 
Pennsylvania State University 
University Park, PA 16802-4801 
(814) 863-6047 
jadair@mrl.psu.edu 

Hypothesis and objective. 

There is a growing need for inorganic anisotropic particles in a variety of materials science 
applications. Structural, optical, and electrical properties can be greatly augmented by the 
fabrication of composite materials with anisotropic microstructures or with anisotropic particles 
uniformly dispersed in an isotropic matrix. Examples include structural composites, magnetic 
and optical recording media, photographic film, certain metal and ceramic alloys, and display 
technologies including flat panel displays. While considerable progress has been made toward 
developing an understanding of the synthesis of powders composed of monodispersed, spherical 
particles, these efforts have not been transferred to the synthesis of anisotropic nanoparticles. I

-
3 

The major objective of the program is to develop a fundamental understanding of the growth of 
anisotropic particles at organic templates, with emphasis on the chemi.cal and structural aspects 
of layered organic assemblies that contribute to the formation of anisotropic inorganic particles. 

There are two ways that anisotropically shaped particles have been produced from solution.4 The 
first is crystallographic ally controlled growth, producing particle shapes dictated by the relative 
growth rate among the various habit planes. Growth rates are often controlled by the inclusion of 
adsorbates or "poisons" that selectively restrict the growth of certain faces. A second approach is 
to control nucleation and growth by the synthesis of materials in the presence of molecular 
templates. While this method has been successfully used to restrict the size of particles,5-s there 
have been few attempts to control particle shape. The current project applies principles from 
both of these approaches to achieve particle shape control by employing amphiphilic molecules 
assembled into specific lyotropic micellular structures as templates for the formation of 
anisotropic inorganic particles. An important aspect of our approach is to include careful 
analysis of the chemical nature of the particle/template interface, as this interaction can play an 
equally important role in determining the shape and orientation. As part of our studies, we make 
extensive use of model membrane systems prepared by Langmuir-Blodgett (LB)9 methods in 
order to efficiently survey possible template systems and establish the important chemical and 
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geometric features of the templates that influence particle growth. Our hypothesis is that 
uniform dispersions of anisotropic inorganic particles can be produced with templating methods 
if the chemical interaction between the organic template and the 'particle is carefully controlled. 

Our initial work has now lead to LB model studies of silver and gold particles at organic 
templates. Silver particles are grown from silver nitrate solutions at monolayer templates formed 
from negatively charged surfactants. Gold particles have been formed photochemically by 
decomposing AuCI4- at positively charged monolayers. lo Plate-like platinum and silver particles 
have now been fabricated at lyotropic micellular templates,II-13 and free standing bilayer 
templates have also been used to prepare other inorganic particles. 14,15 

Justification for Microgravity Experiments. 

The advantages of a microgravity environment for studying crystallization, nucleation and 
growth processes are well documented. 16,17 In the present project, minimizing convectional 
induced fluid shear and sedimentation in the micro gravity environment should allow extended 
structure organic templates to form rather than fragments or "rafts" that result at normal Earth's 
gravity. Convection limits the size of uniform template domains and also creates a non-uniform 
size dispersion. These imperfections in the template structures make it difficult to assess the role 
that the chemical and geometric identities of the template play in controlling particle size and 
dispersion. Reducing convection will also minimize the agglomeration of particles that are 
produced. Sedimentation is less of a problem than convection in the synthesis and processing of 
nanoscale particles or particles with nanometer scale in at least one dimension. Analysis 18 
demonstrates that the displacement due to gravity becomes less dominant as the particle size 
becomes smaller than about 0.25 flm. In contrast, sedimentation will begin to mask template 
effects as particle sizes increase beyond several hundred nanometers. 

Langmuir-Blodgett Template Model Studies. 

Four organic surfactants with different headgroups (Pot, OS03-' SR, COO-) have been spread 

onto an aqueous silver nitrate solution. The resulting Langmuir films were then transferred onto 
different hydrohobic subtrates to form multilayered LB flims. Exposure of these films to 
formaldehyde vapor results in the formation of quasi-spherical silver particles that range in size 
from 10 to 20 nm within one day. Further exposure to formaldehyde vapor leads to coalescence 
of these nanoparticles to give three-dimensional aggregates that have been characterized by 
Atomic Force Microscopy (AFM) and Transmission Electron Microscopy (TEM). 

The electrochemical formation of two-dimensional silver films under monolayers of the same 
four organic surfactants has also been studied. The reduction of silver cations to give metallic 
silver is achieved by applying a constant potential (from -0.2 V to -2V vs an SCE electrode used 
as the reference electrode) between a working electrode that just touches the surface of the 
aqueous subphase and a counter-electrode immersed into it. Within 1 to 10 minutes (depending 
on the nature of the surfactant which is used), a shiny, mirror-like, silver film can be observed at 
the organic monolayer-subphase interface. Optical microscopy and TEM have allowed us to 
determine the fractal structure of these films, which are constituted by interconnected and 
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randomly oriented 50-100 nm silver particles. The nature of the organic surfactant, but also the 
organization of the Langmuir monolayer has a strong effect on the electrocrystallization process. 

Gold nanoparticles lO were generated by ultraviolet irradiation of Langmuir-Blodgett (LB) films 
of octadecylamine (ODA), 4-hexadecylaniline (HDA) and benzyldimethylstearylammonium 
chloride monohydrate (BDSAC) deposited from aqueous HAuC14 subphases. In contrast, no 

gold crystals were observed in irradiated LB films prepared from monolayers of dipalmitoyl-DL­
a-phosphatidyl-L-serine (DPPS) and dipalmitoyl-L-a-phosphatidylcholine (DPPC). The optical 
properties of colloidal gold provide an opportunity to monitor the formation of gold particles 
with UV -visible spectroscopy. Figure 1 shows the time evolution of the absorption spectra of a 
13 layer aDA LB film under UV illumination over 30 min. It can be seen that the absorption 

band at 330 nm, which is assigned to the AuC14 - species, initially decreases and a strong plasmon 
band around 550 nm appears with increased irradiation time. At the same time, the LB film 
changes gradually from colorless to deep purple, indicating that the photoreduction of gold ions 
to zerovalent gold nanoparticles occurs very efficiently. 

The absorption spectra of 11 layer films of BDSAC and HDA LB also show the gradual 
appearance of a plasmon band around 550 nm upon irradiation, indicating that metallic gold 
particles are formed and grow under UV irradiation. However, these absorption peaks are less 
intense than the band shown in Figure 1 for the ODA film. The reduced intensity is also obvious 
to the naked eye as the final purple color of the BDSAC and HDA LB films is much less 
pronounced than that of the ODA LB film. No change in the color of a white 10 layer DPPS LB 
film was observed after up to two hours of UV illumination, and there was no change in its UV­
visible spectrum over that time. 
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Figure 1. UV-visible absorption spectra of a 13 layer ODA LB film after exposure to UV light 
for: a) 0 min; b) 15 min; c) 20 min; d) 25 min; e) 30 min. 
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Transmission electron microscopy shows that arrays of particles ranging from 10-200 nm 
diameter are formed in the ODA and BDSAC films, and irregular arrays of larger particles are 
formed in the HDA films. AFM studies of ODA, HDA and BDSAC LB films not only confirm 
the results obtained by TEM in terms of size and shape of the gold crystals, but also reveal that 
the photoreduced metallic particles are rather thin. The surface analysis of a nine layer BDSAC 
LB film displayed in Figure 2 reveals a variation of the height of 15 ± 5 nm due to the presence 
of the gold nanoparticles. Similar values were obtained with ODA and HDA LB films. These 
results indicate that the gold crystals exhibit a high surface to volume ratio. 

The observation of gold particles in some of the films and not others indicates that strong 
attractive electrostatic interactions exist between the positively charged polar heads of ODA, 

HDA and BDSAC and the AuCl4 - anions present in the subphase. These electrostatic forces 
allow the transfer of the anionic species during the LB film deposition. As the zwitterionic polar 
heads of DPPS and DPPC do not induce similar attractive interactions, few gold anions are 
transferred onto solid substrates using these lipids as templates. Moreover, comparison of the 
films after particle growth indicates that, under our experimental conditions, the ODA monolayer 

binds the AuC14 - anions more efficiently than the BDSAC and HDA films because of a higher 
charge density. 
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Figure 2 (left) AFM image (700x700 nm) and (right) corresponding section analysis of a 9 
layer BDSAC LB film deposited onto a silicon wafer and exposed to UV light for 120 min. 

626 



Free Standing Bilayer Templates. 

Templating in free standing bilayers can be used to produce metal platelets as well as the 
semiconductors previously described."·13 Figure 3 shows the effect of preparing silver and 
platinum particles in a bilayer system with little or no metal ion binding at the polar head group. 
In contrast the amine co-surfactant system (pentylamine/sodium dodecylsulfonate-toluene-water) 
and a bilayer composed of water and octylamine produces tabular-shaped Pt and Ag particles, 
respectively. A variety of metallic platelets have been prepared in the water-octylamine system 
including Au, Cu, and Ag/Pd alloys of special interest to the electronics community. 

In addition to the templated synthesis of metal particles we have begun studies on two additional 
facets of self-assembled systems, enzyme catalyzed particle synthesis '4 and room temperature 
synthesis of metal oxides. ' 5 In the former work a urea-urease substrate-enzyme couple was used 
to synthesize aluminum basic sulfate from 15°C to 40°C by exploiting the pH increase created by 
the urease mediated breakdown of urea to ammonia and carbonate. Under certain conditions 
discrete, submicron, spherical AI(OH)x(S04\ particles were produced via precipitation from 
homogeneous solution in contrast to the large particles of broad size distribution produced by the 
more traditional thermal breakdown of urea. It was shown in extended kinetic studies at 25°C 
that the anhydrous metal oxide is the stable phase of both ondoped and Y -doped zirconia, an 
important material for a variety of applications including structural ceramics and high 
temperature fuel cells. Experiments are anticipated that will combine the enzyme-induced 
precipitation reactions with low temperature synthesis within bilayer self-assembly systems to 
produce unique particles of heretofore thermodynamically intractable materials such as Y -doped 
zirconia and optoelectronic materials such as CuInSer 

A B c 
Figure 3. TEM photomicrographs of Pt and Ag particles produced in bilayer systems. (A) Pt 
particles produced in an AOT-heptane-water bilayer system without specific polar group 
templating; (B) Pt particles produced in a pentylamine/sodium dodecylsulfonate-toluene-water 
bilayer system with specific polar group templating and; (C) Ag particles produced in an 
octylamine-water bilayer with templating. 
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DYNAMIC NUCLEATION OF SUPERCOOLED MELTS and 
MEASUREMENT OF THE SURFACE TENSION AND VISCOSITY 

1. INTRODUCTION 

E.H. Trinh and K. Ohsaka 
Jet Propulsion Laboratory 

California Institute of Technology 

We investigate the phenomenon of acoustic pressure-induced nucleation by using a 
novel approach involving the large amplitude resonant radial oscillations and collapse of a 
single bubble intentionally injected into a supercooled liquid. Using a combination of 
previously developed and proven techniques, the bubble is suspended in a fluid host by an 
ultrasonic field which supplies both the levitation capability as well as the forcing of the 
radial oscillations. We observe the effects of an increase in pressure (due to bubble 
collapse) in a region no larger than 100 !-lm within the supercooled melt to rigorously probe 
the hypothesis of pressure-induced nucleation of the solid phase. The use of single bubbles 
operating in narrow temporal and spatial scales will allow the direct and unambiguous 
correlation between the origin and location of the generation of the disturbance and the 
location and timing of the nucleation event. In a companion research effort, we are 
developing novel techniques for the non-contact measurements of the surface tension and 
viscosity of highly viscous supercooled liquids. Currently used non-invasive methods of 
surface tension measurement for the case of undercooled liquids generally rely of the 
quantitative determination of the resonance frequencies of drop shape oscillations, of the 
dynamics of surface capillary waves, or of the velocity of streaming flows. These methods 
become quickly ineffective when the liquid viscosity rises to a significant value. An 
alternate and accurate method which would be applicable to liquids of significant viscosity 
is therefore needed. We plan to develop such a capability by measuring the equilibrium 
shape of levitated undercooled melt droplets as they undergo solid-body rotation. The 
experimental measurement of the characteristic point of transition (bifurcation point) 
between axisymmetric and two-lobed shapes will be used to calculate the surface tension of 
the liquid. Such an approach has already been validated through the experimental 
verification of numerical modeling results. The experimental approach involves levitation, 
melting, and solidification of undercooled droplets using a hybrid ultrasonic-electrostatic 
technique in both a gaseous as well as a vacuum environment. A shape relaxation method 
will be investigated in order to derive a reliable method to measure the viscosity of 
undercooled melts. The analysis of the monotonic relaxation to equilibrium shape of a 
drastically deformed and super-critically damped free drop has been used to derive 
interfacial tension of immiscible liquid combinations where one of the component has high 
viscosity. A standard approach uses the initial elongation of a droplet through shear flows, 
but an equivalent method could involve the initial deformation of a drop levitated in a gas 
by ultrasonic radiation pressure, electric stresses, or even solid body rotation. The dynamic 
behavior of the free drop relaxing back to equilibrium shape will be modeled, and its 
characteristic time dependence should provide a quantitative means to evaluate the liquid 
viscosity. 

2. DYNAMIC NUCLEATION OF SUPERCOOLED WATER 

The ability of mechanical disturbances such as pressure waves and high-speed flow to 
nucleate the solid phase from a supercooled melt has been a subject of controversy for 
some time. The unambiguous correlation of the nucleation event to the actual mechanically-
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induced disturbance has been difficult to establish because the potential for heterogeneous 
nucleation cannot be ruled out. Thus, the ability to isolate the melt from container walls by 
using levitated samples would allow the elimination of one cause for heterogeneous 
nucleation. The spatial localization of the source of mechanical disturbance within a very 
small region in the supercooled melt will also allow a more convincing case for ruling out 
the influence of heterogeneous sites. We have used ultrasonically-trapped and radially 
oscillating gas bubbles with diameter ranging between 10 and 50 Ilm to induce pressure 
waves within a region localized around them. By driving these gas bubbles into the "giant" 
monopole resonance! , substantial repeating pressure waves can be generated within the 
melt immediately outside the bubble wall. At the same time, high velocity motion of the 
bubble wall during its collapse cycles potentially induce high-speed flows (100-1000 mls) 

within a 10 Ilm wide spatial region. 

We have obtained evidence of dynamically-induced nucleation of ice in water supercooled 
to lower than -5 oC through the large-amplitude radial oscillations of 10 !lID-diameter air 
bubbles. This was accomplished by ultrasonically trapping a gas bubble in a small thin­
walled container filled with water placed within another liquid-filled ultrasonic resonator 
driven at 21 kHz 2. The experimental procedure consists in introducing the thin-walled cell 
filled with about 3 cc of distilled and filtered water into the ultrasonic cell maintained at a 
temperature below a 0c. Power input to the transducer driving the cell is subsequently 
adjusted to drive the bubble into large-amplitude radial mode oscillations and into the 
sonolurninescing region. 

(e) (f) 
Figure 1. Sequence of the onset of 

solidification induced by a cavitation bubble. The water temperature is _5 °C and the bubble is oscillating 
in the non-luminescing volume mode. The time interval between two consecutive frames is 1130 second. 

Figure 1 shows a sequence for the ice formation at -5°C: (a) The bubble is oscillating in 
the non-luminescing volume mode. The cyclic variation of the bubble radius is seen as a 
halo around the dark core due to back lighting. The radius at maximum bubble expansion 
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is approximately 45 Ilm. The inserted image at the bottom corner of (e) is for a better 
visualization of the cavitation bubble at the stable state. (b) The bubble seems to be 
distorted judging from the non-spherical halo. (c) The bubble is ejected from the stable 
bubble position and moved toward the six o'clock direction. (d) The bubble completely 
disappears. It is presumed to be shattered. (e) The ice appears in the dendritic form. (f) 
The dendrite grows at approximately 0.4 crn/sec. This value is comparable with the values 
in the literature, 0.54 crn/sec 3 and 0.39 4 ern/sec. 

Although significant velocity flows are generated by the violent bubble oscillations, the 
time scale of the fluid motion (on the order of microseconds) is still quite long when 
compared to molecular time constants (tens of picoseconds). The spatial scales of the 
bubble and its oscillations are also still very large when compared to the size of the 
fluctuating water molecular clusters described by the classical nucleation processes. Under 
these circumstances, we believe that pressure waves emitted during the violent periodic 
bubble collapses are responsible for the ice nucleation. A simple argument based on the 
water phase diagram and classical nucleation theory concepts suggests that a positive 
pressure wave up to 10 GPa is capable of nucleating the solid phase2 because of the 
freezing point shift. 
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Figure 2. Dendritic growth velocity experimental re ult and comparison with theory. 
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Because the initial ice nucleus is generated within the bulk of the liquid without any seed, 
the dendritic free growth velocity can be measured. Figure 2 presents some preliminary 
results suggesting that the data can be fitted to the current theory based on a thermal 
diffusion model 5 with a scaling constant equal to 0.01. 

3. MEASUREMENT OF THE SURFACE TENSION AND VISCOSITY 

We have first addressed electrically uncharged drops that are ultrasonically levitated in air 
in I-G. Due to the necessity to overcome the full impact of gravity on Earth, the high 
ultrasonic stresses required for the levitation of a drop also distorts its shape into an 
approximate oblate spheroid 6. The systematic measurement of the shape of the levitated 
drop as a function of the acoustic pressure level allows the calculation of the surface 
tension. This method has the advantage of requiring a single measurement of the aspect 
ratio of a levitated drop and of the accurate determination of the sound pressure level 
(SPL). If an absolute measurement of the SPL is not possible, a relative method can be 
used by measuring the shape parameters of two drops under isothermal conditions: one 
with known and one with unknown surface tension . When the same acoustic sound 
pressure is used for levitation in both cases, the unknown surface tension can be calculated. 

A second method for the measurement of surface tension for highly viscous liquids 
involves the accurate measurement of the dependence of the shape parameter of a levitated 
drop on the rotation rate. When the drop is undergoing axisymmetric solid-body rotation, 
the precise measurement of the rotation velocity at which the equilibrium drop shape 
transitions from the axisymmetric to the three-dimensional two-lobed shape (bifurcation 
velocity) allows the calculation of the surface tension. The bifurcation velocity has been 
theoretically and experimentally shown to be a unique function of the surface tension and 
density of the initially spherical drop. This bifurcation velocity depends, however, on the 
initial equilibrium shape of the levitated drop: due to the reduced stability, an initially oblate 
levitated drop will undergo transition to the two-lobed shape at lower rotation velocity than 
theoretically predicted for a spherical drop 7. In order to circumvent this inconvenience, a 
theory for deriving the bifurcation velocity of non-spherical levitated drops must be made 
available, or low-gravity measurements are required. Another alternative is the Earth-based 
levitation and rotation of electrically charged drops using electrostatic fields 8 which yields 
initially quasi-spherical levitated charged drops. The detailed theoretical analysis of the 
effects of electric charge and field on the bifurcation velocity is then required. We are 
pursuing the last of these alternatives by carrying out Earth-based measurement of the 
bifurcation velocity of levitated drops as a function of the electric charge. 

The measurement of the viscosity of super-critically damped liquid droplets could be 
tackled in a straightforward manner by measuring the relaxation time constant of a drop that 
is initially distorted from the spherical shape. An alternate approach we are currently 
investigating involves the shape relaxation of a rotating drop stretched to an eqUilibrium 
shape just before the onset of fission. We have thus performed some preliminary 
experimental measurements of the shape of rotating levitated drops as they spin down from 
the highly stretched configuration. The procedure involves acoustically rotating a levitated 
drop past the bifurcation point to a stretched two-lobed shape without inducing fission. 
The torque is then subsequently and abmptly released, and the drop is left to relax back to 
the equilibrium axisymmetric equilibrium shape. The time evolution of the relaxation 
process is accurately measured through video photography and the effects of viscosity 
through the evolution of differential flow is analyzed. An analytical model of the process is 
being concurrently developed. 
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Figure 3. Aspect ratio of levitated drops of water and glycerin as they pin down from 
the two-lobed stretched configuration. 

Figure 3 displays results of the measurement of such relaxation for water (I cP) and 
glycerin (850 cP). A significance difference appears to be the double time constant for the 
water droplet. The udden transition to a lower relaxation rate for water has been 
correlated with the transition from negative to positive curvature at the drop midsection. 
The overall faster relaxation time to axisymmetric shape observed for the higher visco ity 
liquid is attributed to the ab ence of differential flows. 

4. SUMMARY 

We have obtained some strong evidence for the correlatIOn between high pressure pulses 
and the onset of nucleation of ice in supercooled water. A semi-quantitative analysis based 
on the effect of pressure on the displacement of the freezing point provides an explanation 
for such a phenomenon. We are also currently pursuing a number of potentially effective 
non-invasive measurement methods for the viscosity and surface tension of highly viscous 
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supercooled liquids. Methods based on rotational dynamics appear to be the most 
scientifically interesting on the point of view of the fluid dynamical processes. 
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INTERFACE PATTERN SELECTION CRITERION FOR CELLULAR STRUCTURES IN 

DIRECTIONAL SOLIDIFICATION 

R. Trivedi, Principal Investigator, Department of Materials Science and Engineering, Iowa State 

University, Ames, IA 50011. Phone: 5515-294-5869; FAX 515-294-4291; trivedi@ameslab.gov 

S. N. Tewari , Co-Investigator, Chemical Engineering Department, Cleveland State University, 

Cleveland, OR, 44115, 

D. Kurtze, Department of Physics, North Dakota State University, Fargo, ND, 58105. 

INTRODUCTION 

The aim of this investigation is to establish key scientific concepts that govern the selection of 

cellular and dendritic patterns during the directional solidification of alloys. We shall first address 

scientific concepts that are crucial in the selection of interface patterns. Next, the results of ground­

ba ed experimental tudies in the AI-4.0 wt % Cu system will be described. Both experimental 

studies and theoretical calcu lations will be presented to establish the need for microgravity 

experiments. 

The formation of cellular and dendritic patterns is important in many disciplines of science. Since 

the growth conditions in directional solidification can be precisely controlled and measured, it 

provides a powerful technique to study the underlying principles that govern the formation of 

ordered, disordered or chaotic patterns. The formation of a cellular or a dendritic structure is 

accompanied by microsegregation of solute, which results in a nonhomogeneous material. This 

non homogeneity in composition not only influences mechanical properties, but it can also generate 

stresses or lead to the format ion of a new stable or metastable phase in intercellular region that can 

significantly alter the properties of the material. Thus the reliability of products made by 

solidification techniques such as casting and welding largely depends upon our ability to control 

solute segregation patterns so as to minimize stresses or to avoid the formation of undesirable 

phases in the intercellular region. 

In the cellular structure, different cells in an alTay are strongly coupled so that the cellular pattern 

evo lution is controlled by complex interactions between thennal diffusion, solute diffusion and 

capillarity effects. These interactions give infinity of solutions, and the system selects only a 

narrow band of solution . The aim of this investigation is to obtain benchmark data that will allow 

635 



I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

us to quantitatively establish the physics of the pattern selection process. A sequence of directional 

so lidification experiments has been proposed to quantitatively establish the fundamental principles 

that govern cell/dendrite microstructure selection. As the solidification velocity is increased, or the 

temperature gradient decreased, the interface undergoes several transitions: planar to smal l 

amplitude cells, to deep cells, and finally to dendrites. These changes in microstructures occur at 

low velocities where thermosolutal convection is dominant. Since reliable theoretical models are 

not yet possible which can quantitatively incorporate fluid flow in the selection criterion, 

microgravity experiments on cellular and dendritic growth are proposed to obtain benchmark data 

that can be quantitatively analyzed to establish the fundamental principles that govern the selection 

of specific microstructure and its length scales. 

GROUND-BASED EXPERIMENTS 

Previous ground-based study established that the conditions under which cellular and dendritic 

microstructures form are precisely where convection effects are dominant in bulk samples . We 

have performed ground-based experiments investigating the potential of several methods to reduce 

convection in terrestrial experiments. The methods studied include use of magnetic fields (axial 

and transverse) and the use of very small diameter samples of metallic alloys. 

In order to see if the application of a magnetic field can suppress convection, directional 

so lidification experiments were carried out in presence of axial and radial magnetic fields. It was 

observed that the application of a transverse magnetic field does not reduce the extent of solutal 

mixing due to convection . In addition, the transverse magnetic field introduces an anisotropy in 

the fluid flow that distorts the cellular mushy zone morphology. Thus , another technique was 

developed to reduce convection. In this technique, A series of experiments has been carried out in 

the AIAwt% eu alloy system using thin tubes of diameters varying from 6.0 mm down to 0.4 

mm. A bundle of thin samples of varying diameters was placed inside the 6 mm diameter tube, and 

all samples were directionally solidified simultaneously in a single experiment. As a result, the 

thermal profile and the translation rate imposed on the samples were identical except for the degree 

of convection which depends on the tube diameter. Since convection effects are gradually reduced 

as the sample size is decreased, quantitative evaluation of convection effects on microstructural 

development can be obtained. The results of this series of experiments are illustrated in Fig. 1 

which shows microstructures as a function of both the sample size and growth velocities at a given 

temperature gradient G= 1 0 Klmm. 
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Figure 1. A matrix of microstructures with varying velocity and sample diameters in AI-4.0 wt % 

alloys. 

637 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 

I 



,-

I 

I 

Reducing the sampJe diameter (decreasing the extent of convection) results in the following: 

• The tip temperature decreases. 

• The primary arm spacing increases. 

• Planar-to-cellular and cellular-to-dendritic transitions occur at lower growth speeds. 

Microsegregation profiles across the cells obtained by electron-microprobe, Fig. 2, show that the 

solutal profile changed significantly until the diameter of the sample was reduced to 1 mm. Below 

this value there was no noticeable change. This suggests that diffusive growth conditions in Al-4.0 

wt % eu are approached only when the sample diameter is less than 1 mm. However, for this 

sample size, only very few cells were present and the constraint of the wall did not allow them to 

reach the steady-state configuration. A Steady state was approached only when a single cell was 

present at the center of a thin tube. In this case, no selection occurs and no information on the 

selection criterion can be obtained. 
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Figure 2. Microsegregation profile across cells for samples of different diameters that were 

directionally solidified in a single experiment. 
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Experimental studies were carried out for different velocities and temperature gradient values to 

establish the conditions under which planar to cellular and cellular to dendritic transitions occur. 

These transitions were found to depend upon the diameter of the tube, or upon the presence of 

convection. Figures 3a shows the transition conditions in large samples, whereas Fig. 3b is for 

small diameter samples in which diffusive growth occurs . It is seen that convection effects 

tabilize, or require higher velocity, for both the planar to cellular and cellular to dendritic 

transitions. These results in thin samples will allow us to precisely characterize experimental 

parameters under microgravity conditions. 

These ground-based experimental studies clearly demonstrated the presence of significant 

convection in bulk samples. Although this experimental method permits access of the diffusive 

regime, this technique cannot be used to characterize microstructures for which the microstructural 

length scale is of the order of the sample diameter. Since sample diameters of I mm or less is 

required for diffusive growth, only a single cell can form. There is no selection for the formation 

of a single cell, so that it is not possible to obtain diffusive growth terrestrially in bulk alloy 

samples that are large enough to establish the selection criterion or to obtain statistically meaningful 

distribution of spacing of cell/dendrite arrays. 

tslr' .!;'lIIri~'" n(nnt:al)l~ u llv 

tJ 
~ ! I (Io]erd I!)~ la~ , 

._- WE ~r, 

~ " P ;,)-rt 

~ I 
~ Pblr\;!'r 

.~ •. CH:h .... r.:.. IIMI :.: 1111 I j t.:: I .. Du'iJii.w 
~ 

ID I ., IlH'.;rbI 
! 1.:- n • I. ' . .i i- 1 
1 I ~ " o • , ~ 

~ O(J ~ 
I " IY.l I 

.~ I 
'" 

, 
,.l I ., I .% 

I ~ I 
:~ , 

, U 0 III . A . ~ ~ ~ r , 
~ 

m I .> ... A j) ,', 
.~ 

l- I 
0 .,:. 0 

~ 
, 

~ 
, , 
" ::D ,~ 'J ~ ~ .> 

~H i~ ~ ~ 

" .\ , , ~ I 
I 

~) 
_.' 30 

11) 10" Ie lOY 
111-1 

,. > 
L:n': . I'.I""~r:~·. 'I'e.. m [.(~!;.IoJ_L'" -II Ie- HI 

~ oct W+::d~'1 Ok ,-I<; r.l1 ~ '! lOG 

Fig. 3. Microstructures as a function of G and V. (a) Experiments in 6 .0 mm tube in which 

significant convection i present. (b) ) Experiments in 0.6 mm diameter tube in which 

diffusive growth condition are present. 
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NUMERICAL STUDIES 

In order to establish the effects of sample diameter on convection within the sample, we have 

developed a detailed numerical model of convection for the vertical Bridgman growth technique. A 

model was developed for the vertically upward solidification of a binary liquid of initial 

composition Co (in % solute) inside a two dimensional rectangular cavity. The vertical walls are 

rigid solid walls that represent the three-zone thermal assembly and are impervious to mass flux. 

The three-zone assembly consists of an isothermal cold zone wall at temperature Tc' an isothermal 

hot zone wall at temperature T H' and a no-flux adiabatic zone between them. The system of coupled 

nonlinear equations written in coordinate frame fixed with the uniformly moving solid-liquid 

interface includes Boussinesq approximated Navier-Stokes equations, and the heat and solute 

transport equations. These equations are completely described by thermal and solutal Rayleigh 

numbers, the ratio of vertical to horizontal temperature gradients, the Peclet number based on 

growth rate, the partition coefficient, the Prandtl number, the Lewis number and the aspect ratio. 

Numerical calculation were carried out for conditions characteristic of solidification of AI-4.0% Cu 

at a growth rate of I j.lmls in tubes of inner diameter 0.6 mm - 6 mm. These calculations show that 

the convective velocity is orders of magnitude larger than the diffusive velocity for samples of 

diameter larger than 6 rnm. One needs to use sample diameter smaller than 1 rnm to obtain 

conditions for which the convective velocity is smaller than the diffusive velocity in the AI-4.0 wt 

% Cu system. These calculations are in agreement with our experiments in thin samples, and both 

these studies clearly establish the dominant role of convection in sample diameters larger than 1 

mm. The use of smaller than 1 mm diameter under terrestrial condition show that one would 

require microgravity level of 10-4 g to directionally solidify 1 cm diameter samples under diffusive 

conditions. 
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Background and Introduction 
In January 1992, the IML-l FES experiment produced a set of classic experimental data and a 40 
hour holographic "movie" of an ensemble of spheres in a fluid in microgravity'. Because the 
data are in the form of holograms, we can study the three-dimensional distribution of particles 
with unprecedented detail by a variety of methods and for a wide variety of interests. The 
possession of the holographic movie is tantamount to having a complex experiment in space 
while working in an easily accessible laboratory on earth2

. The movie contains a vast amount of 
useful data, including residual g, g-jitter, convection and transport data, and particle fluid 
interaction data. The information content in the movie is so great that we have scarcely begun to 
tap into the data that is actually available in the more than 1000 holograms, each containing as 
much as 1000 megabytes of information. This ground-based project is exploiting this data and 
the concept of holographic storage of spaceflight data to provide an understanding of the effects 
of microgravity in materials processing. This paper provides the foundation, objectives, and 
status of the ground based proj ect. 

Objectives 
The primary objective of this project is to advance the understanding of microgravity effects on 
crystal growth, convection in materials processing in the space environment, and complex 
transport phenomena at low Reynolds numbers. This objective is being achieved both 
experimentally and theoretically. Experiments are making use of existing holographic data 
recorded during the IML-l spaceflight. A parallel theoretical effort is providing the models for 
understanding the particle fields and their physics in the microgravity environment. 
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Virtual Spaceflight Chamber Concept: 
Certain spaceflight experiments can be recorded in holograms in such a manner that having the 
holograms on earth is optically equivalent to being back in space with unlimited time to view the 
experimene. Properly exploited, this concept can save a significant amount of experiment time 
in space by effectively bringing the experiment optically back to earth 

Figure 1 illustrates the concept. Holograms of the space flight chamber are produced in space 
with a time resolution that is sufficient to capture any movement that is of interest to the 
investigator. In this case the chamber includes a growing TGS crystal surrounded by a fluid that 
has been seeded with polystyrene tracer particles of three sizes, 200, 400, and 600 micron 
diameters. 
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When particle field data are in the 
form of holograms, we can study 
the three-dimensional distribution 
of particles with unprecedented 
detail by a variety of methods and 
for a wide variety of interests. The 
possessIOn of the holographic 
movie is tantamount to having a 
complex experiment in space while 
working in an easily accessible 
laboratory on earth. The 
holographic movie contains a vast 
amount of useful data, including 
residual g, g-jitter, convection and 

Figure 1-Vir tual Space Flight Chamber Concept transport data, and particle fluid 
interaction data. This project is further exploiting this data as well as the concept of holographic 
storage of spaceflight data, and is illustrating the effects of microgravity on materials processing. 

The microscope scans through the entire volume under computer control , storing images 
throughout. The images are processed by specially developed software that locates the best focus 
XYZ position of each particle in each time slot. This data has been collected for all holograms 
for the entire IML-l spaceflight, has been archived in CD format, and is available to other 
researchers who may be interested in such data. Holograms were made approximately 10 
minutes apart, representing sufficient time resolution for the overall motion of particles, which is 
characterized by a velocity of the order of micrometers per minute. 

The types of information extractable from these holograms can improve our understanding of the 
microgravity environment, thereby allowing NASA to better exploit its use in such applications 
as crystal growth from solution. The early part of this investigation has made use of existing 
holographic data produced in the IML-l experiment to produce quantitative measurements of 
convection in the space shuttle environment, g-jitter effects on crystal growth, residual gravity, 
and complex transport phenomena in low Reynolds number flows. By knowing the location of 
all of the particles, we can select particles with specific environments for study, for example, a 
particle with no nearby neighbors, or a particle near the walls or the growing crystal. 
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Figure 2 shows an enlargement of the region containing both in-focus and out-of-focus particle 
images of all three sizes of particles. Particles follow a zigzag type of motion due to g-jitter. 
They move both under the influence of convection as well as gravity. The movement in the 
region of the crystal differs from that further away because of the influence of the growing 
crystal. The particles are used to observe micro-convection near the crystal. In addition we 
found the experiment useful for measuring g and g-jitter effects as well as fundamental 
particle/fluid physics. 

600 microns 
Discussion 
In a microgravity environment, 
particles of different density can 
be studied side by side, since the 
settling rate is extremely low. 
Those that are denser than the 
fluid will move in the direction of 
the residual gravity, while those 
that are less dense move against 
the direction of residual gravity. 
Neutrally buoyant particles move 
only if the fluid itself moves. The 
particles actually cause rnicro­
convection in the fluid. At the 
extremely low Reynolds numbers 

Figure 2-Particles in Microgravity of these studies, a particle 
influences its environment out to at least 10 particle diameters. Consequently, the data 
interpretation requires accounting for the immediate environment of the particle. For fluid 
velocimetry particles with no nearby neighbors must be used. A neutrally buoyant particle that 
might otherwise remain motionless may move under the influence of a nearby heavier or lighter 
particle. 

One method for extending the spatial resolution is to employ more than one particle size to 
reduce confusion between different tracer particles. By using several different particle sizes we 
improved the spatial resolution as well as the dynamic range of the velocity measurement since 
the terminal velocity is proportional to the square of the particle diameter, the particle/fluid 
density ratio, and the acceleration, g. Each factor of two in particle size quadruples the 
measurable velocity range. Particle size will also be used to distinguish different particle 
materials. In future experiments particle size can also be used to distinguish different particle 
materials. 

A self-correcting method for measuring effects of g and g-jitter without actually determining 
velocity of an individual particle is to measure the relative velocity between two different particle 
sizes (Figure 3). The separation of small and large particles located close to each other is 
proportional to the gravity force and is not affected by registration or by convection. This is a 
unique way to separate the observance of convection and gravity. 
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Figure 3. Motion of Large and Small Particle Pairs as Influenced by Gravity and Convection. 
This procedure has been the most accurate way to measure residual gravity and g-jitter, since the 
process cancels the effects of convection and minimizes registration errors, and the particle 
tracks provide a direct measure of residual g. 
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Various methods have 
been devised to 
analyze and display 
particle mechanics 
data. Figure 4 

illustrates the three 
dimensional positions 
of all small particles 
in a hologram. By 
producing such data 
for each time slot, 
particle tracks are 
created for the entire 
flight. Figure 5 

./ illustrates particle 
+- tracks in 3D over a 10 

hour time period. 

We can locate a 
particle to within a 
few microns in the 

Figure 4-Distribution of Small Particles in the Chamber plane normal to 
viewing direction and to within about one millimeter along the direction of viewing. A major 
shortcoming in these data is our ability to locate a reference frame from one hologram to the 
next, which is about 50 microns. We are developing procedures to improve upon this 
measurement in subsequent experiments. 
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Drs. Rangel and Coimbra4
.
5

, using fractional derivative techniques, have discovered a new, 
analytical solution to the equation of motion of a particle in a fluid under conditions that are 
especially of interest in a micro gravity environment. They applied the work to specific cases of 
interest for this program and have provided data to support potential flight experiments. 
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Figure 5-Particle Tracks over an ll-Hour Period 
Measurements of residual g are typically in the range of 1 to 2 micro-g's, with large fluctuations 
of orders of magnitude. Acceleration data correlates well with SAMS on board measurements. 
Maneuvers are clearly defined with interesting particle movement that can be tracked throughout 
a maneuver. 

Preliminary experiments were conducted in a KC-135 flight to gain experience with a 
miniaturized holocamera for low-g particle tracking studies. The experiment was designed by 
the entire project team and was flown by Dr. Rogers 

A test cell containing various sized particles and various densities was contained in a solution. 
When the aircraft was on the upward movement in the parabola where g is highest, particles of 
density greater than the fluid sank to the "bottom" and particles lighter than the fluid rose to the 
"top" of the cell. When the aircraft was at the apogee where low g begins, the operator flipped 
the cell over 180 degrees and inserted it with force into a holder, at which time holograms were 
recorded continuously for the remainder of the low g portion and well into the high g portion. 
Based on our theoretical work, we expected that at time zero, when the cell came to a halt at its 
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mount, the heavy particles would move from the top into the fluid and would (depending on 
density ratio) come to a zero velocity relative to the fluid, while the lighter particles would move 
upward from the bottom in a similar fashion . Data recorded from these experiments consists of 
approximately 120 holograms over 25 parabolas. 

The holograms from the KC-135 were reconstructed to evaluate the image quality and to gain 
experience with use of the miniaturization techniques . A primary issue is the use of a diode laser 
and its ability to produce holograms of sufficient quality. These experiments suggest that the 
diode laser is adequate. Hologram image quality appeared as good as what would be expected 
from a He e laser. The holograms are in-line holographic recordings. Images are characterized 
by a co Ilapsing diffraction pattern that remains distinct over a large depth of field. 

We examined ways to simulate low g in ground-based experiments to test the experiment 
hardware. High viscosity solutions that have the correct optical properties provide extremely low 
Reynolds number flows on ground. Methylcellulose in solution can raise the viscosity of the 
so lution by orders of magnitude. 

Conclusions and Future Work 
We have concl uded that extremely useful data can be extracted from holograms of particle fields 
in microgravity. Residual gravity can be measured with unprecedented accuracy. G-jitter and 
microconvection can be observed and quantified. Particle interaction can be seen. A new type of 
particle driven convection at extremely low Reynolds numbers is observable. Improvements in 
the measurements required to exploit the concept completely have been identified. These include 
more accurate referencing between holograms, recordings from two views, and improved 
flexibi lity on hologram timing. The program is now emphasizing data types that will support the 
flight definition experiments. 
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BACKGROUND AND INTRODUCTION 
A need exists for understanding precisely how particles move and interact in a fluid in the 
absence of gravity. Such understanding is required, for example, for modeling and 
predicting crystal growth in space where crystals grow from solution around nucleation 
sites as well as for any study of particles or bubbles in liquids or in experiments where 
particles are used as tracers for mapping microconvection. We have produced an exact 
solution to the general equation of motion of particles at extremely low Reynolds number 
in microgravity that covers a wide range of interesting conditions l

,2. We have also 
developed diagnostic tools and experimental techniques to test the validity of the general 
equation3

. This program, which started in May, 1998, will produce the flight definition 
for an experiment in a microgravity environment of space to validate the theoretical 
model. We will design an experiment with the help of the theoretical model that is 
optimized for testing the model , measuring g, g-jitter, and other micro gravity phenomena. 
This paper describes the goals, rational, and approach for the flight definition program. 

Objective 
The first objective of this research is to understand the physics of particle interactions 
with fluids and other particles in low Reynolds number flows in micro gravity. Secondary 
objectives are to (1) observe and quantify g-jitter effects and microconvection on 
particles in fluids , (2) validate an exact solution to the general equation of motion of a 
particle in a fluid, and (3) to characterize the ability of isolation tables to isolate 
experiments containing particle in liquids. The objectives will be achieved by recording 
a large number of holograms of particle fields in microgravity under controlled 
conditions, extracting the precise three-dimensional position of all of the particles as a 
function of time and examining the effects of all parameters on the motion of the 
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particles. The feasibi lity for achieving these results has already been established in the 
ongoing ground-based NRA, which led to the "virtual spaceflight chamber" concept4

. 

Tasks 
The program obj ective will be met through the following tasks: 
1. Apply and Refine the theoretical analysis to help specify the flight experiment 

matrix. 

2. Conduct computer experiments to assist with the hardware design. 

3. Collect and analyze additional data from the IML-1 holograms. 

4. Produce a preliminary experiment design 
5. Specify the required measurement capability. 
6. Breadboard and test the experiment. 
7. Perform ground feasibility demonstration. 
8. Specify requirements of a flight package: 
9. Conduct reviews 

a) Science Requirements Document (SRD). 
b) Science Concept Review (SCR). 
c) Requirements Definition Review (RDR). 

Particle Mechanics in Microgravity 
Traditionally, the study of particle motion in a fluid has considered the effect of drag and gravity .s 
The effect of drag has usually been accounted for with correlations for the drag coefficient based 
on the Stokes drag, corrected for higher Reynolds number effects. This approach can be shown to 
be approximately valid when the particles are much heavier than the displaced fluid and when the 
unsteadiness of the flow field is much slower than the characteristic time for steady development 
of the fluid layer adjacent to the particle. 

More advanced investigations of the particle behavior have included additional terms in the 
particle equation of motion, resulting in the BBO (Basset-Bousinesq-Oseen) equation. Except for 
the case of particles settling in an undisturbed flow, all solutions of the more complete particle 
momentum equation in the Stokes regime have resorted to numerical integration of the equation. 
Because the numerical solution is involved, many investigations have preferred to neglect some 
of the more troublesome terms in the equation, even in situations where this is not justifiable. 

Theoretical analysis 
Recently Coimbra and Rangel have shown that an analytical solution of the complete particle 
momentum equation is possible. Because it is an analytical solution, it is many times more 
powerful than a typical numerical solution, it is easier to implement in a general fluid flow, and 
furthermore, the effect of the various terms in the original equation can be readily identified in the 
solution. A very well controlled experiment is essential to test the validity of any solution. 
Because the equation is valid in the Stokes regime (small Reynolds number), a microgravity 
environment is crucial to investigate wide ranges of particle/fluid density ratios. In a I -g 
environment, heavy particles would tend to rapidly accelerate to higher Reynolds numbers, unless 
the particles are too small. The same thing would occur for very light particles (bubbles). 
Microgravity allows for a more controlled experiment. Desirable experiments would consider 
particles of at least two different sizes and fluids of two different viscosities. It would be 
important to consider isolated particles as well as interacting particles. The fluid motion must be 

648 

.-~~-----~ 



very carefully controlled. Examples of controlled motions would be impulsive 
acceleration, constant acceleration, and oscillatory motion. It would be important to measure any 
residual gravity. 

In normal gravity, viscous and gravitational forces almost always dominate the motion of a 
sphere. In microgravity, many common cases exist in which normally negligible terms in the 
equation of motion become important. 6 A complete understanding of the equations allows us to 
understand the motion of particles in a fluid as well as to choose experimental parameters in a 
new experiment to advantage, leading to special cases of the equations that will govern the design 
of the experiment. 

COIMBRA-RANGEL SOLUTION TO THE MAXEY RILEY EQUATION OF MOTION 
OF A PARTICLE IN A FLUIDZ 

Equation of motion for particles subjected to unsteady creeping flows 

The creeping flow motion of small particles in a viscous fluid is described by the following well­
known dimensionless equation (Maxey and Riley, 1983):8 

dV; =a DU; _ad(V;-U;)_(V_U) 
dt D t 2dt I I 

In Equation (1) , a is the fluid-to-particle density ratio, g; is the acceleration of gravity, and V; 

and V ; are the particle and fluid velocity, respectively. The dimensionless times t and 0' were 

nondimensionalized by the particle's relaxation time 2 a 2 P p /(9 j.1), the velocities by the 

characteristic flow velocity Uo, and the coordinates and particle radius by the characteristic length 

of the flow L. Equation (1) is valid for low particle Reynolds numbers (alV; -u;l/v) and for low 

dimensionless number a2 uol Lv . The particles are assumed to be small in comparison to the 

integral length scale of the flow, which means that the Faxen correction is negligible, thus not 
being included in Equation (1).9 

Defining ¢; as the differential velocity V; - U;, and approximating the substantial derivative 

following a fluid particle (D/ D t) in the right-hand-side of Equation (I) as a time derivative 

along the particle's trajectory (d/ d t) , Eqn. (1) can be rewritten as 

Using fractional derivatives Coimbra and Rangel have produced an exact analytical 
solution to the Maxey-Riley form of the equation of motion. 
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Important solutions for different prescribed flow fields U(t) presented in reference 23 include: 

1. Gravitationally induced motion in a quiescent fluid. 
2. Impulsive start at zero gravity. 
3. Impulsive start in a gravity field. 
4. Unperturbed fluid velocity increasing linearly in time. 
5. Unperturbed fluid velocity varying as polynomial in time. 
6. Unperturbed fluid velocity varying harmonically in time. 

All of these cases are of great importance in spaceflight experiments. 

Gravitationally induced motion in a quiescent fluid 
The Coimbra-Rangel solution of the Maxey-Riley equation was used to predict the velocity and 
displacement for this specific case; producing solutions that can be compared with less general 
solutions that predict this particular case. The following figures show the preliminary results . 

Figure 1 shows the behavior of the dimensionless velocities for five di fferent values of the fluid­
to-particle density ratio a. The solutions are shown for values of a equal to 100,5,8/5 (critical 
value for the general sol ution), 115, and 111 00. The particle's velocity is normalized by its own 
terminal velocity. 
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Figure 1. Exact solution for the normalized particle velocity in gravitationally induced 
motion through a quiescent viscous fluid. 

Figure 2 shows a comparison of the Coimbra-Rangel solutions of Eqn. (1) with the solutions 
found when the last term (the history term) in the right-hand-side of Eqn. (1) is neglected. This 
approximation is made often because of the difficulties that arise from the inclusion of this term. 
As can be inferred from Figure 2, the approximation turns out to be a crude one unless the fluid­
to-particle density ratio approaches zero . 
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Figure 2. Comparison of exact solutions given by Equations 14, 15, and 16 (left) with 
solutions for the momentum equation neglecting the history term contribution (right). 

Particle displacement with time for all density ratios except for the one corresponding to a very 
light particle, approach the near-linear behavior that is expected by particles that attain terminal 
velocity very soon after being released when the history term is neglected. On the other hand, 
when history effects are considered, the displacements diverge from the linear behavior except for 
the much heavier particle. This striking difference in behavior indicates that the history term 
should be considered in any situation departing from a value of a which is much smaller than 
one. The error in not considering the history effects is even more drastic when the unperturbed 
flow field varies with time since, in the general case, the memory effects do not decay in time as 
in the present case. 

FLIGHT EXPERIMENT DESIGN 
Since the feasibility of this experiment has already been established, one of the first milestones 
will be the design of a cost efficient flight experiment that will : 1) monitor and quantify the 
microgravity environment, 2) monitor the precise position of the particles in a distribution in a 
fluid , and 3) integrate the experiment with an isolation table so that a controlled force field can be 
applied to the particle distribution. The force field will include at least the following : 
• No isolation in the Spacelab vibration environment. 
• Isolation from Spacelab. 
• Oscillatory motion from 1 to 10 Hz with amplitudes of a few millimeters. 
• Programmed forcing functions such as steps and ramps to be determined . 
• Convective fields to be introduced mechanically. 

A small, windowed chamber will house the fluid and particles. The particles will include several 
sizes and weights, chosen in such a manner that different weights will be identifiable in the data. 
A holographic time history w1l1 be produced of the particle distribution, allowing particles to be 
precisely tracked in three dimensions in time. 

Figure 3 illustrates the instrument concept, which is based upon simplicity and reliability. A 
laser diode will produce diverging light that illuminates one or more chambers after collimation. 
As the light passes through the chamber, it will pick up particle and crystal profile information 
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and in-line holograms w1ll be recorded on 35 mm film. Since the system is compact, two or more 
cells can be operated in a shoebox-sized container. By employing more than one cell, crystals can 
be released into the solutions at different times or, alternatively, different types of materials can 
be grown at the same time, comparing the influences of micro gravity on two types of material. 

In our previous work, we have shown that the edge of a particle or object can be located with an 
accuracy of better than 2 micrometers. This will be over an order-of-magnitude improvement 
above our work in the IML-l spaceflight. This ability will allow the particle position to be 
precisely tracked, thus permitting the detection of very small motions. 

- -::::' 1- t ... --- -

Figure 3. Flight system. 

Preliminary In-line holography experiments 
We have conducted preliminary experiments to select optimal components and 
configurations for an inline holocamera for the space flight particle tracking system. The 
approach was to set up a generic in-line holocamera using dimensions similar to what is 
anticipated in the space flight system and perform comparison experiments using the 
candidate components and configurations. We selected several slide mounted particle 
sizes for hologram evaluation (e.g. 10-100 micron diameter). Preliminary experiments 
suggest that diode lasers will be adequate for recording (Figure 4). 

, 
• u. So • U ~ "H", ...... " •• . ...- ... '-',--

.... . ..... lathl 

• • • • • • • • • • 

Figure 4: Comparison of Original image (center) with laser diode holographically recorded 
and reconstructed image (left) and BeNe laser recorded and reconstructed image (right). 
ParticJe size is 12.5 microns. Diverging wave used to record and reconstruct. 
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Coarsening in Solid-Liquid Mixtures (CSLM) 
lAlkemper, V.Snyder, P.W.Voorhees 
Department of Material Science and Engineering 
Northwestern University 

Abstract 

The CSLM experiment examines the dynamics of particle-coarsening in a two-phase 
mixture. The evolution of the average particle size and particle size distribution of 
dispersed Sn-particles in a Pb-Sn liquid was measured with respect to time. Samples were 
heat treated at 185°C where a mixture of liquid Pb-Sn and Sn-rich solid exist with 
varying volume fractions of solid. Initially, the solid was present in the form of small, 
dispersed particles with average sizes of ca. 10).lm. Presented here are the results of the 
samples from the MSL-l mission which have been analyzed at this time. Initially we 
concentrated our analysis on samples with 10% solid volume fraction, only a few samples 
with other volume fractions have been analyzed. It is found that the kinetics of the 
process follow the theoretical predictions within the uncertainties of the materials 
parameters. We also found an increasing coarsening rate with increasing volume fraction 
which is in agreement with existing theories. A full evaluation of the existing theories 
based on the results of the CSLM experiments is not possible at this point. 

Objectives 

There are numerou theorie in the field of Ostwald Ripening, none of which has ever 
been verified in a quantitative manner. The predicted evolution of the average particle 
size was found in many experiments qualitatively (see equation 1), but a quantitative 
comparison was usually not possible because the thermophysical parameter were 
unknown. In some cases these parameters were determined from coarsening experiment 
through the use of one theory. However, starting from the early work of Ardell [1,2] to 
today [3] the measured particle size distribution (PSD) do not agree with the theoretical 
predictions. The objective of the CSLM experiment i to close this gap and prove or 
disprove the existing theories. The system of solid Sn-rich particles in a liquid Pb-Sn 
matrix was chosen because it allows a fast coarsening proces , spherical particles, and 
knowledge of the necessary thermophysical parameters. The problem of particle 
sedimentation could be overcome through the use of microgravity (see section Flight 
results compared with ground results). 

Background 

In a dispersion of particles in a matrix phase where diffusion between the particles is 
permi tted, the larger particles grow at the expense of smaller particles resulting in a 
reduction of interfacial area and thus minimizing the total energy. This coarsening 
process is known as Ostwald ripening[4]. Ostwald ripening is a phenomenon that occurs 
in many metallurgical systems and other systems. For example, the second-phase 
particles in high temperature materials used in turbine blades undergo coarsening at the 
operating temperature of the turbine. The coarsening process degrades the strength of the 

655 



blade since alloys containing many small particles are stronger than those containing a 
few large ones. Other systems that show coarsening are liquid-phase sintered materials 
such as tungsten carbide-cobalt alloys, iron-copper alloys , dental amalgam alloys used for 
fillings, and porcelain. 

The kinetics of the coarsening are controlled by diffu sional mass flow. The classical work 
by Lifshitz, Slyosov[S] and Wagner[6] (LSW) predicts that the average particle size R is 
proportional to the cube root of time t . 

R(t)3 - R(0)3 = KLSWt (1) 

KLSW is a constant which includes all relevant materials parameters. Unfortunately , the 
theory is only valid in the limit of a vanishingly small volume fraction of coarsening 
phase. More recent theories that include the effect of finite volume fraction , and thus 
particle-particle diffusional interactions, predict that the exponent of the temporal power 
law will not be a function of the volume fraction , but the amplitude of the temporal 
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Figure 1: The dependence of the coarsening rate on the volume fraction. Shown are predictions by 
Akaiwa and Voorhees [7], Beenacker [8], Enomoto et. al. [9], Yao et. al. [10], Brailsford and 
Wynblatt [11], Marsh and Glicksman [12], Marquessee and Ross [13], and Tokuyama and Kawasaki 
[14]. 

power law, the rate constant, will depend on the volume fraction. The dependence of the 
rate constant as well as the particle size distribution (PSD) on the volume fraction is 
different for each theory. This dependence is usually written in terms of KLSW as 

K(<P) = K KLlyJ (<P ) (2) 
where <P is the volume fraction. Figure 1 shows JC <P ) for different theories. Each of the 
theories shown reproduces the LSW-theory in the limit of <P ---t O. For increasing volume 
fraction the theories predict an increasing coal' ening rate . The higher the volume 
fraction, the closer the particles are together leading to an increasing diffusional inter­
action between particles and thus increasing coarsening rate. Since most theories assume 
spherical, separated particles the plot stops at a volume fraction of 0.3. For higher volume 
fractions the particles will touch each other and can no longer be spherical. Figure 2 
shows the changes in the PSD with increasing volume fraction based on the theory of 
Tokuyama and Kawasaki[14]. The PSD become wider and more symmetric with 
increasing <P. This behavior is the same for all theories. 
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Figure 2: The PSD for different volume fractions of coarsening phase as predicted by the Tokuyama 
and Kawasaki theory [14] 

Methods of data acquisition and analysis 

Cylindrical samples of 10mm in diameter and 5mm in length were places in a sample 
holder plate (see figure 3) in a 3 x 3 matrix arrangement. The assembly was closed from 
both sides with heater plates and contained in a vacuum chamber. Each sample position 
in the sample holder plate was assigned to a different sample composition. The composi­
tions of the samples were chosen to give volume fractions of solid ranging from 5% to 
80% at the coarsening temperature. The experimental procedure is basically shown by 
figure 4: The samples are heated up to 185°C, held for a predetermined amount of time 
!:::..t, and then quenched to room temperature. This was done for different !:::..t . This allows 
the study of the coarsening behavior over time for different volume fractions of 
coarsening phase. During the experiments the temperature at five different locations in 
the sample holder plate (see figure 3) was mea ured and stored. 

~~,~ 

-000--
-()OO 
-£\00 u _---

Figure 3: Sample holder plate with nine holes for the samples. Five thermistors are placed in the 
sample holder plate to monitor the temperature over time. Two heater plates close the assembly. 

For the analysis of the microstructure the samples were cut, etched, and photographed. 
The cutting wa done with a Reichert-lung (Leica) Polycut E micro-milling machine. It 
allows the samples to be cut in predetermined steps and gives scratch-free surfaces. The 
etched microstructure wa photographed with a digital scanning camera (Leaf Micro­
Lumina) which wa attached to a microscope. The pictures were taken with a resolution 
of ca. 2000 x 1600 pixel. In order to get a resolution of at least 100)..lm for a particle of 
average size different objectives were used. Individual images were put together to form 
a montage of a cross-section of a sample ( ee figure 5). Between 22 and 70 images were 
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combined to give a high resolution picture of the complete cross-section. Standard image 
analysis routines were used for these pictures to extract the average particle size and the 
particle size distributions. 
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Figure 4: Temperature vs. time for one experiment. The samples were heated to 18S·C (2K above the 
eutectic temperature), hold at that temperature for a preset amount of time and then quenched. 

.. -
Figure S: schematic drawing on how individual images of a cross-section were taken and later 
montaged to one high resolution picture of the entire cross-section. 

Flight results compared with ground results 

In ground based experiments the sedimentation of the Sn particle can only be avoided 
through the use of high volume fractions. This was done by Hardy and Voorhees [15] for 
different volume fractions >65 %. For low volume fractions (like 10%) the sedimentation 
leads to a microstructure shown in figure 6a. All Sn particle are collected at the top of the 
sample splitting the sample into a high volume fraction region (ca. 80%) and a particle 
free region. In microgravity the sed imentation does not take place (figure 6b). The 
particles are evenly distributed throughout the sample. Valid ground data for low volume 
fraction samples (like 10%) does not exist for this sample system. A comparison can only 
be made for high volume fractions. Figure 7 show the measured average particle sizes 
for the samples that have been analyzed at this time. Samples with coarsening times 
shorter than 545 econds are excluded from the plot since the steady coarsening 
temperature had not been established for shorter times. For the samples with 10% and 
20% coarsening phase equation 1 is fitted to the data giving good agreement with the 
experimental finding. The coarsening rates for the average particle size in the planar 
sections (PS) are: 
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Kps(<P = 0.1) = 2.47 ± 0.05 11m3 1 sec. 

Kps(<P = 0.2) "" 3.3 I1m 3 /sec . 

Kps(<P = 0.7) "" 6.9 I1m 3 /sec. 

Figure 6: coarsened sample with 10% coarsening phase. The left image (a) shows a cross-section 
through a sample which was coarsened on ground. All Sn-particles (white) are sedimentated to the 
top of the sample. The right image (b) shows a sample treated the same way in space. 

The values at <P=0.7 and <P=0.2 are rough estimates due to the limited number of data 
points. 
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Figure 7: The average particle radii measured in planar sections for the at this time analyzed 
samples. The fits are done with equation 1. 

Measurements of grain boundary groove experiments by Hardy et. al. [16] determine 
K LSW = 1.01 11m3 1 sec. Similar experiments performed as part of the CSLM experiment 

show a large scatter but are consistent with Hardy's results . Using the value given by 
Hardy we get K (<P = 0.1)1 K LSW "" 4.1. This is approximately twice as high as the theories 

predict. Since Hardy et. al. used flux to reduce the oxide on the surface of the samples it 
is likely that this introduced impurities into the samples. These impurities may have 
lowered the surface tension and thus KLSW ' Never-the-Iess an agreement within a factor 

of two is reasonable. 
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Conclusions 

The present results indicate the validity of the existing theories in general. They do not, 
however, allow us to distinguish between the different theories. This might be possible 
once all samples are analyzed. The coarsening rates are higher than expected. The reason 
is likely the uncertainty of the existing materials parameters. With respect to future plans 
it would be helpful to measure the materials parameters again. It is now possible to repeat 
the grain boundary groove experiments without the impurities which Hardy et. al. could 
not avoid. One problem encountered during the MSL-l flight was the long time interval 
to reach thermal equilibrium (545 seconds). A reflight with the possibility of longer 
experiments will allow us to circumvent this problem. 

Summary 

The coarsening process of a ensemble of particles in a matrix was successfully studied. 
The samples are partially analyzed. The results at this point show agreement with the 
existing theories that describe this process to within the uncertainties of the materials 
parameters. A distinction between the different existing theories is not possible at this 
time. 
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MODELLING CRYSTAL GROWTH WITH MAGNETIC FIELDS 

1. S. Walker 
University oflllinois at Urbana-Champaign 
Urbana, IL 61801 
217-333-7979; jswalker@uiuc.edu 

Introduction 

Models have been developed for the melt motion, heat transfer and mass transport of 
dopants for the Bridgman and floating zone processes with both steady and rotating 
magnetic fields. While most modellers obtain numerical solutions of the full Navier­
Stokes and energy equations, we simplifY these equations by eliminating certain terms 
which are negligible either for strong or weak magnetic fields. Our asymptotic solutions 
complement the numerical solutions of the full equations. The asymptotic solutions 
generally require a tiny fraction of the computer time or memory needed for full solutions. 
Thus it is easy to treat a very large number of cases, which is important for process 
optimization. A good example is the buoyant convection driven by the g-jitters and other 
components of the residual accelerations for Bridgman crystal growth on a space vehicle. 
If the magnitude of the residual accelerations is less than O.Olgo and there is a steady axial 
magnetic field with a flux density of at least 0.2T, convective heat transfer and nonlinear 
inertial effects are very small--certainly less than 1 %. Their neglect leads to linear 
equations, so that the solution for any history of accelerations with chaotic g-jitters, large 
spikes and a DC residual acceleration, and with any time-dependent orientation, is given 
by the superposition of three solutions for two different unidirectional accelerations. 
There is a vast difference between the simplicity ofthe six fimdamental solutions, which 
capture all the physical phenomena, and the generation of numerical solutions of the full 
equations for each acceleration history measured during each experiment in space. On the 
other hand, the asymptotic assumptions are not appropriate for some impo ant 
experiments, and the numerical solution of the full equations is necessary. Often the two 
approaches have their strengths and weaknesses in complementing parameter ranges. For 
example, the asymptotic method may give very accurate predictions for 0.5T, have a 5% 
error for 0.2T, and completely miss the key physics for 0.1 T. On the other hand, the 
numerical solution of the full equations may give very accurate results for 0.1 T with only 
slightly more computational resources than those required without a magnetic field. 
However, as the field strength is increased, boundary layers become very thin, which 
makes the numerical solution of the full equations progressively more computationally 
demanding. If good results can be obtained at 0.2T, then they can be used to validate the 
asymptotic approach which is certainly even better for stronger magnetic fields. 

Magnetic Damping ofthe Buoyant Convections Driven by Residual Accelerations 

Models have been developed for the buoyant convections driven by residual accelerations 
in a Bridgman ampoule with a uniform axial magnetic field. A magnetic flux density of 
0.2T is sufficient to reduce the melt velocities to such small levels that convective heat 
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transfer and nonlinear inertial effects are negligible. As a result, the equations governing 
the melt motion are linear, so that accurate predictions of the melt motion for any history 
of residual accelerations can be obtained by the superposition of the independent solutions 
for (1) the steady or mean component of the residual accelerations\ (2) g-jitters which are 
the random fluctuations of residual acceleration from its mean value2

,3, and (3) isolated 
spikes of much larger acceleration 4. In addition the solutions for an acceleration vector 
whose direction is an arbitrary function of time are given by the superposition of the 
independent solutions for an axial acceleration and a transverse acceleration. 

Magnetic Stabilization of the Thermocapillary Convections with Free Surfaces 

In the floating zone process or in the Bridgman processes with the melt detached from the 
ampoule wall, the thermocapillary convection driven by the variations of the surface 
tension along the free surface is generally unstable. This instability leads to unsteady melt 
motions which produce undesirable striations in the crystal. A magnetic field can eliminate 
this instability. We have developed models for the melt motion and heat transfer in the 
floating zone process with an axial magnetic field5

-
9 and have developed a model which 

predicts the minimum magnetic field strength needed to eliminate the instabilitylO. 

Mass Transport with Magnetically Damped Melt Motions 

Most previous treatments of dopant or species transport have involved the simultaneous 
time integration ofthe equations governing the melt motion, heat transfer and transport of 
dopants or species. Since the intrinsic time scales in these three equations differ by a 
factor of roughly one-thousand for most molten semiconductors and since the numerical 
scheme must resolve the shortest time scale associated with heat transfer, this coupled 
numerical integration can only simulate a few minutes of an actual crystal growth process. 
By recognizing that a moderately strong magnetic field reduces melt velocities sufficiently 
that convective heat transfer and nonlinear inertial effects are negligible, we have 
developed models to accurately predict the transport of a dopant during the entire period 
of time needed to grow a crystal!!. The accuracy of these asymptotic models has been 
validated!2. Our initial efforts have been focused on small dopant concentrations with only 
thermally driven buoyant convection. Our current efforts are focused on alloyed crystals 
where most of the buoyant convection is driven by compositional variations in the melt. 

Stability of Thermoelectric Magnetohydrodynamic Flows 

For most semiconductors the absolute thermoelectric powers of the solid and liquid are 
different. For nearly pure materials with low dopant levels a temperature variation along 
the crystal-melt interface can arise from the difference between the solidification 
temperatures for the faceted growth near the center and the atomically rough growth near 
the periphery. For alloyed crystals, much larger temperature variations along the interface 
can arise from radial variations ofthe mixture composition. A temperature variation along 
the interface and a difference between the solid and liquid absolute thermoelectric powers 
produces a circulation of electric current through the crystal and melt. For an 
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axisymmetric process, these thermoelectric currents have radial and axial components. If 
an axial magnetic field is used to stabilize and damp the buoyant convection, the 
thermoelectric current in the melt interacts with the magnetic field to drive an azimuthal 
melt motion. The axial variations of the azimuthal velocity produce a centrifugal force 
which drives a secondary melt motion involving radial and axial velocities. For typical 
semiconductors with a strong axial magnetic field, this thermoelectric 
magnetohydrodynamic (TEMHD) flow involves very small radial and axial velocities, but 
very large azimuthal velocities. As long as the flow remains axisymmetric, it does not 
produce a significant change in the axisymmetric distribution of dopants or species. 
However, there may be an instability in the strong azimuthal flow, leading to an unsteady, 
nonaxisymmetric melt motion. In particular the strong azimuthal motion can be expected 
to generate vortices which are parallel to the magnetic field and which are convected by 
the azimuthal base flow. With an axial magnetic field, axial vortices act as generators on 
open circuit, so that the only electromagnetic damping of these vortices arises from 
leakage currents through the thin Hartmann layers adjacent to the crystal-melt interface 
and the surface parallel to it, i. e., the hot end of the ampoule or a free surface for vertical 
Bridgman growth or the melting end of the feed rod for the floating zone process. The 
vortices generated by the instability of the TEMHD flow would produce an unsteady 
nonaxisymmetric mass transport of dopants leading to striations in the crystal whose 
extent and spacing would depend on the size and convective velocity of the vortices. We 
have developed models for the steady, axisymmetric TEMHD flows for both the 
Bridgman process J3 and the floating zone process J4

. We are currently developing a linear 
stability analysis to determine for what magnetic field strengths the instability occurs. 
Unlike buoyant convection which is always stabilized by a magnetic field, the TEMHD 
flow is negligible for very weak magnetic fields and is stabilized by very strong magnetic 
fields, so that the instability only occurs for some intermediate magnetic field strengths. 
Some recent crystals grown by the floating zone process with a 3.0 Tesla magnetic Leld 
had a band of striations, and the scientists who grew those crystals conjectured that these 
striations might have arisen from an instability in the TEMHD flow. Our stability analysis 
will identify the range offield strengths for which the instability occurs for a given material 
and process and will indicate whether the observed striations could be due to this 
instability. 

Melt Motion and Mass Transport Due to Peltier Marking 

For many semiconductors, the thermal conductivity of the crystal is much less than that of 
the melt and is sometimes even less than that of the ampoule material. For the Bridgman 
process with a cylindrical ampoule, the differences in thermal conductivities may lead to a 
radial redistribution of the heat flux near the crystal-melt interface, and this redistribution 
often leads to an interface which is concave into the crystal. For the vertical Bridgman 
growth of alloyed or solid solution crystals, the sinking of the heavier rejected species to 
the center of the concave interface leads to radial variations of the solidification 
temperature which make the interface even more concave. Since both radial 
macro segregation and large deviations from a planar interface are undesirable, much 
research is focused on preventing the sinking of the rejected species with a strong 
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magnetic field and on making the interface more planar by optimizing the thermal 
characteristics of the Bridgman furnace. Measuring the instantaneous interface shape is a 
key part of experiments to achieve more planar interfaces. In the Peltier marking 
technique, an electric current flows axially through the crystal and melt for a very short 
period of time. lbis current changes the rate of crystal growth for this short period of 
time, producing a different local dopant concentration to mark the interface shape at the 
time of the current pulse. Without a magnetic field, Peltier marking produces a negligible 
effect on the mass transport of dopants and species. However, if a strong steady magnetic 
field is used to stabilize and damp the buoyant convection, then the brief electric current 
pulse interacts with the steady magnetic field to create a brief but very strong mixing in the 
melt near the interface. 1bis mixing may produce a major redistribution of the rejected 
dopant or species from the mass diffusion boundary layer to the bulk of the melt. Since 
mass diffusion is very slow, the distribution of dopant or species may not return to its 
undisturbed state until long after the Peltier pulse. We are developing models (1) for the 
brief melt motion during and immediately after the Peltier pulse for the vertical Bridgman 
process with a strong, uniform, steady, axial magnetic field, (2) for the mass transport of 
species or dopants due to this melt motion, and (3) for the slow return of the dopant or 
species distribution to its undisturbed state after the pulse. With these models we will be 
able to determine the current level and duration for a Peltier pulse which will not produce 
macro segregation in the crystal, and we will be able to correlate model predictions with 
experimental measurements for the transient mass transport after periods with predictable 
moong. 

Melt Motions Driven by Rotating Magnetic Fields 

A periodic transverse magnetic field, which is often called a rotating magnetic field 
(RMF), can be used to stir the melt in order to obtain a more homogeneous crystal and 
may also stabilize the buoyant convection in some situations. We are currently involved in 
a number of modelling efforts related to the use of an RMF in the Bridgman and floating 
zone processes. Two key parameters are the frequency and strength of the RMF. For low 
frequencies, induction is negligible and the field penetrates instantly across the entire melt; 
for high frequencies, the field only penetrates a small distance into the melt and is confined 
to the skin-depth layer at the outside surface of the melt; and for intermediate frequencies, 
the field is highly distorted from that outside the melt and has a much smaller strength at 
the center ofthe melt. The parameter reflecting frequency is the magnetic Reynolds 

number, R(jJ = j..l p(JOJR
2 

, where j..l p is the magnetic permeability, (J is the electrical 

conductivity, OJ is the circular frequency of the periodic magnetic field and R is the radius 
of the melt. For weak magnetic fields, the azimuthal melt velocity is much less than OJr, 

where r is the radial coordinate, so that the melt rotates much slower than the RMF. For 
this case the melt velocity is negligible in Ohm' s law, so that the problem governing the 
RMF is decoupled from that for the melt motion, leading to sequential problems for the 
RMF and melt motion. For a strong magnetic field the azimuthal melt velocity is nearly 
equal to OJr except in boundary layers so that most of the melt motion is close to a rigid 
body rotation with the magnetic field. The parameter reflecting the magnetic field strength 
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is the interaction parameter, N = o-B2 / pm, where B is the magnetic flux density and pis 

the density. In our first study of the Bridgman process with an RMF15
, we considered a 

strong, low frequency RMF, i. e. , N > > 1 and ROJ ~ 1. This study showed that the crystal 

acts as a generator in the RMF and drives a strong electric current through the melt near 
the crystal-melt interface. The electric current from the crystal interacts with the RMF to 
accelerate the melt motion so that locally the melt rotates much faster than the RMF. This 
flow near the crystal-melt interface also involves nonaxisymmetric radial and axial 
velocities. Relative to the fixed crystal, the pattern of these radial and axial velocities 
rotates with the magnetic field, producing periodic convective transport of dopants or 
species in the mass diffusion boundary layer at twice the frequency of the field. Such a 
convective mass transport would produce severe rotational striations in the crystal, 
indicating that a strong, low-frequency RMF would lead to a very poor quality crystal. 
The rest of our studies of crystal growth with an RMF have considered weak magnetic 
fields with N ~ 1 and various values of ROJ. A transverse magnetic field introduces an 

intrinsic deviation from axisymmetry. For a weak field, previous researchers have 
universally assumed that the melt cannot respond to the nonaxisymmetric part of the 
electromagnetic (EM) body force produced by the RMF, and only treated the steady, 
axisymmetric melt motion driven by the azimuthal average of the EM body force. If the 
melt velocity is normalized by mr, then the leading terms in an asymptotic expansion for 

N < < 1 are v = N 1/ 
2 v a (r ,.: ) + Nv n (r , (), ':, t) + O( N 3/

2 
) , where r , (), z are cylindrical 

coordinates and t is time. Here Va is the steady axisymmetric velocity treated by all 
previous researchers. We have developed the first model for the unsteady, 
nonaxisymmetric perturbation VII for a weak RMF. Even though it is mathematically a 
small perturbation of the steady axisymmetric flow, it may be very important for two 
reasons. First the ratio of the orders of the two flows N1

/
2 is not particularly small for B = 

0.05 - 0.1 Tesla and a typical Bridgman process with 50 or 60 Hz. Second the azimuthal 
component of Va is typically around one. However the radial and axial components only 
arise from the axial variations of the centrifugal force associated with the azimuthal 
component, and these axial variations are often confined to thin Ekman layers adjacent to 
the top and bottom boundaries, so that the radial and axial components are often quite 
small. Thus the numerical values of the radial and axial components of V a are generally 
small, while the numerical values of the radial and axial components of VII are always close 
to one because this is intrinsically nonaxisymmetric. Thus the dimensional radial and axial 
velocities in the unsteady nonaxisymmetric flow may actually be as large or larger than 
those in the steady axisymmetric flow, and these components of velocity are the important 
ones in the mass transport of dopants and species. In another study we are assuming that 
N is sufficiently small that the melt motion is negligible in Ohm's law, and we have 
developed a more efficient method to compute the periodic magnetic field and EM body 
force in the melt for moderate or large values of ROJ 16. This method couples finite-

difference numerical solutions for the field in the melt to analytical solutions for the field in 
the non-conducting solid and gas between the melt and the multiphase inductor producing 
the RMF. In our final current study we are solving for the melt motion for ROJ » 1. 
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Magnetic Damping of Free Surface Motions Driven by Residual Accelerations 

For the floating zone process or the Bridgman process with the melt detached from the 
ampoule wall, the residual accelerations of the space vehicle will drive motions of the free 
surface. Without a magnetic field, these motions might be quite violent with deleterious 
effects on the crystal. A steady magnetic field provides strong electromagnetic dissipation 
of the kinetic energy generated by the residual accelerations. For the random g-jitters, this 
dissipation dramatically limits the displacements of the free surface, particularly near 
natural vibrational frequencies of the liquid column. For spikes of large residual 
acceleration, the magnetic field increases the rate of decay of the motion created by the 
spike. In our first model we are treating the motion of the free surface of a cylindrical 
liquid column due to random g-jitters with a uniform magnetic field parallel to the axis of 
the undeformed liquid column. 
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Evanston, IL 60201-3149 
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email: weber@containerless.com 

Introduction and Background: 

Investigation of process-property-structure relationships in high temperature liquids is essential 
to a scientific understanding of the liquid state and technological advances in liquid-phase 
processing. This research is concerned with the effects of processing variables on the behavior 
and properties of molten oxides. It uses containerless experimental methods to eliminate 
container-·derived contamination , allow equilibration with controlled P(02) atmospheres , and 
avoid heterogeneous nucleation by container walls to access highly non-equilibrium liquids. 

Research during the first two years (June 1996-June 1998) included investigation of binary 
alumina-silica (A lzO)-Si02 ) and alumina-yttria (AI20)-Y20 ) materials. Strong emphasis has 
been placed on investigation of the alumina-yttria compositions because they form melts which 
display an anomalous increase in viscosity when they are undercooled [1]. The alumina-ytrria 
system is a promising candidate for low gravity exper iments to measure the melt viscosity, 
investigate liquid phase transitions , and investigate the onset of increased viscosity in the 
I iquid . Low gravity experiments are being developed in a separate Flight Definition project. 

Accomplishments (0 date which are described in detail in this report were (0: 

I . In vestigate liquid-phase processing, undercooling , and sol idi fication of binary alumina-
ilica and alumina-yttria materials as a function of compos ition , ambient p(Oz), and 

thermal history . 

2. Investigate the anomalous increase in the viscosity observed in deeply undercooled 
melts. 

3 Measure the enthalpy of so lution of compounds formed by containerless cooling of 
melts and determine the enthalpy of vitrification of Y AG. 

4 . Characterize processed materials using optica l and scanning electron microscopy and X­
ray diffraction analysis. 

5 . Develop collaborative research act ivities in the area of processing ox ides. 

6. Publ ish and present resu I ts. 

667 



I 

I 

I 

I 

I 

I 

I 

I 

I 
I 

I 

I 

Experimental Methods : 

The compositions investigated were 40.0-90 .0 mole % alumina with 10-60 mole % silica and 
61.5-79.0 mole % alumina with 21.0-38 .5 mole% yttria. Binary alumina-yttria materials with 
erbium and neodymium oxide substituted for yttrium oxide were also investigated. Spheroidal 
spec imens ca. 0.3 cm. in diameter were made by laser hearth melting of high purity oxide 
powders [2]. The specimens were levitated in an aero-acoustic or aerodynamic levitator in 
argon, oxygen or metered gas mixtures [3] . Levitated specimens were heated with a cw CO2 
laser beam. Progress of the melting experiments was observed optically or with a video 
camera and the specimen temperature was measured using optical pyrometry. 

Results : 

1. Liquid-Phase Processing Experiments 

Containerless processing enabled glass formation from binary alumina-silica compositions 
containing up to 72 mole % aluminum oxide. Compositions close to that of mullite, A~Si20 1)' 

readily formed glass at cooling rates of approximately 200 °C/s . 

Compositions centered around yttrium aluminum garnet (Y AG, Y)Als0 12) followed different 
so lidification paths depending on the process conditions. Melts processed in oxygen 
undercooled by 800-900 °C and spontaneously crystallized to form Y AG, or undercooled by 
600-650 °C and spontaneously crystallized to form a mixture of yttrium aluminum perovskite 
(Y AIO)) and aluminum oxide . Crystallization of Y AG was favored if the liquid was 
superheated by > 200 °C above the equilibrium melting point for a sufficient period of time . 
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Figure 1. Cooling curves for liquid of the Y)AlS0 12 composition . The materials were 
levitated, melted , superheated and cooled under containerless conditions . Left - metastable 
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crystallization; center - crystallization to form Y AG; right - glass formation. Solidification 
occurs rapidly in melts which crystallize suggesting that the liquid has low viscosity. 

Stoichiometric Y3AIs0 12 melts processed in argon also crystallized, but formed glass if they 
contained a small excess of alumina or some neodymium substituted for yttrium [4]. However, 
glass of the stoichiometric composition could also be formed in argon at the much larger 
cooling rates achieved in fiber pulling experiments. 

Materials containing 0.21 to 0.24 molar fraction yttrium oxide crystallized to form a mixture 
of yttrium aluminum perovskite and aluminum oxide [4]. Analysis of alumina-yttria phase 
diagrams [5,6] suggests that the solidification follows metastable extensions of the alumina and 
perovskite liquidus lines. The higher melting point alumina-rich phase forms first and then an 
extremely fine-grained mixture of perovskite and alumina fills the core of the drop. Figure 2 
shows a scanning electron micrograph of a section near to the edge of a specimen containing 
0.24 molar fraction yttrium oxide. 

2. Investigation of Melt Viscosity 

Figure 2. Scanning electron micrograph of the 
region near to the edge of a specimen 
containing 24 mole% Y20 3 . Solidification 
initiated at the cooler surface of the specimen 
and proceeded by precipitation of aluminum 
oxide (dark needles). The core of the spheroid 
is composed of an extremely fine-grained 
mixture of Y Al03 and A120 3 . A 
centrosymmetric void (not shown) was formed 
due to shrinkage of the liquid as it solidified. 
From the dimensions of the void, the volume 
decrease during solidification was estimated to 
be 6 %. 

Demonstration of glass formation for the Y AG-composition shows that the viscosity of the 
melt increases significantly when it is undercooled . The increased viscosity of the liquid 
required to form glass prompted experiments to pull fibers from the undercooled melt to 
establish the viscosity at intermediate temperatures [1] . 

Figure 3 presents data on the viscosity of molten Y AG as a semi-log plot of viscosity vs the 
ratio of the glass transition and absolute temperatures. The plot is based on a glass transition 
temperature for Y AG (black square) of 1273 K. The range of viscosities shown for fiber 
pulling was taken to be that typically used for glass fiber manufacture, i.e. 101.5 to 103

.
5 Poise 
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[7] marked by the boxed region. The data for the viscosity of molten Y AG at temperatures 
close to its melting point (near to TglT = 0 .55) is from Fratello and Brandle [8] . 

The lines in Figure 3 confirm that molten Y AG is an extremely fragile glass former [9] with 
the onset of increased viscosity occurring in the undercooled liquid at temperatures 
approximately 600 °C below the melting point. 
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Figure 3. Log viscosity vs . TglT for Y AG­
composition liquid . (This figure is substantially 
as in Ref. [1]) . 

The results provide new insight into the temperature dependence of viscosity of a fragi le 
liquid . The large crystallization veloc ity of the Y AG-composition melts (see Figure 1) 
suggests the crystal! ization process was not inhib ited by a high melt viscosity in experiments 
where crys talline phases were formed . In these experiments, the melt viscosity seems to be 
consistent with the values extrapolated from high temperature data . However , the abi li ty to 
pu ll fibers indicates that the undercooled melt can attain much higher values of viscosity under 
some conditions and ultimately form g lass . 

3. Enthalpy Measurements on Metastable Materials 

Drop solution calorimetry experiments were performed on processed materials by Dr. I-Ching 
Lin and Professor Alexandra Navrotsky at Princeton University [10]. We conclude that 
formation of the yttrium aluminum garnet phase is thermodynamically favored over a mixture 
of perovskite and alumina: the enthalpy for the reaction , 3 Y AI0:J + Al20 3 = Y3AIsO l2 is 
L1H ~ 98 = -32.14 ± 5 .52 kJ /mo!. However , perovskite is observed to form from the 
undercooled melt due to kinetic limitations on attaining the garnet structure. The enthalpy of 
vit ri fication of the garnet form was calculated to be 276.47 ± 5.38 kJ /mol or 13.82 ± 0.27 
kJ /g.atom . The heat of fusion of Y AG was estimated to be 516 kJ /mo!. 
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4. Characterization of Processed Material 

Processed materials were examined by a variety of analytical techniques. Scanning and optical 
microscopy were used to investigate the morphology of bulk specimens after processing. X­
ray diffraction analysis was used to determine the lattice parameters and identify crystalline 
phases. 

5. Collaborative Research 

This project has helped to develop collaborative research on the processing and properties of 
oxide materials with scientists at Arizona State University, Marshall Space Flight Center, 
Northwestern University, Princeton University , and the University of Illinois Urbana­
Champaign. 

6. Publication and Presentation of Results 

Results were prepared for submission to peer reviewed journals and presented at international 
conferences, workshops, and seminars. 

Plans: 

The goal of the ongoing research is to understand the nature of changes in undercooled molten 
oxides which lead to the onset of increased viscosity. Several avenues will be pursued 
including: (i) further investigation of effects of ambient oxygen pressure and dopants, (ii) 
investigation of melt viscosity using drop oscillation techniques, (iii) investigation of the 
structure of undercooled molten Y AG using containerless techniques in combination with 
synchrotron radiation, and (iv) in-situ measurements of the vapor species as a function of 
composition and process conditions to determine the component activity variations that occur 
in the liquid. 
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Introduction and Background: 

The scientific objective of this research is to increase the fundamental knowledge base for 
liquid-phase processing of technologically important oxide materials. The experimental 
objective is to define precise conditions and hardware requirements for microgravity flight 
experiments to test and expand the experimental hypotheses that: 

1. Liquid phase transitions can occur in undercooled melts by a diffusionless 
transformation. 

2. Onset of the liquid phase transition is accompanied by a large change in the 
temperature dependence of viscosity. 

Recent experiments on undercooled Y AG (Y3Als0 12)-composition liquid demonstrated a large 
departure from an Arrhenian temperature dependance of viscosity. Fibers were pulled from 
melts undercooled by ca. 600 0 indicating that the viscosity is on the order of 100 Pa's (1000 
Poise) at 1600 K [1]. This value of viscosity is 500 times greater than that obtained by 
extrapolation of data for temperatures above the melting point of Y AG [2]. Y AG is known to 
be a very "fragile" glass former [3-5] and the fiber puIling experiments indicate that the onset 
of the highly non-Arrhenian viscosity-temperature relationship occurs at a temperature 
considerably below the equilibrium melting point of Y AG. 

Experimental results on undercooled alumina-yttria melts containing 24-30 mole % yttrium 
oxide suggest that a liquid phase transition occurs at rates inconsistent with diffusion limited 
separation processes [6] . This raises the possibility that a congruent liquid phase transition can 
occur in YAG composition liquid. Molecular dynamics simulations on undercooled water also 
show coexistence of two liquids with the same composition but different density in the 
undercooled state [7] . This result lends further support to the concept that polyamorphic 
phase transitions can occur in metastable liquids The idea that changes in melt structure and 
bonding associated with liquid phase transitions in molten oxides result in large changes in 
melt viscosity is the principal subject of this investigation . 
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I Approach: 

The research is focused on the study of undercooled pseudo-binary alumina-yttria melts. 
Containerless techniques are being used to access non-equilibrium liquids and allow precise 
control of melt chemistry at high temperatures. Although the oxides of interest are extremely 
stable and exhibit only small oxygen composition changes, some properties of melts are very 
sensitive to the ambient oxygen pressure [8] which must be controlled in order to investigate 
subtle effects in liquid oxides. 

Properties which are being investigated are the onset and kinetics of phase transitions in the 
liquid and the viscosity of the undercooled liquid as a function of the temperature. The deeply 
undercooled molten oxides may become partially transparent so that the interior of the 
specimen can be observed in-situ to study the onset and kinetics of phase transitions , nucleation 
and growth. 

Earth-based research is being performed under conditions that meet some of the experimental 
constraints to provide the design basis for microgravity experiments . Containerless 
experiments using aero-acoustic (AAL) [9] and electrostatic (ESL) [10] levitation techniques 
achieve precise control of melt chemistry, access highly undercooled melts and glassy states, 
and control the effects of interaction with container walls on the evolution of morphology. 
Microgravity experiments will obtain the control of thermal gradients, density-driven 
segregation, and especially of fluid flow required to test the experimental hypotheses and 
enable measurements of melt viscosity over a wide range of conditions . 

The research is being performed in three stages. In the first stage we are using the 
aero-acoustic levitation facility with CO2 laser beam heating to investigate the effects of 
processing conditions on the compositions of interest. In these ground-based experiments, the 
melts are highly stirred by the aerodynamic and acoustic levitation forces and equilibrate 
rapidly with the process atmosphere. Evolution of liquid phases is masked by the fluid motion 
in the drop, which also interferes with viscosity measurements. 

In the second stage, we are performing levitation melting experiments using NASA's 
electrostatic levitation facility. The purpose of these experiments is to investigate the effects of 
greater quiescence obtained in the ESL on liquid phase transition behavior and to enable 
investigation of viscosity measurements on the liquids by observing relaxation of drop 
oscillations. These experiments will be limited to small oxygen partial pressures due to the 
ground-based requirement for operation in a vacuum and will encounter buoyancy- and 
electrostatic force-driven stirring and separation effects in melts. 

The third stage of the investigation is the design of space-based microgravity experiments , in 
collaboration with ASA flight scientists and engineers. This work may include low gravity 
experiments aboard parabolic airplane flights if the ESL becomes available for this purpose. 
The three tages of the project will be performed in parallel with the major emphasis shifting 
from the first to the second and third stages over the project period. 
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Long term microgravity conditions are needed to meet all of the experimental requirements for 
detailed investigation of the phase transition phenomena: 

1. Access to undercooled melts with a high degree of control of me lt purity, quiescence, 
and the ambient oxygen partial pressure. 

2. Gas-liquid equilibration at the extremely slow, diffusion limited rates allowing property 
measurements on a time scale that is small compared to the gas liquid equilibration 
time. 

3. Elimination of gravity effects on buoyancy-driven convection, phase growth rate, 
settling time, and coalescence. 

4. Fully-controlled synthesis of materials for subsequent examination and analysis. 

Results: 

Binary alumina-yttria materials of interest in this research are well suited to experiments in the 
aero-acoustic levitator. The liquid has relatively high surface tension, and can be maintained 
as a stable droplet over a wide range of temperatures. 

Experiments in the ground-based ESL require specimens with low vapor pressure since the 
processing is performed under dynamic vacuum and at pressures below about 10.5 atmospheres 
(l Pa). Thermodynamic calculations show that the pressure of gaseous species formed over an 
ideal solution of 3 Y 20 3 + 5 Al20 3 reaches about 10-5 atmospheres at a temperature of 2400 K, 
about 150 K above the melting point of Y AG. The low vapor pressure of binary alumina-yttria 
melts allows the ESL experiments to be performed with minor or negligible_ changes in 
chemical composition due to evaporation. 

Spheroidal specimens 0.2-0.4 em in diameter were made by melting high purity oxide powders 
under an argon, air or oxygen gas blanket in a laser hearth melter. Commercial single crystal 
sapphire spheres were used for experiments on phase-pure aluminum oxide. Specimens made 
in the laser hearth melter were polycrystalline and typically contained cracks and fissures 
which formed during solidification. Melting in air or argon atmospheres resulted in 
translucent spheroids often with a "milky" appearance . Material melted in oxygen occasionally 
"fizzed" as oxygen was evolved during solidification. These specimens were dense, opaque , 
and usually white in color. Larger specimens were flattened on the bottom surface where they 
contacted the hearth. Glassy specimens were made by levitating and melting material in an 
argon atmosphere. Levitation experiments are being performed in the AAL to investigate 
effects of processing conditions on the behavior of the binary alumina-yttria materials of 
interest. 

The results of the first ESL experiments on the oxide materials are presented in the remainder 
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of this section. These experiments were recently performed at NASA Marshall Space Flight 
Center in collaboration with Dr. Mike Robinson, Dr. Jan Rogers, Mr. Larry Savage and Mr. 
WOlfgang Soellner. The ESL was equipped with pyrometers to measure specimen 
temperature, a video camera to observe progress of the experiments, and a Residual Gas 
Analyzer (RGA) to measure the composition of gases in the levitation chamber. 

Single crystal sapphire, polycrystalline YAG and "glassy Y AG" specimens of 0.2-0.3 cm 
diameter and weighing 15-55 mg were easily levitated at ambient temperature. Specimens 
were placed on a metal specimen insertion device in the ESL and "charged" by applying a 
potential of several kilovolts between the vertical levitation electrodes. After about 60 
seconds of charging in contact with the insertion device, the specimen levitated a few 
millimeters above the bottom electrode. Smaller specimens tended to "overshoot" the nominal 
levitation position and stick to the upper electrode or were ejected from the levitator. 
Smooth specimens without sharp discontinuities in their surface and weighing 25-30 mg were 
most stable. The heating experiments were performed on this type of specimen. Once stable 
levitation was achieved at ambient temperature, it could be maintained indefinitely with a 
levitation voltage of8-12 kV. 

Preliminary heating experiments were performed using aNd : Y AG laser. Up to 60 W of laser 
power was focussed onto a 0.1 cm diameter region on the specimen which was either placed 
on the insertion device or levitated. Transparent specimens of "glassy YAG" and single 
crystal sapphire did not heat ignificantly even at maximum laser power, but polycrystalline 
specimens were heated to incandescent temperatures . Subsequent heating experiments used a 
25 W Synrad cw CO2 laser beam directed onto the specimen from one side. Oxides strongly 
absorb CO2 laser radiation and the available power was sufficient to melt 0.25 cm diameter 
sapphire specimens. At the higher temperatures , the oxides also absorbed the Nd: Y AG laser 
energy which could be used to supplement heating . 

Levitation stability decreased when the solid pecimens were heated . The position control 
system in the ESL enhanced stability and accommodated small perturbations of the specimen 
without loss of levitation. If heating were performed at a high rate, the specimen fell from the 
levitation position when it reached an apparent temperature of 450-550 °C. Once a levitated 
specimen had been slowly heated and then cooled to ambient temperature , it could be rapidly 
reheated to the highest temperature previously reached without loss of levitation stability. 
Careful control of the heating rate allowed the temperature to be increased to the melting point 
of sapphire (2327 K). 

The onset of melting in sapphire specimens was accompanied by a sudden increase by a factor 
of 10- 100 in the 16 atomic mass unit signal in the RGA spectrum indicating that oxygen was 
evolved. At the time of the increased oxygen signal on the RGA, the specimen also lost its 
charge and fell from the levitation position so that complete melting was not achieved. After 
the melting experiment, the levitation electrodes were covered with a thin deposit in the region 
near to the specimen. The electrodes were carefully cleaned before levitating a new specimen. 

These were among the first ESL experiments on dielectric oxide materials at high 
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temperatures. Preliminary results show that oxide materials levitate easily at ambient 
temperature. At elevated temperatures stability is reduced and it is expected that special 
heating techniques will be required to accomplish melting of oxides. 

Plans: 

Considerable R&D in the area of Electrostatic Levitation and processing of materials at high 
temperature is in progress at NASA MSFC. The present NRA research has and will continue 
to support this activity at MSFC by providing oxide specimen materials, facilities for C~ laser 
heating experiments, and participation in key ground-based experiments to define the flight 
experiment requirements. 

Major areas of activity towards the flight definition will include: 

1. Perform liquid-phase processing experiments in AAL to establish melt chemistry and 
precise conditions required to access high viscosity liquids. 

2. Analyze results of preliminary ESL experiments, design additional ESL experiments to 
achieve complete melting, and investigate outgassing of oxide materials during melting. 

3. Evaluate requirements for control of fluid flow to achieve viscosity measurements and 
control of sedimentation. Identify and analyze requirements for measurements of melt 
viscosity in the "free" oscillation and "critically damped" regimes. 

4 . Investigate phase transition in deeply undercooled melts by examining materials 
processed in AAL and ESL experiments. 

5. Prepare documentation for the Science Concept Review and Science Requirements 
Definition phases of the research. 
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We focus on two distinct materials science problems that arise in two distinct microgravity 
environments: In space and within the space of a polymeric network. In the former environment, 
we consider a near eutectic alloy film in contact with its vapor which, when evaporating on earth, 
will experience compositionally induced buoyancy driven convection. The latter will significantly 
influence the morphology of the crystallized end member. In the absence of gravity, the 
morphology will be dominated by molecular diffusion and Marangoni driven viscous flow, and 
we study these phenomena theoretically and experimentally. The second microgravity 
environment exists in liquids, gels, and other soft materials where the small mass of individual 
molecules makes the effect of gravity negligible next to the relatively strong forces of 
intermolecular collisions. In such materials, an essential question concerns how to relate the 
molecular dynamics to the bulk rheological behavior. Here, we observe experimentally the 
diffusive motion of a single molecule in a single polymer filament, embedded within a polymer 
network and find anomalous diffusive behavior. 

Alloy Films 

Here we consider the nature of crystallization of a two component volatile liquid in a film 
configuration. This geometry is important for several reasons. In the limit that the film itself is 
thinner than the capillary length on earth, the dominant effects influencing the equilibrium 
configuration are molecular diffusion, surface energy and long- and short-range intermolecular 
interactions. These are particularly crucial near contact lines. As the film builds in thickness, the 
role of gravity becomes important in both equilibrium and nonequilibrium configurations. By 
parity of reasoning, as a thick film thins, for example by evaporation, the influence of gravity 
wanes. Finally, as gravity itself vanishes we can extend the spatial range over which surface 
energy and long range interactions influence the behavior and we restrict our treatment of 
compositional evolution to diffusion and surface tension driven advection. We describe first the 
effect of evaporation in a pure film material and then examine the influence of a solute. 

From the perspective of the bulk coexistence, the evaporation of a completely wetting one­
component fluid might be considered as the reversible conjugate of the wetting process. However, 
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as was shown earlier in the research program, attractive interactions with the substrate eliminate the 
reversibility by stabilizing thin fIlms against a subsaturated vapor phase, wherein the sub saturation 
controls the equilibrium fIlm thickness. A nucleation process initiated by the tails of the long range 
substrate potential ruptures the thick film and leaves the substrate covered by a uniform thin film 
which is in coexistence with the subsaturated vapor, but the thin film is decorated by droplets of 
evaporating fluid. These droplets stand at fmite (macroscopic) contact angle and hence evaporation 
of a pure fluid preempts the complete wetting of the substrate l

. 

The addition of another component to the fluid introduces an additional thermodynamic constraint 
which dramatically changes the wettability and coating properties of the system. Experimental 
observations made on aqueous ammonium chloride2 motivate investigation of a model system that 
exhibits some of the primary features of the observed morphology. Consider an incompletely 
wetting droplet of solution standing on a substrate at finite contact angle as pictured from above in 
Figure 1. The species dependent volatility of the fluid facilitates crystallization during evaporation. 
Crystallization appears near the contact line of the droplet which drives the material over the 
substrate, but with a highly ramified interfacial region near the contact line. This contrasts with the 
pure case wherein evaporation leads to the nonwetting of an otherwise wetting fluid. Hence, 
evaporation of a non wetting alloy leads to wetting. 

The process involves a host of effects not all of which can be accounted for simultaneously in 
simple scaling arguments much less in analytical treatments. Evaporation acts to enrich the 
solution and initiates solidification within. The interaction between this process, mass conservation, 
and the solutal Marangoni effect drives material from the interior of the droplet into the rim and 
over the substrate. In contrast to the vast majority of solidification systems driven by evaporation, 
the phase boundary moves away from the source material in a process we describe as "extended 
crys tallization II • 

This complex interplay of phenomena motivates studies in which we can isolate dominant effects 
in idealized configurations. Common experience dictates that a bulk container of evaporating 
solution will eventually be populated by crystals. What is not intuitive is that the crystals will 
climb up the container walls. The observations in figure 1 require interpretation in terms of a 
continuous film covering the crystals near the contact line. As such, we first analyze the geometry 
of the solid/liquid interface underlying a semi-infinite thin film of solution. The structure observed 
is reminiscent of morphological instabilities, but because the source of impurities lies across the 
fIlm, the front evolution is essentially different, akin to an activated instability. 

We focus on a region of the crystal-film interface that is small relative to the characteristic variation 
in the vapor pressure as depicted in figure 2. Hence, the solutal Marangoni flow that will arise in 
this system3 will drive fluid into the region under consideration but the variation in surface tension 
over the scale of this region is small. The flow itself depends only on the coordinate normal to the 
solid/solution interface, u(z) = t z /~ where t = d'Y/dx = d'Y/dC dC/dx is the Marangoni coefficient, 
wherein'Y is the liquid/vapor surface tension and C=C(x,z) is the solute concentration. The time 
independent evolution of the solute field in the fIlm of thickness H is found by solving 

~ZdzC = Dd;'C , (1) 
J1 

subject to C(x,z=O) = CE and C(x,z=H) = Co where CE is the equilbrium interfacial concentration at 
the temperature of the substrate, Co is the equilibrium concentration at the local vapor pressure of 
the liquid surface, and D is the solutal diffusivity. It is the variation in the vapor pressure along the 
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surface that gives rise to the Marangoni flow and hence by allowing a weak variation in H=H(x) 
we account for this effect. In so doing we fmd a similarity solution C=IlC C(ll) with similarity 
variable 11 = z (V x) -1 (3 , in terms of ordinary functions 

where V = Jj{ 
Dp2j 

jQ! 

and llH = H (V x) -1/3. (2) 

The parameter V is a measure of the ratio of viscous to diffusive time scales, wherein p is the 
liquid density and Qm is the mass flux at the liquid/vapor interface. It is fortunate that the physics 
of the problem suggests a spatially varying thickness because equation (1) is otherwise 
unseparable in a fInite domain in z unless the problem is solved asympotically. Analysis of this 
solution shows that the flow provides material that maintains a constant film thickness in a spatial 
region Llx in which we would like to investigate the stability of the ' solidlliquid interface, but that 
this flow has a negligible effect on the redistribution of solute within Llx. From the perspective of 
the solid/liquid interface, the liquid/vapor interface is the source of solute. Hence, the solute 
introduced into the film at the liquid/vapor interface must diffuse through the fIlm in order to 
advance the solid/liquid interface and, depending on the local temperature, any solute in excess of 
the local value of CE will give rise to a local supersaturation. In the thin-film limit we have found a 
crystallization instability driven by this process4

• In direct analogy with the frozen temperature 
approximation to the Mullins-Sekerka instability, the most dangerous mode is of zero 
wavenumber but the wavelength selection is weak, leaving us with the possibility of many modes 
manifesting themselves on the growth front. Hence, we have begun to understand why the 
observed contact line shown in Figure 1 becomes so highly ramifIed. 

As the initial value of the fIlm thickness increases, two fluid mechanical phenomena become 
important and can therefore influence the evolution of the solidifIcation front. The fIrst is 
Marangoni flow given by equation (2) and in a zero gravity environment, this may influence the 
evolution of the interface by competing with the diffusive redistribution of solute. Because the 
flow has a large scale directionality, there is a possibility of travelling wave instabilities, for 
example, as has been found in directional solidifIcationS. On Earth, as the fIlm thickens 
compositional convection, driven by the increased density of the fluid near the solid/vapor 
interface, will begin. The critical conditions for the onset of compositional convection in 1 g are 
well described within the framework of the Oberbeck-Boussinesq equations. As gravity vanishes, 
the convective stability domain diverges. Therefore, we expect that in zero gravity, the rum 
thickness alone will determine the relative importance of diffusion and Marangoni convection in 
influencing the nature of the solidifIcation instability. 

Molecular Motion within a Polymer Network 

Another sort of microgravity environment exists in other soft materials such as polymer networks. 
The small mass of individual molecules makes the effect of gravity negligible next to the relatively 
strong forces of intermolecular collisions. A trivial example is that of a simple molecule in liquid 
solution. With a typical length scale L of 1 nm diameter and molecular weight 100, the 
gravitational force mgL is of order 10-33 N, while the thermally driven "Brownian" forces kBTIL 
have the order of 10-12 N. Indeed this discrepancy is retained up to the scale of one micrometer, 
and Brownian motion plays a dominant role in the dynamics of colloidal suspensions. 
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The Brownian micro gravity environment is characterized by unique mechanics. Battered randomly 
by molecular collisions, inertia is near zero and ballistic motion is impossible. Viscosity dominates 
so that force is proportional to velocity rather than acceleration. In the absence of bulk flows or 
other external forces, the motion of any single molecule or particle is diffusive, executing a random 
walk with mean square displacement growing linearly with time. The assumption of ideality rests 
on the claim that each molecule acts independently in a randomizing field of all other molecules. 
They do not develop significant correlations, and in bulk they are described by simple Newtonian 
viscosity. 

In polymers and gels the nature of thermally driven motions is considerably more subtle. In 
addition to molecular translations, thermal energy may couple into many types of soft bulk modes. 
Undulations of membranes or polymer filaments are among the most important of these modes. 
The soft elasticity characteristic of rubbers, foams, and even many foods depends on these 
undulations. While these materials have a net bulk density, their internal dynamics are dominated 
by thermally driven fluctuations operating at any value of gravity. 

Here, we take a direct look at the diffusive motion of a single molecule in a single polymer 
filament, embedded within a polymer network. Of course it is impossible to image and trace in 
time the motion of an individual molecule. Most work concerning such topics relies on spatial­
averaging methods such as light scattering. Molecular motions are inferred from observations of 
density fluctuations. 

Our approach is to tag a point on a polymer with an optically resolvable microsphere (silica bead, 
0.3 11m diameter), whose motion we follow with microscopy and video analysis tools. In order to 
reach observable time and length scales, we exploit particular biological polymers called 
microtubules. These are semi-crystalline polymers of the protein tubulin, which spontaneously 
forms hollow tube structures 25 nm in diameter and up to hundreds of micrometers in length. In 
vivo, these are ubiquitous structures present in the cells of animals and plants. For our purposes, 
their large diameter gives them a rigidity in the optimal range for optical measurements: they are 
sufficiently rigid to maintain an average direction from end to end, but still flexible enough to bend 
and undulate under the influence of thermal motion. (Thermal energy is distributed by equipartition 
into bending modes, each one costing curvature energy proportional to the fourth power of its 
wavenumber.) In other words, the motion of the bead should reflect the undulation of the whole 
polymer, in contrast to the free translational diffusion it would normally make in solution. 

Experimental methods include the biochemical purification of tubulin from cow brain, 
development of a chemical surface treatment by which to attach beads to microtubules (in 
preference to free tubulin in solution), differential interference contrast microscopy, optical 
tweezers for manipulating the tiny beads and for verifying their proper attachment, and 
development of particle-tracking software for video analysis. The measurements were always of 
the bead position as a function of time. These were accumulated into charts of mean squared 
displacement vs time interval, on intervals ranging from the video rate of 25 frames per second to 
several seconds. 

The main results are interpreted as follows6
• At "short" times, the motion of the microtubule 

undulations generates a mean squared displacement which grows as f 14, in contrast to t for 
ordinary translational diffusion. At "long" times, the mean squared displacement reaches a 
saturation. Both the saturation amplitude and the crossover time between short and long regimes 
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depend on the density of the polymer network. Essentially, the crossing, or "entanglement" of one 
mament over the next limits the undulations, dividing the polymers into segments shorter than the 
physical length and constraining the free oscillation of the longest wavelength modes. As a control, 
a bead attached to a microtubule which is not entangled in a network shows only ordinary linear 
diffusion on the observable time scales. 

An unexpected experimental result was obtained when observing a sheared network of 
microtubules. The beads displayed a mean squared displacement growing as t12, which is 
interpreted as a signature of tension in the polymer filaments to which they attached. In this case 
thermal energy is distributed into bending modes costing energy proportional to the square of the 
wavenumber. 

Future Plans 

Our study of the alloy films will focus on two areas. Firstly, we will investigate the role of the 
local shear rate in the evolution of the morphological instability. We expect that for sufficiently 
rapid flow, the disturbance maxima will experience a different supersaturation depending on 
whether they are upstream or downstream of the flow. Secondly, we would like to apply more 
simplified models to the droplet configuration shown in Figure 1. It is possible that one can 
explain the essential aspects of the spreading without having to treat the complex dynamics at the 
contact line. Finally, we would like to begin studying the role of long-ranged intermolecular 
interactions on the evolution of the surface film. 

The study of polymeric networks will proceed by installation of a fast position-sensitive detector to 
eliminate the video-rate restriction, and introduction of a probe to the local-scale rheology of the 
system. We are constructing a microscope-based falling-ball viscosimeter using a bead which is 
heavy enough to sediment by gravity through networks of microtubules of various mesh densities. 
We will use the system to investigate the fluctuations in the falling bead's decent as a signal to its 
interaction with the network. We will then move to a network of microtubules crosslinked by 
smaller adhering beads, again focusing on the local-scale rheology seen by the individual particle. 
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Figure 1. A droplet of aqueous ammonium chloride solution is initially placed on a 
petri dish in a subsaturated environment at room temperature. The droplet sits 
with a finite contact angle in equilibrium and begins to evaporate and crystallize. 
Each photograph is taken from above at equally spaced intervals, progressing from 
a to d, over a 24 hour period. The dark regions at the top of each photograph 
clearly distinguish the unwetted 'plastic substrate from the crystallization front 

Marangoni Stress 
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Figure 2. Schematic of the system. A solution film of thickness H overlies a crystal. The 
vapor pressure is lowered below saturation, P s( C, n and it begins to evaporate. The increase 
in composition C is responsible for (a) supersaturation of the fihn and (b) a compositional 
Marangoni Stress driving a flow u(z). 
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Defect Generation in CVT Grown Hg1_"Cd"Te Epitaxial Layers 
Under Normal and Reduced Gravity Conditions 

H. Wiedemeier and Y.R. Ge 
Department of Chemistry 
Rensselaer Polytechnic Institute 
Troy, NY 12180-3590 

In order to optimize the infrared detector properties of the alloy-type semiconductor Hgt_"C~ Te in 
electronic devices, a high degree of compositional and structural microhomogeneity of the single 
crystals of this material is required. Therefore, a better understanding of the crystal growth 
properties and ultimate control of the defect formation are of basic scientific importance and of 
technological significance. 

Earlier ground-based studies of the epitaxial growth of Hg._x Cdx Te on (100) CdTe substrates by 
chemical vapor transport demonstrated the effects of gravity-driven convection on the growth 
morphology and crystallinity of this material. These observations suggested that epitaxial layers of 
improved microhomogeneity could be grown under reduced gravity conditions. 

The combined results of our First United States Microgravity Laboratory (USML-l) and Second 
United States Microgravity Laboratory (USML-2) experiments confirmed the above expectations 
and yielded Hg._xCd"Te epitaxial layers on CdTe of significantly improved compositional and 
structural microhomogeneity and electrical properties relative to ground test samples. They also 
confmned the considerably lower dislocation density of the Hg •. xCdxTe/CdTe layer/substrate 
interfaces of the layers and islands. The time dependence of the morphological evolution of the 
growing layer and the coalescence of islands to layer reveal the inherent transient growth properties 
of this heterojunction system under normal and reduced gravity conditions. The combined 
observations show the influence of gravity-related phenomena on fluid flow at or near the growth 
interface. 

The present investigation is concerned with the further elucidation of fluid flow interactions with 
deposition and growth processes. It is generally known that the compositional and structural 
uniformity of single crystalline layers are affected by the crystallographic orientation (off­
orientation) and surface quality of the substrates, by the growth rate and temperature, and by 
annealing. The combined influences of these parameters on crystal growth and quality are most 
likely interrelated, yielding a rather complex mechanism of defect formation. The decoupling of 
the various origins of defect formation and their control represent major challenges in the field of 
crystal growth. 

As a step towards these goals, new research under this project is concerned with the investigation 
of substrate orientation (misorientation) effects on epitaxial growth of Hgt_xCdxTe layers on CdTe. 
Emphasis in these studies is on the morphological evolution of the growing layers during the 
transient growth period of this heterojunction system. In order to correlate the results of the 
present investigations with those of previous epitaxial growth ofHg._xC~Te on (100) CdTe on 
ground and in micro gravity , the same temperature profile, source material composition, and 
transport agent pressure are used. 

Therefore, the effects of substrate misorientation on Hg\_ltC~ Te epitaxial film growth by chemical 
vapor transport are being studied, for the first time, using a transient growth technique. For this 
purpose, (100) CdTe substrates with a misorientation of 3° towards [011] and growth periods of 
different duration are employed. The morphological evolution of the Hgt_ Cd Te mms deposited 
on the vicinal CdTe substrates shows a transition from three-dimensional isl~ds to two-
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dimensional layer growth. This trend is similar to that observed for films deposited on (100) CdTe 
substrates. However, there are distinct differences in the details of the surface morphology 
between the epitaxial growth on the vicinal and on (100) CdTe substrates. These differences 
include the edge morphology of individual islands, and, in particular, the formation of a long-range 
terrace structure of the fIlms grown on the vicinal CdTe substrates. The formation of the terraces is 
related to corresponding morphological developments at the layer/substrate interface as reflected by 
the {Oil} cross-sections of this system. The pronounced terrace morphology is a direct result of 
the substrate misorientation, and approaches the planar surface structure of the fIlms grown on 
regular (100) CdTe substrates after an extended growth time and layer thickness. In addition to the 
above, small differences of the surface composition and of the growth rate relative to those 
observed for the growth on regular (100) substrates reveal the influences of the 30 misorientation of 
the (100) CdTe substrates on the heteroepitaxial growth of Hg).xCdxTe. The combined results 
show that the interface Jdnetics are not fIxed in the transient regime and that they are coupled to the 
vapor mass transport processes. 

In order to further elucidate the effects of vicinal (100) CdTe faces on epitaxial growth and defect 
formation, investigations are in progress employing CdTe substrates with smaller misorientations 
than 30 from the (100) crystallographic orientation. The objectives of these studies are to correlate 
the morphological observations with the step density on the substrate surface, which, in turn, can 
be related to the degree of misorientation. 

As part of the systematic investigation of the effects of substrate orientation on epitaxial growth, 
the transient properties of Hg)oxCdxTe film growth on (111)B CdTe substrates are being studied 
under vertical stabilizing and destabilizing orientations of the density gradient with respect to the 
gravity vector. Although the (111)B CdTe face is crystallographically quite different from the 
(100) and vicinal (100) faces, results to date indicate similar transient behavior of the epitaxial 
growth on these faces. Present data reveal measurable effects of small convective flow 
disturbances on the growth morphology and defect formation of this heterojunction system. 

The combined results of this investigation will provide quantitative experimental data useful for the 
decoupling of the interactions of gravity-driven convection with surface related phenomena. 
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Vapor Growth of Alloy-Type Semiconductor Crystals 

H. Wiedemeier, Y. R. Ge and M. A. Hutchins 
Department of Chemistry 
Rensselaer Polytechnic Institute 
Troy, New York 12180-3590 

The advantages of vapor phase techniques are very useful for the growth of high-quality 
HgJ_xCdxTe bulk crystals and epitaxial layers. Because of the greatly different vapor 
pressures of the constituents of HgJ_XCdx Te, the chemical vapor transport method is 
employed, allowing the use of a single source material of predetermined composition in a 
closed container. This technique is particularly suitable for crystal growth under space 
flight conditions. 

Extensive ground-based studies of the bulk growth and heteroepitaxy of HgJ_xCdX Te on 
CdTe by CVT revealed the sensitivity of this complex, ternary, alloy-type growth system to 
possibly even minute convective effects under vertical, stabilizing conditions. They also 
demonstrated the inherent transient properties of this heterojunction system. The influences 
of the initial compositional and structural microhomogeneity on the electrical properties of 
layers are observed. These observations strongly suggested measurable effects of 
microgravity on vapor phase crystal growth of this materiaL The growth of HgJ_xCd.Te 
epitaxial layers by chemical vapor transport on (100) CdTe during the First United States 
Microgravity Laboratory (USML-1) (6.4 and 8.1 hr growth) mission showed significant 
improvements in the crystallinity of the substratellayer interface, of the epitaxial layer and 
of the surface morphology relative to ground samples. These observations indicated the 
effects of residual convective flow at or near the interface on crystal growth on ground. 
The morphological improvements of the space-grown layers are reflected in the 
considerably increased carrier mobilities. 

In order to further elucidate the effects of fluid flow on deposition and layer growth during 
the transient period of this system, the Second United States Microgravity Laboratory 
(USML-2) mission experiments were performed for shorter growth periods (1.5 and 2.5 hr 
growth). This required further ground-based experiments concerning the necessary 
temperature-time-line conditions_ The emphasis in these studies was on the observation of 
rnicrogravity effects on layer growth under transient, non-steady-state conditions. The 
objectives included the observation of the coalescence of three-dimensional islands to two­
dimensional layers, measurements of the compositional and structural uniformity, and of 
the electrical properties of the islands and layers grown in rnicrogravity. The USML-l and 
USML-2 experiments and ground-based studies represent the first investigations of 
transient crystal growth properties under normal and reduced gravity conditions. 

The comparative analysis of the ground and USML-2 results showed significant 
differences. The as-grown surface morphology of the islands and epitaxial layer obtained 
in microgravity is considerably flatter relative to ground specimens. The compositional 
rnicrouniformity (IR mapping) and the single crystallinity (etching, X-ray diffraction 
rocking curves) of the islands and epitaxial layer grown in space are measurably enhanced. 
These improvements yield carrier mobilities of the materials deposited under microgravity 
conditions which are greater by a factor of two than those of ground specimens. The 
significantly improved crystallinity of the space-grown substratellayer interface relative to 
that of ground samples shows that any annealing effects during longer growth times 
(USML- J experiments) are small. 
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The combined observations of the USML-l and USML-2 experiments demonstrate the 
effects of even small convective flows on the growth processes of this multi-component, 
multi-reaction, low pressure, solid-vapor transport system. The morphological 
investigations of the substrate-layer interfaces (heterojunctions) strongly suggest that the 
formation and propagation of defects is influenced by gravity-related processes during the 
very initial period of deposition. The combined results show the effects of micro gravity on 
the chemical and structural homogeneity during the transient period. These fmdings are of 
general importance for heteroepitaxial growth, independent of the particular growth method 
employed. 
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USE OF MICROGRA VITY TO CONTROL THE MICROSTRUCTURE OF EUTECTICS 

William R. Wilcox and Liya L. Regel 
Clarkson University, Potsdam NY 13699-5814 (wilcox@agent.c1arkson.edu) 
Reginald W. Smith, Queen's University, Kingston, Ontario 

Introduction 

The long term goal of this project is to be able to control the microstructure of directionally 
solidified eutectic alloys, through an improved understanding of the influence of convection. 

Prior experimental results on the influence of microgravity on the microstructure of fibrous 
eutectics have been contradictory [1,2]. Theoretical work at Clarkson University showed that 
buoyancy-driven convection in the vertical Bridgman configuration is not vigorous enough to alter 
the concentration field in the melt sufficiently to cause a measurable change in microstructure when 
the eutectic grows at minimum supercooling. Currently, there are four other hypotheses that might 
explain the observed changes in microstructure of fibrous eutectics caused by convection: 
1 . Disturbance of the concentration boundary layer arising from an off-eutectic melt composition 

and growth at the extremum. 
2. Disturbance of the concentration boundary layer of a habit-modifying impurity. 
3. Disturbance of the concentration boundary layer arising from an off-eutectic interfacial 

composition due to non-extremum growth. 
4. A fluctuating freezing rate combined with differences in the kinetics of fiber termination and 

fiber formation . 
We favor the last of these hypotheses. Thus, the primary objective of the present grant is to 
determine experimentally and theoretically the influence of a periodically varying freezing rate on 
eutectic solidification. A secondary objective is to determine the influence of convection on the 
microstructure of at least one other eutectic alloy that might be suitable for flight experiments. 

Influence of Electrical Current Pulsing on the Microstructure of MnBi-Bi Eutectic CFengcui Li) 

Previously, we had performed a few ground-based experiments using electric current pulses to 
deliberately create an oscillatory freezing rate [1,2]. Although the MnBi rod spacing appeared to 
increase with increasing current, we were not confident of the results because the freezing rate or 
pulsing conditions were varied during each experiment. With such experiments, it is difficult to be 
certain of the conditions under which each portion of the resulting ingot froze. Thus, we are 
currently performing a more thorough study in which the conditions are held constant for the 
duration of each experiment. New image analysis techniques were developed to yield detailed 
statistical information on the microstructure from numerous scanning electron micrographs. Thus 
far, 15 ingots have been solidified and analyzed under these conditions. The microstructures 
without current pulsing and at the lowest current consisted of fine, quasi-regular, semi-triangular 
MnBi rods. As the current was increased, increasing portions of each cross sectional slice showed 
other areas of less regular fibers, broken lamellae, large irregular MnBi, or completely absent of 
MnBi. We have confined our analysis of the microstructure to the areas showing the quasi-regular 
rods . The nearest neighbor distance was determined for each rod. With one exception, the 

standard deviation ranged from 33% to 38% of the mean nearest neighbor distance 'A. The 95% 

confidence limits were very small compared to 'A. The kurtosis and skewness were appreciable 
compared to the standard deviation, indicating moderate deviations from the usual bell-shaped 
normal distribution. Without current pulsing, the value of 'A2y was nearly the same for three 

different ampoule lowering velocities Y. Figure 1 shows 'A versus current amplitude for two 

different freezing rates and three different current pulsing conditions. For all conditions, 'A 
decreased as current was increased. Note that a constant current (without pulsing) caused no 

significant change in 'A. An alternate method of characterizing fiber spacing is to measure the fiber 
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density p, i.e. the number of fibers per unit area. The values of p . J/2 parallel the results shown in 
Figure 1, but are about 50% larger. Figure 2 shows the average percent of the cross sectional area 
that is MnBi. This appears to increase slightly with increasing current. (The run showing the 
exceptionally high value of %MnBi also exhibited an exceptionally large standard deviation for 
nearest neighbor distance, about 56% of the mean.) 

Flight Experiments (Fengcui Li) 

Originally, we had planned to fly experiments on Mir using QUELD, the Canadian gradient-freeze 
furnace that is installed in the Microgravity Isolation Mount (MJM). The MIM is capable of 
introducing controlled vibrations into an apparatus, as well as actively reducing vibrations. We 
had planned to take advantage of this capability. Unfortunately, because of the problems with Mir 
these experiments have been delayed, probably permanently. Twenty-four ampoules containing 
MnBi-Bi eutectic were prepared for these experiments. Several of these ampoules will be 
solidified at Queen's University in a ground-based copy of QUELD. We plan to determine the 
influence of growth rate perturbations, either by periodic mechanical shocks or heater power 
variations. 

Influence of Accelerated Crucible Rotation on Al-Si Microstructure (Ram Ramanathan) 

Experiments are underway on directional solidification of the Al-Si eutectic at different freezing 
rates, with and without application of accelerated crucible rotation to induce convection. 

Theory of Eutectic Solidification with an Oscillatory Freezing Rate (Dimitri Popov) 

For the first time, theoretical methods were developed to analyze eutectic solidification with an 
oscillatory freezing rate. Both a classical sharp-interface model and a phase field model are being 
used. A paper demonstrating the application of phase field methods to periodic structures was 
submitted for publication [3]. 

One-sided sharp-interface method. This method is based on the solution of heat and mass transfer 
equations separately in each phase. These solutions are connected at the freezing interface using 
the boundary conditions for flux conservation and continuity of temperature and concentration. At 
steady state with a constant freezing rate, the composition field near the interface depends on the 
distance d by which one phase leads the other. For both lamellar and rod eutectics, as d increases, 
the composition along the interface moves farther from the eutectic for both leading and trailing 
phases. The composition near the trailing phase becomes more uniform as d increases. 

We imposed temperature fluctuations in the melt in order to generate an oscillatory freezing rate. 
Under some conditions there is an amplification of the amplitude of the freezing rate oscillations 
due to oscillations of temperature, especially if the kinetic coefficient is high. The spatially 
averaged composition at the interface of each phase was calculated and integrated over one period 
of freezing rate oscillations after the initial transient had decayed. The difference between this 
composition and that for a steady freezing rate was calculated and represents the excess amount of 
rejected component ahead of the growing phase due to freezing rate oscillations. The frequency 
dependence of the spatially averaged composition reveals the same high-frequency cut-off for all 
values of d. With increasing d, the difference in composition from the eutectic increases, as can be 
seen in Figures 3 and 4. That is, there is a higher supersaturation ahead of each growing phase. 
We believe that this high degree of supersaturation may provoke nucleation of the other phase. 
Therefore, a large d would be favorable for development of a finer microstructure due to freezing 
rate oscillations. Figure 5 shows how the concentration difference from the eutectic would 

diminish after nucleation of new rods or lamellae that make /.. smaller. 

Phase-field method. In order to be able to track the interface dynamics, particularly where the three 

phases (melt, a solid and ~ solid) come together, we initially chose the phase-field method. The 
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governing equations were formulated using two phase-field parameters, functions of temperature 
and concentration. First, the necessary accuracy in the calculations of the concentration in the bulk 
of the phases was achieved for one dimension and one solid phase, providing the correct solution 
for the interfacial region. A simple lamellar eutectic structure was calculated at a constant freezing 
rate. As shown in Figure 6, the interface shape and the composition field ahead of the interface 
agree with the classic model of Jackson and Hunt. A fluctuating freezing rate and concentration 
ahead of the interface were obtained as a response to temperature fluctuations in the melt. The 
concentration change lags behind the interface velocity fluctuation, as in the one-sided model. 
With an oscillatory freezing rate, the majority phase tends to grow at the expense of the minority 
phase, and under some conditions even chokes it off and makes t.. larger. 

Thus we have mechanisms that can both increase and decrease t.. . The challenge remains to 
incorporate those mechanisms in a single computational model. 
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Figure 1. Average neare t neighbor distance t.. of quasi-regular MnBi rods versus current 
amplitu?e, ampoule translation rate V, time t during which current is passed through the sample, 
and penod T of current pulses. Note the two data points for a constant current of 5A (no pulsing). 
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Figure 3. Composition field at an instant of time near the planar interface of a lamellar eutectic, 
freezing with an oscillatory rate. This solution was obtained using a sharp interface model. 
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Figure 4. Composition field at one instant of time near a stepped eutectic interface, freezing with 
an oscillatory rate, from the sharp interface model. 

Eutectic solidification 

Figure 6. Eutectic solidification at constant rate, modeled with the phase-field method. The a­

phase has a large concentration of A (white), ~ has a low concentration of A (black), and the melt 
is at the eutectic (intermediate) concentration. Note the zones of rejection of the alien components 

(A rejected by ~, and B rejected by a). 
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Introduction 
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J. Miller 
DOE Lawrence Berkeley National Laboratory 
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Solar particle events and galactic co mic rays have the potential of producing serious 
radiation health effects in astronauts in the Human Exploration and Development of Space 
(HEDS) enterprisel.~. Solar particle events (SPEs) consist mainly of modest energy protons 
(below a few hundred MeV). Galactic cosmic rays (GCR) consist of high energy particles 
comprised mainly of protons but also include multiply charged ions (nuclei of chemical 
elements) through U with only mall contribution above Ni . The SPE protons of 30 to 120 
Me V are most important to astronaut exposures and f1uence levels above 108 p/cm2 will limit 
astronaut activity on rare occa ions for a period of several hours to few days. A storm shelter 
from such events must be provided'. The GCR pose an ever-present low level background 
radiation and have great penetrating power through shield materials . The GCR ions of high 
charge and energy (HZE) are few in number but dominate the estimated cancer risk to 
astronauts in deep space·.4·6. The intensity of these ions must be reduced whi le holding 
secondary radiations to a minimum within the spacecraft interior where the astronaut spends 
most of his time7

.
x
. Unlike the provision of a SPE storm shelter, shielding required against 

GCR is needed at all time during the mis ion and greatly impacts mission co t as the 
shielding of uch a large living/work area requires a large ma s of materials. Of course, the 
provision of uch a large mass for GCR hielding tends to mitigate the SPE storm shelter 
requirement. The GCR HZE transmission characteristic of shield materials are poorly 
under tood and the estimated exce Mars mission cost for shielding against the GCR due to 
uncertainty in shield estimates is between $1 OB and $30B. Thus, the provision of shielding 
from the GCR HZE particles at minimum mission co t i a critical element of the HEDS 
enterprise. Unle s there are co t effective means developed to protect the astronaut, there will 
be no HEDS mi sions beyond the geomagnetic field~ . 

The insufficient under tanding of HZE particle induced risk to astronauts is a basic challenge 
to shield material tudie at this time. Cancer induction is related to mutational events in the 
cell which have been studied in mammalian cell systems as a guide to the effectivenes of 
HZE particle cancer induction 111.11. There also exist data from HZE induction of harderian 
gland tumors in mice for which models have been derived l2 . These radiobiological models 
will be used as indicators for the rate of cancer ri k attenuation as a function of materials 
election and thickness D

. The econd challenge in eeking optimum shielding materials i 
that models for the nuclear interaction processes (fragmentation and secondary particle 
production cross sections) required for shield evaluation are not entirely developed and 
validatedx

. Therefore, laboratory testing of material transmis ion characteri tics is an essential 
component of any materials development program. In the te ting area, it is impos ible to te t 
all materials against all ions in the GCR environment due to the large number of ion types 
and their broad energy pectrum. Testing is limited to a few dominant ions at the most 
important energies . Sixty percent of the ast ronaut cancer risks are from the ions of C, 0, Mg, 
Si, and Fe (with an added 30 percent from the other HZE ions and only about 8 percent from 
GCR protons) I ~. These five dominant ions will be the focus of laboratory testing in the most 
important energy range between 500 MeV per nucleon and 2000 MeV per nucleon. Such 
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transmission tests require a complex diagnostic apparatus to identify the particles transmitted 
through or produced in the shield materi al15

• A unique test apparatus has been developed and 
operated for ASA by the Lawrence Berkeley National Laboratory for use at the Brookhaven 
National Laboratory (BNL) AGS accelerator facilitx \a unique facility within the US able to 
simulate the GCR HZE ion beams found in space) 5. 1. Some components produced in an 
external shield material are themselves biologically damaging \e. g., neutrons) and 
multilayered neutron absorbing materials may show advantage . 18 . A neutron sh ield testing 
fac ility and computational procedures are now available at Langley for the optimization of 
neutron absorption properties. 

In the execution of this proposa l, we wi ll first examine current and developing spacecraft 
material s and evaluate their abi lity to attenuate adverse biological mutational events in 
mammalian cell ys tems and reduce the rate of cancer induction in mice harder ian glands as a 
measure of their protective qualities. The HZETRN code l9 system wi ll be used to generate a 
database on GCR attenuation in each materi al. If a third year of funding is granted, the most 
promising and mi ss ion-spec ific materi als wi ll be used to study the impact on mission cost for 
a typical Mars mission scenario as was planned in our original two year proposal at the 
original funding level. The most promising candidate materials will be further tested as to 
their transmission characterist ics in Fe and Si ion beams to evaluate the accuracy of the 
HZETR transmiss ion factors~ . Materi als deemed critical to mission success may also require 
testing as we ll as materi als developed by industry for their radiation protective qualities (e.g., 
Physical Sciences Inc.) A study will be made of designing po lymeric materials and 
compos ite materials with improved radiation shielding propertie as well as the po ible 
improvement of mission- pecific materials. 

Shielding Methodology 

The specification of the interior env ironment of a spacecraft and evaluat ion of the effects on 
the astronaut i at the heart of the radi at ion ~rotection prob lem. The Langley Research 
Center has been developing such techniques .~ . The relevant transport equations are the linear 
Boltzmann equations fo r the flux density <Pj (x, Q, E) of type j particles as 

n ' \7<Mx,n ,E) = If 0jk(Q,Q' ,E,E') <Pk(x,Q',E') dQ' dE' - 0j(E) <Pj(x,Q,E) (1) 

where 0jCE) and 0jk(Q,Q' ,E,E') are the media macroscopic cross sections. The 0jk(Q,Q' ,E,E') 
repre ent all those proces es by which type k particles moving in direction Q' with energy E' 
produce a type j particle in directi on Q with energy E. Note that there may be several 
reactions which produce a particu lar product, and the appropriate cros sections for equation 
(l) are the inclusi ve ones. The total cross ecti on 0j (E) with the medium for each particle 
type of energy E may be ex panded as 

0j (E) = 0j,at (E) + 0j ,e l (E) + 0j ,r (E) (2) 

where the first term refers to colli sion with atomic electrons, the second term is for elastic 
nuclear scatteri ng, and the third term describes nuclear reactions. The microscopic cross 
sections and average energy tran fer are ordered as follows: 

0j ,at (E) - 10- 16 cm2 for which t.Eat - 102 eV (3) 

crj ,el (E) - 10- 19 cm2 for which t.Ee l - 106 eV (4) 

0j ,r (E) - 10-24 cm2 for which t.Er - 108 e V (5) 

This ordering all ows flexibi li ty in expanding solution to the Boltzmann equation as a 
sequence of physical perturbati ve approximations. It is clear that many atomic collisions 
(- 106) occur in a centimeter of ordinary matter, whereas - 103 nuclear coulomb elastic 
co lli sions occur per centimeter. In contrast, nuclear reactions are separated by a frac ti on to 
many centimeters depending on energy and particle type. Special problems arise in the 
perturbation approach for neutrons for which 0j ,at (E) - 0, and the nuclear elastic process 
appears as the first -order perturbation. 
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As noted in the development of equation (I), the cross sections appearing in the Boltzmann 
equation are the inclusive ones so that the time-independent fields contain no spatial (or time) 
correlations. However, space- and time-correlated events are functions of the fields 
them el ves and may be evaluated once the fields are known2o.21 . Such correlations are 
importan t to the biological injury of li ving tissues. For example, the correlated release of 
target fragments in biological systems due to ion or neutron collisions have hi gh probab ilities 
of ce ll injury with low probability of repair resulting in potentially large relative biological 
effectiveness (RBE) and qua lity factorn . Similarly, the passage of a single ion releases an 
abundance of low energy electrons from the media re ulting of intense fie lds of correlated 
electrons near the ion path. 

The so luti on of equat ion (I) involves hundreds of multi-dimensional integro-differential 
equat ions which are coup led together by thousand of cross terms and must be so lved se lf­
consistent ly subject to boundary conditions ultimately related to the external space 
env ironment and the geometry of the astronaut's body and/or a complex vehicle. In order to 
implement a so luti on one must have ava il ab le the atomic and nuclear cross section data. The 
development of an atom ic/nuc lear database is a major task in code development. 

Transport Coefficients 

The transport coefficients relate to the atomic/molecu lar and nu clear proce es by wh ich the 
particle field are modified by the pre ence of a material medium. As such, basic atomic and 
nuclear theories provide the input to the transport code data base. It is through the nuclear 
processes that the particle fields of different radiation types are transformed from one type to 
another. The atomic/molecular interactions are the principal means by which the physical 
insult is delivered to biological systems in producing the chemical precursors to biological 
change wi thin the cell s. The temporal and spatial distributions of such precursors with in the 
cell system governs the rate of diffusive and reactive processes leading to the ultimate 
biological effects. The transport coefficients are developed under a related project described 
in a separate paper in these proceedings2:1 . 

Trallsport So/ulion Methods 

The solution to equation (I) can be written in operational form as <1> = G <1>8 where <1>8 is the 
inbound flux at the boundary, and G is the Green's function which reduces to a unit operator 
on the boundary. A guiding princip le in radiation-protection practice i that if error are 
committed in risk estimates, they should be overe timates. The presence of trong scattering 
terms in equation (I) provide lateral diffusion along a given ray. Such diffu ive processe 
result in leakage near boundaries. If <1>r is the solution of the Boltzmann equation for a 
source of panicles on the boundary surface r, then the olution for the ame source on r 
within a region enclosed by r 0 denoted by <1>ro(f) has the property 

(7) 

where Er is positive provided r 0 completely enc loses r. The mo t trongly scattered 
component is the neutron field for which an 0.2 percent error results for infinite media in 
most practical problems2

• Standard practice in space radiation protection replaces r as 
required at some point on the boundary and along a given ray by the corresponding r 
evaluated for normal incidence on a emi-infinite slab. The errors in this approximation are 
second order in the ratio of beam divergence and radius of curvature of the object2

, rarely 
exceed a few percent for space radiations, and are always con ervative. The replacement of r 
by r as a highly accurate approximation for space applicat ions has the added advantages 
that rN is the natural quantity for comparison with laboratory imulations and has the 
following properties: If r is known at a plane a distance Xo from the boundary (assumed at 
the origin), then the value of r at any plane x ~ Xo is 

GN(X) = G (x - xo) G (xo) 

Setting x = Xo + h, where h i small and of fixed-step size gives ri e to the marching 
procedures of HZETR . 
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Evaluation Of Shield Effectiveness 

Our prior survey of current and developing spacecraft materials wi ll be updated and ordered 
according to hyd rogen content per unit mass and then number of electrons per unit mass as 
an indicator of shielding effecti veness. The HZETRN code system will be u ed to evaluate 
the transmiss ion of GCR through each material as a fu nction of the material's areal density (a 
parameter rel ated to total shi e ld mass) and the rate of attenuat ion of adverse biolog ical effects 
using four biore ponse models (cancer risk u ing LET-dependent quality factors, Harderian 
gland tumor in mice, neop last ic transformation in mice cells, and mutations in hamster cells). 
The materials will then be ordered according to their effectiveness per unit mas in reducing 
the biolog ical hazard. Since aluminum is a cu rrent tandard material for spacecraft 
constructi on, spec ial emphasis wi ll be given to the relative benefit of various aluminum alloy 
system and aluminum matrix composites. The mo t promi ing aluminum ba ed material 
systems, polymer y te'ms, and the most promi ing polymer composite ystems will be used in 
target test ing at the B LAGS facility. The target wi ll be prepared by the Materia ls Division 
of Langley Research Center for laboratory testi ng of their shield material's tran mission 
characteristics. 

Materials Database 

The choice of materi als will be guided as fo llows. Since aluminum alloys are sti ll the primary 
construction tec hnology in the space program, we wi ll study the effect of added all oy 
components as to their protective qualities . For example, the Cu additive to aluminum alloy 
will lessen the hie lding effectiveness wherea Al-Li alloy systems wil l have improved 
shie lding characteri ti c . Aluminum meta l matrix composites are favorable depending on the 
fiber used and boron fibers in particular may show some advantage since they absorb low 
energy neutron which are al ways produced as a secondary reaction product. However, the 
boron fiber with tung ten cores need careful evaluation as the tung ten wi ll be a strong 
source of secondary radi ation s. Neat polymers have already shown important advantages in 
their radi ation protection properties and can be ordered in their protective abilities accord ing 
to their hydrogen content although there ha been little laboratory testing. The use of in situ 
polymer manufacturing and rego lith composites will be examined as a mission cost effective 
means of habitat construction. Polymer matri x composites cou ld be an important alternative 
to many aluminum based st ructures with anti cipated improved radiation protective properties. 
We will examine the effects of fiber choice on protective properties as well as of polymer 
content. The protec ti ve va lue of the fibers are expected to be ordered from least effective to 
most effective as glass, graphite, boron, Kev lar, and polyethylene fibers. In add ition, materials 
identified as part of mission critical elements, such a inflatable lay-ups, regolith 
augmentation, and consumables, will be evalu ated. Materials avai lab le for hab itat 
con truction on the Martian surface will be examined. All of the materials wi ll be quantified 
as to their protective abilities and trade studies in the third year will be made on the most 
promising materi als to eva luate their effect on miss ion cost in the context of current 
uncertainty in HZE cancer ri sks factors. 

Preliminary Transmission Characterization Tests 

Water and polye th ylene both sat isfy the requirements of good shielding properties 
(High electron densi ty and large nuclear cross section per unit ma ) and have been used a 
target in a number of different measurements. We discuss the 5 10 MeV/nucleon 56Fe ion 
beams on CH2 target measurements. 

Tran smission of Fe ions in po lve thvlene 

The fragmentation of 510 MeV/nucleon 56Fe in polyethylene was measured ' 6 and compared ' 7 

to transmi ss ion properties ba ed on the NUCFRG2 nuclear fragmentatio n model 24 in figure I. 
The agreement between data and model is good , but the model's underpredict ion of the 
heavy fragment yie ld indicated that it could be improved, particularly in its treatment of 
nuclear structure effects. Also, in thi s case the uncertainties in both data and model were 
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Figure I. Comparison of measured fragment production by 510 Me V Inucleon 
56Fe in CH2 with a model calculation (so lid line hi stogram), as described in the 
text and in ref. [24]. 

sma ll enough that the effects of higher order fragmentation could be studied. It wa found 
that at least two generations of fragments mu t be included for the model transmiss ion 
function to accurately reproduce the data2 

Validation Testing 

The validity of the predicted transmission properties will be tested in the Fe and Si ion beams 
at the BNL AGS accelerator in the fir t two years. Added beam test ing with C,O, and Mg 
beams may be accomplished in the third year. Detection systems to mea ure projectile 
fragmentation are typically of small to moderate ize, depending upon the angular range 
covered. Figure 2 i a schematic of a detector configuration which our group has used to 
mea ure the fragmentation of 1.08 GeV/nucleon 56Fe in a variety of material at the 
Brookhaven National Laboratory Alternating Gradient Synchrotron (AGS) 16 . A series of 
olid state detectors record the energy deposited by charged particles traversing them. 

Convoluting the energy 10 es in two or more detectors makes it po ible to calcu late the 
particle's charge and energy. The olid state detector tack was augmented by pia tic 
scintillation counters to measure the time of flight between two points. This information is 
needed to upplement the energy loss information in the ca e of the lighter charged particles. 

Each indi vidual particle event seen by the detector sy tem is recorded during the accelerator 
te t and off line analy is codes are used to extract information about the transmitted partic le 
composition. Some correction to the data is required to accou nt for multiple scattering 
effects for which particles are lost from the detector sy tem. 

The interactions of the high energy ions produce very penetrating secondary neutrons in the 
shield materials for which special inner layers of neutron absorbing materials may be placed. 
A fast neutron te ting laboratory has been e tablished at Langley to va lidate the absorption 
properties of material . 
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Figure 2. Detectors used to measure fragmentation cross sections and frag ment 

fluences from 1.08 Ge V /nucleon 56Fe incident on a varie ty of targets. The 
detectors inc l ude plastic sc intillati on counters (T I , T2, TOF I), position sensi ti ve 
so lid sta te detectors (PSD I ,2,3) and 3 and 5 mm so lid state energy loss detectors 
(d3mml-4, dSmml-2 ). 

Mission Trade Studies 

Mission trade tudies will be performed usi ng the developed materials data base of the 
radiat ion prope rties of current and develop ing spacecraft materials as well as mission-specific 
mate ria ls. The most current Mars miss ion scenarios and transfer vehic le configurat ions will be 
used to assess the impact of material selection on crew safety and mission cost. The 
calculated and experimentally validated radiation transmissions properties w ill be used to 
generate a figure of merit for each of the se lected materials relative to aluminum. A 
methodology to incorporate the "figure of merit" resu lts, including cancer risk us ing quality 
factors and the three bio respo nse models, will be developed to estab li sh a design procedure 
for the trade studies. The launch mass sav ings, obtained through judicious material se lect ion, 
will then be evaluated for a Mars mi ss ion where parasitic sh ie ld requirements fo r GCR may 
become mi ss ion prohibiti ve. In addition, the effectiveness of the shield design strategy in 
reduc ing the biolog ical effec ts of the GCR e nvironment incurred by crew members wi ll be 
evaluated . The re maining uncertainty assoc iated with HZE transmission properties and 
bioresponse model wil l be included in the trade study analys is to address their impact on 
mi ss ion cos t. By es tabl ishing a des ign procedure at the conceptual phase of mission 
devel opment to inco rporate radi ation-effic ient materials, based on experimentall y val idated 
transmi ss ion propertie and current biore pon e models, the potentially negati ve impact of 
shi e lding require ments on mi ion go/no-go decis ions can be resolved . 
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Identification and Control of Gravity Related Defect Formation during 
Melt Growth of Bismuth-Silicate (Bi 12Si02o) 

Y. Zheng and A.F. Witt 

Department of Materials Science and Engineering, MIT, Cambridge, MA 

In the light of strong indications that a majority of critical defects formed in BSO 

during growth from the melt is related directly or indirectly to gravitational 

interference, it is suggested to use the reduced gravity environment of outer 

space for experimentation directed at the identification and control of these 

defects. The results of these experiments are expected to lead to advances in 

our understanding of crystal growth related defect formation in general and will 

establish a basis for effective defect engineering, the approach to efficient 

achievement of defect related, application specific properties in opto-electronic 

materials 

Introduction 

It has been established that growth of BSO from the melt requires Platinum as a 

confinement material. Thus, current induced growth interface demarcation, which is 

considered essential for studies of growth kinetics and defect formation, is complicated in 

conventional Bridgman geometries, because of the high electrical conductivity of the 

confmement material. The effectiveness of other than conventional Bridgman geometries 

(structured confinement walls, solidification through an orifice) is strongly dependent on 

the wetting behavior of the confined BSO. It is considered essential therefore, to 

investigate for the system under consideration the wetting behavior in contact with 

platinum through measurements of contact angles as well its dependence on composition 

of the melt and the gas phase. The approach taken to the study of the wetting behavior of 

high temperature melts is simple, provides for reproducible data which are consistent 

with published results and is applicable to implementation in a reduced gravity 

environment. 
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PRELIMINARY STUDY OF THE WETTING BEHAVIOR OF PLATINUM IN 

CONT ACT WITH BSO MELT 

Axi-symmetric Drop Shape Analysis: 

Surface tension and the gravity effect determine the shape of a sessile drop . Surface 

tension tends to make the drop spherical while gravity tends to flatten it. Since the gravity 

effect is known, the surface tension can be determined by analyzing the drop shape. The 

three-phase contact angle (8) can be obtained as a side-output from the drop-shape 

analysis, with accuracy, which is superior to that of direct angle measurements . 

The shape of the sessile drop is governed by the Laplace equation. It relates the 

interfacial tension and curvature at the liquid-vapor (or liquid-liquid) interface to the 

pressure difference across it: 

1 1 
y(-+-)=M 

R
J 

R2 
(1) 

where y is the interfacial tension, RJ and R2 are the two principal radii of curvature and 

M is the pressure difference across the interface. If gravity is the only effective external 

force, M is linear along a vertical axis z: 

M = M o + (/1p)gz (2) 

where M n is the pressure difference at a reference plane, i1p is the density difference 

across the interface, and g is the gravitational acceleration. 

o 
x 

z 

Fig. I Coordinate system for ax i-symmetric sessile 
drop shape analysis. 
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By choosing a coordinate system as in Fig.1, we have the set of differential equations: 

d¢ 2 sin¢ 
-=-+CZ---
ds Ro x 

dx 
-= cos¢ 
ds 

dz 
-= sin¢ 
ds 

dV (n X 2 HZ) 2 . 
- =nx Slll¢ 

ds ds 

where s is the arc length, 

C is a capillary constant defined as_ 

(flp)g 
c= 

y 

The boundary conditions at the origin of the coordinate system are: 

x(O) = z(O) = ¢(O) = V(O) = 0 

::Is=o = Ro 

where Ro is the radius of the drop at its apex. 

The boundary conditions at the three-phase contact line is given by: 

¢I z=,,=e 

vlz=" = Vo 

where h is the height of the drop, and Vo is the total drop volume. 

Parameters involved are: c (or g/y ), Ro, e, h and Vo. 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

By solving the set of differential equations (1)-(4), the shape of a drop can be uniquely 

generated with the parameters, c, Ro and h. e and Vo can be calculated from equations 

(8) and (9). Only 2 of R o, e, h and Vo are independent parameters and any two of them 

are sufficient to establish the boundary conditions of the problem. 
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In theory, knowing the exact location of two arbitrary points on the surface of the drop 

as well as the origin, 0 , the values of c and Ro can be obtained by fitting the Laplace 

curve to these two points. 

In reality , the surface line (a projection of the surface on the 2 dimensional X-Z 

coordinate system) can be localized only with an accuracy, determined by the optical 

system used. Since in computational analysis each point on the line has an inevitable 

uncertainty at the order of 1 pixel, a significant number of points were selected from the 

surface line to increase the accuracy of the extracted c and Ro values. It should also be 

mentioned that the origin, 0 , (Xo, Zo), is difficult to locate; considering this quantity , 

like c and Ro , as optimization parameter for the curve-fitting process can avoid the 

problem. 

Images of sessile drops were acquired using a NEC, CCD (640x480) camera fit to a 

stereomicroscope. For photography ofBSO melts the emitted, unfiltered radiation was 

used; sessile drop studies of organic liquids were carried out using an external light 

source (Fig 2). The contour of the drop shape was obtained by applying a ' Sobel ' edge 

operator (that finds the pixels have the maximum gradient of intensity) to the drop 

image monitored on the screen (Fig 3). 

Fig. 2 Drop of glycerol on Teflon in 
reflection mode. 

Fig. 3 Contour of the liquid-vapor interface as 
obtained by a 'Sobel' edge operator, 
applied to fig.2 . 

The sample points selected from the interface contour (Fig 3) were chosen to be 

uniformly spaced, so that every section of the curve is equally weighted during the 

curve-fitting process. 
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Experimental set-up 

The determination of drop shapes and contact angles was carried out in an optical cell 

(with controlled ambient) with controlled heat input via a sodium heat pipe. Imaging 

was accomplished with an operational microscope and a CCD camera connected to a 

. Macintosh. Image processing and analysis was done using the NIH image 1.6 

software. 

operational microscope 
11111111. 

___ heater 

D ~ 
"cco 

camera 

[ ----: ~ /' r co~tr. ambient 

optical cell A;:==i~2~2~~!§'~j~j;=d'=2=b=%::;Iit@#;;:;·· .. ;:;-1 J _______ t----. 
Heat pipe 

FigA Schematic of optical cell used for the determination of drop shapes and contact 
angles. 

Analysis of selected organic liquids with known surface tension 

To test the viability of the adopted experimental and theoretical approach, we 

determined the surface tension of some organic liquids at room temperature in an 

argon atmosphere. The results are presented in Figs. 5, 6 and Table 1 

Fig. 5 Drop of glycerol on Teflon 
in reflection mode. 
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a e ur ace tensIOn 0 orgamc IqUl S accor 109 0 T hIlS f f "r "d d" t d h rop S ape measurements 
Sessile Drop Liquid-vapor surface tension, y (MJ/m2) y(mJ/mL) 

10 data-fitting processes for each drop from reference 

Mean 

Diethylene glycol 44.2 

Glycerol (Fig. 4) 65.3 

Glycerol (Fig. 5) 62.1 

• CRC Handbook of Physics and Chem istry . 
.. Lange's Handbook of Chemistry 

Fig. 7, BSO (I a) at P02 = 10-4 atm 

Fig. 9, BSO (II a) at P02 = 10-4 

Standard deviation 

1.7 44.77" 

0.8 63.14" 

0.7 

Fig. 8, BSO (I b) at P02 = 10-4 atm 

Fig. 10, BSO (II b) at P02 = 10-3 atm 
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Table 2 Liquid-Vapor interfacial energies and contact angles obtained by drop 
h I ° s ape analysIs: 

P02 (atm) y(MJ/mL) Contact Angle 

Left Right 

Mean Std. Mean Std. Mean Std. 

I a 10-4 206.0 13.6 43.47 0 0.48 0 44.66 0 0.58 0 

IIa 10-4 184.2 7.8 • 51.95 0 0.93 0 - -

lIb 10-3 207.9 10.4 - - 39.84 0 0.55 0 

IlIa 10-4 194.8 5.5 48.26 0 0.35 0 - -

I1Ib 10-3 204.5 10.7 40.33 0 0.76 0 - -

* The contact angle was not determined because contact line was not focused well on that side of the 
image. (but it was well focused on the other side) 

T bl 3 C t t a e on ac b dO t angles )y Irect measuremen : 
Sessile Drop Contact Angle (y) 

Left Right 

Mean Std. Mean Std. 

I a 44.05 0 0.78 0 44.7 0 1.3 0 

I b 46.86 0 0.79 0 39.36 0 0.85 0 

Preliminary Results of Wetting Study 

Drop shape measurement indicate that the surface tension of (undoped) BSO melts is 

unaffected by the oxygen partial pressure in the ambient, yielding values ranging from 

195 to 206 MJ/m2
. 

The contact angle (8) is however found to vary measurably with the oxygen partial 

pressure, increasing from zero degrees (complete spreading) at Pox of 0.2 atm to about 480 

at pox of lO-4atm. Contact angle hysteresis is found to be small. This finding indicates that 

the dependence of the wetting behavior on the oxygen partial pressure is due to changes 

in the spreading pressure (YSY-YSL). The preliminary data suggest that "free" 

solidification is achievable in modified Bridgman geometry, provided the wetting 

behavior in space is not substantially different from that on the ground. 
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Introduction and Objectives 

Ordered and oriented thin film of an organic nonlinear optical (NLO) material , N, -dimethyl-p­
(2,2-dicyanovinyl) aniline (DCYA), have been grown on disordered substrate, in pace, aboard 
the USA Space Shuttle Endeavour on STS (Space Tran portation System) -59 and STS-69. The 
STS-69 re ults extend, confirm, and are consistent with those of the STS-59. Similar experiments 
have been conducted in the laboratory as ground control and have produced ingle crystal only. 
All experiments have demonstrated that the morphology of DCY A crystal i highly dependent 
upon gravity. The premi e is that the bond are week in nature (Yan der Waals) and are 
significantly impacted by gravity. Hence, there is a need for a well defined ground-based program 
to determine the validity of this theory, that i , if the impact of gravitational force can be overcome 
by other process parameters. Specifically, the ground-based studies focus on investigating the 
macro copic and micro copic conditions required to prepare high-quality thin films of DCV A 
through the optimization and control of the growth cell orientation, growth temperature, substrate 
variation studies, and background pressure. 

The crystal growth experiments have been petformed using the Moderate Temperature Facility 
(MTF). An improved version of the MTF will include the capability of in situ observation of the 
growth process yielding ignificant understanding of the mechanisms for two different types of 
cry tal formation, bulk crystals obtained in a normal gravity environment and ordered and oriented 
thin film crystals obtained in reduced gravity (thin films being achievable only in a reduced gravity 
environment). The three year old pace-only grown DCV A thin films proved to have 
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thermodynamic and photochemical stability. To date, vapor-deposited DCV A thin films have not 
been duplicated in a normal gravity environment. 

The space-only grown DCVA thin films are an example of "Van der Waals epitaxy" on inorganic 
substrates. Understanding this new growth process is vital if we are to fully exploit its potential to 
incorporate highly nonlinear optically active organic materials as active opto-electronic and electro­
optic components in modem integrated logic device structures. 

Growth method 

The crystal growth method used for the experiments on the ground and in space was the effusive 
ampoule physical vapor transport (EAPVT) [1-3]. This technique allows for the continuous 
removal to vacuum of residual impurities and other transport-limiting vapor constituents through a 
calibrated leak near the crystal. Consequently, mass transport rates tend to be only limited by 
viscou interaction with the walls and by heat transfer at the interface. Then, even for small 
temperature differences, b-T, between source and crystal, the transport proceeds so rapidly that a 
flow-restricting capillary needs to be placed between the source and crystal to ensure high 
structural quality growth. The EAPVT growth method is best suited for organic NLO materials 
which are known to be thermally unstable and decompose at high temperatures . Hence, single 
cry tal growth at practical rates can only be obtained in an apparatus that provides for continuous 
removal of any gaseous decomposition products. This consideration was essential for the design 
of crystal growth experiments to be conducted aboard space craft, where experiment time is at a 
premIUm. 

Moderate Temperature Facility (MTF) 

We have developed and built a versatile, flight qualified, MTF [4] for materials processing in space 
and on Earth. The four successful flights on the U.S. Space Shuttles have demonstrated the MTF 
materials processing capabilities. The MTF is housed in a sealed canister and consists of a 
mounting structure, a vacuum vent valve assembly , a backfill assembly, a controller, and the 
EAPVT hardware. The pre ent configuration of the EAPVT hardware consists of six ovens. Each 
MTF oven contains two eparate growth cells which allow the independent processing of two 
samples simultaneously. The oven's power consumption is less than 3 W at 140°C. This thermal 
efficiency was achieved by addressing all three forms of heat loss: radiative, convective, and 
conductive. The MTF design permits a variety of materials processing techniques to be 
implemented at temperatures up to 250°C, including solution, vapor, and low temperature melt 
crystal growth, as well as a variety of polymer reactions. 

Materials preparation 

DCVA, a donor/acceptor-substituted aromatic compound, was synthesized according to literature 
procedure [5] and characterized by melting point (454.5 K) and nuclear magnetic resonance 
(NMR). The product was twice recrystallized from 95% ethanol and acetonitrile to give material of 
at least 99.5% purity. The ub trates were machined flat from oxygen-free-high-conductivity 
copper and aluminum rods. The final polish was done with 16 II silicone carbide abrasive paper 
but, the characteristic machining marks and the central tip were still visible. These surfaces were 
cleaned by rubbing with Alconox detergent solution, then with deionized water, and finally with 
ethanol. They were exposed to the ambient atmosphere (including the moisture) for mounting the 
seed and assembling them into the growth cell. Consequently, the substrates were not free of 
adsorbed surface contaminants. In fact, the entire preparation was done as normal, for crystal 
growth, not expecting thin films. Seed crystals were selected from previously grown crystals. 
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Growth conditions 

The preparatory ground-based research was complex due to the large number of parameters 
involved in the process of crystal growth such as: flow restriction by the capillary, effusion 
calibration by the leak to vacuum, !:J. T of the ends of the cell, thermistors calibration, vacuum level, 
seed crystal preparation, temperature profile of the ampoule. The growth process of crystals is 
fully automated and consists of five essential sequences: outgassing and warm up, growth, 
backfilling, and cool-down. The terrestrial reference experiments were evacuated to - 10.

4 

torr 
through a vacuum vent valve assembly to provide the vacuum for the EAPVT process, and to 
reduce convective thermal transport. The flight experiments vent to the vacuum of space. During 
the warm-up sequence the substrate and source temperature were increased in a controlled way to 
avoid growth of crystals on the substrate prior to the optimum growth temperatures being reached. 
The backfill assembly is activated at the end of the experiment, when the growth process is 
complete, just before the heaters are turned off. This is done to quench the vapor transport process 
and avoid uncontrolled deposition during the cool-down. First, the vacuum vent valve is closed. 
Then, backfilling is effected by opening a valve and allowing dry inert gas to pressurize the 
canister until the equilibrium is achieved. A cool down sequence keeps the substrate hotter than the 
source, causing vapor to condense on the remaining source material instead of on the grown crystal 
or thin film. 

Film characterization techniques 

In 1994, the STS-59 flight results of the two thin film DCVA samples were considered an 
anomaly. However, we decided to start a systematic characterization. Since the number of 
samples was limited to two we have taken great care in applying the characterization techniques 
with the correct hierarchy, from least destructive to most destructive. The first technique to be 
used was, Differential Scanning Calorimetry (DSC), not for the thin film characterization but 
mainly for the DCV A material itself. A Perkin Elmer Model DSC-2 instrument was used to 
examine the thermal behavior of the DCV A source material, the Earth grown DCV A crystal, the 
space grown crystal (collected from a small self nucleated polycrystalline clump grown at the edge 
of the substrate and on top of the thin film) and a seed mounted with epoxy resin in the DSC 
sample holder. In the repeated scan of DSC with different operating variables such as heating and 
cooling rates, and consecutive heating cycles, phase transitions other than the melt were not 
observed between 323 and 456 K; moreover, the melting point had not changed. This means that 
no glassy state, polymorphism or polymerization exist in the melting- olidification cycles of 
DCV A. The ftlm deposited on the substrates i the DCV A sublimed material . With these relaxing 
DSC results in mind, we have probed the DCVA pace grown thin films with microphotography, 
differential interference contrast (DIC) optical microscopy, Fourier tran form infrared (FfIR) 
spectrometry, X-ray diffraction (XRD), visible reflectance spectroscopy, stylus profilometry, and 
second harmonic generation (SHG) efficiency. The e techniques imply a deposition of oriented 
and ordered thin films [6-8]. 

The color of the thin films is red. Observations by microphotography and DIC optical microscopy 
of the best thin ftlm sample revealed a smooth and featureless surface. Craterlike and domelike 
features characteristic to the insufficiently clean or mooth sub trate urface, were not observed at 
the highest magnification of the DIC optical microscopy. Usually, if there are impurity particles 
such as dust on the surface of the substrate, these particles tend to form holes in the film. They 
may act also as preferred nucleation sites that cause complete film continuity to form at an earlier 
stage of growth, or they may tend to repel surface diffusing admolecules . In this case a lower 
density of nuclei would be expected, and much more material may have to be deposited to form a 
pinhole-free film. A complete different topography, of a granular film, was observed at the edges 
of the substrate. This might be an indicative of a Volmer-Weber growth [9-12] by three­
dimensional nucleation, growth and coalescence. The film grew outward, away from the 
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substrate, more rapidly than sideways to fill the holes. Some thin film samples displayed a rough 
surface which might be very well an indication of the Stranski-Krastanov (layer plus island) 
growth [9-12] if we assume that the thickness of the film left it in the island stage of growth. 
There is not an easy an wer concerning the growth process and additional studies will likely 
become necessary. 

Proposed Research Plan 

A ground based program is proposed to explore possible approaches to grow on Earth, from 
vapor, the DCVA thin films. Vapor pressure measurements [13], at various temperatures, of 
DCV A and other related NLO organic materials will be used in numerical calculations to separate 
the convection and diffusion effects in an attempt to further understand the relationship between 
nucleation and gravity. Vapor growth experiments altering the MTF's orientation to the gravity 
vector, changing the sub trate temperature, modifying the temperature profile at many 
combinations of warm-up rates, measuring the background pressure in the MTF oven, will be 
carried out. The researchers hope to refine their results with electro-optical device-quality 
substrates so that the NLO effectiveness of the ground "to be grown" films can be quantified. It 
will be important to evaluate the quality of the grown films in detail and compare the results with 
those obtained from the previous studies [6-8]. 

The space experiment on STS-69 wa a test experiment using changes in many growth parameters 
such as: substrate, source temperature, transport flux , and seeding which might influence the 
growth of DCV A thin films. None proved to have a major impact. Exactly reproducing all none­
gravity EAPVT parameters for the unit-g experiments will be very difficult because some of them 
are completely different (the temperature profile) and others could not be measured (for instance the 
background pres ure external to the growth cell). 

In addition to carrying out a series of ground-ba ed experiments aimed at understanding why the 
microgravity experiment results are so dramatically different from the results obtained when using 
the hardware on the ground, two changes need to be made to the experimental equipment. The 
first change is to install a fiberscope camera as part of the growth cell so that the growth of the 
crystals and thin films can be directly observed. At present all growth parameters are preset and 
nothing is known about the growth form until the experiment is complete. The ability to visualize 
the growth process in real-time is critical in coming to an understanding of this fundamental puzzle 
of why the growth form is so vastly different on Earth and in space. One barrier to using a 
fiberscope in the past has been that the fiberscope needs to operate in a IS0°C environment. Until 
recently the technology has not existed to do this. Fiberscopes are typically limited to long-term 
operating exposure of 90°C. The technology now exists, however, to build the fiberscope we 
need. It will add considerable insight into the "Vander Waals " nature [14-16] of the epitaxial 
growth process for DCV A. The second change is to upgrade the control electronics. 
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