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Foreword

The 1998 Microgravity Materials Science Conference was held July 14-16 at the Von Braun
Center, Huntsville, Alabama. It was organized by the Microgravity Materials Science
Discipline Working Group, sponsored by the Microgravity Research Division at NASA
Headquarters, and hosted by the NASA Marshall Space Flight Center and the Alliance for
Microgravity Materials Science and Applications (AMMSA). It was the third NASA
conference of this type in the microgravity materials science discipline. The microgravity
science program sponsored approximately one hundred and twenty investigations and one
hundred and six principal investigators in FY98, all of whom made oral or poster
presentations at this conference. In addition, some twenty posters covering Advanced
Technology Development projects sponsored by the Microgravity Research Division at
NASA Headquarters, NASA microgravity facilities, and commercial interests were
exhibited. The conference’s purpose was to inform the materials science community of
research opportunities in reduced gravity in preparation for a NASA Research
Announcement (NRA) scheduled for release in late 1998 by the Microgravity Research
Division at NASA Headquarters. The conference was aimed at materials science researchers
from academia, industry, and government. A tour of the MSFC microgravity research
facilities was held on July 16, 1998. This volume is comprised of the research reports
submitted by the Principal Investigators after the conference.
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Agenda

Tuesday, July 14, 1998

8:30 a.m.

8:35 a.m.

8:40 a.m.

9:00 a.m.

9:20 a.m.

9:50 a.m.

10:15 a.m.

10:35 a.m.

10.55 a.m.

11:15 am.

12:00 p.m.
1:15 p.m.
2:45 p.m.
3:00 p.m.

6:00 p.m.

Introductions

Welcome from the Directorate,
Marshall Space Flight Center

Microgravity Research Program

The Current Microgravity
Materials Science Program

The Route to Flight

International Space Station: An Overview
from the Microgravity Perspective

Break

Remarks to PI's and Comments to
Prospective Proposers

Question and Answer Session

INVITED PAPER: Nucleation and
Properties of Undercooled Metallic Melts:
Results of the TEMPUS MSL-1 Mission
Lunch (boxed lunches provided)

Parallel Session I

Break

Parallel Session II

Dinner at the Huntsville Depot Roundhouse

Dr. Bradley M. Carpenter, NASA HQ

Mrs. Carolyn Griner, NASA MSFC

Mr. Robert C. Rhome, NASA HQ

Dr. Donald Gillies, NASA MSFC

Mr. Joel Keams, NASA MSFC

Mr. Ned Penley, NASA JSC

Dr. Michael J. Wargo, NASA HQ

Dr. Ivan Egry, DLR

Buses depart from in front of Hilton Hotel beginning at 5:50 p.m. and return to

the Hilton beginning at 9:45 p.m.

> &6



Wednesday, July 15, 1998

8:00 am. Parallel Session III
10:00 am. Break
10:15 am. Parallel Session IV
11:45 am. Lunch and Poster Session (boxed lunches provided)

2:00 p.m. Parallel Session V
Materials Science/Radiation Shielding Review (Salon IT)

3:30 pm.  Break
3:45 p.m. Parallel Session VI

Thursday, July 16, 1998

8:00 a.m. Parallel Session VII
Materials Science/Radiation Shielding Review (Salon II)

10:00 a.m. Break
10:15 am. Parallel Session VIII
11:45 am. Lunch (boxed lunches provided)

1:00 p.m. Escorted Tour of Marshall Space Flight Center
Buses will depart from the North Hall of the Von Braun Center
Estimated time of return 5:30 p.m.
Foreign Nationals must have pre-registered for this tour and must have their
passports in their possession in order to be allowed to enter Marshall Space
Flight Center.
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Abstract

Experiments were carried out to study the morphological stability of Bi- 1 atomic % Sn
alloys using the MEPHISTO directional solidification apparatus aboard Space Shuttle Columbia
(STS-87, launched Nov. 19, 1997) and in ground-based studies. The Seebeck signal and
temperature measurements indicate that convection was significant for ground-based studies. In the
space-based experiments, interface breakdown was observed at growth velocities of 6.7, 27, and 40
um/sec, but not at 1.8 and 3.3 um/sec.

Introduction

An investigation of the solidification of Bi- 1 atomic % Sn was performed using both
ground- and space-based experiments. The solidification experiments for this faceted alloy used an
apparatus developed by Centre National d’Etudes Spatiales (CNES, Toulouse, France) and
Commissariat a I'Energie Atomique (CEA, Grenoble, France) called MEPHISTO, which stands for
Materiel pour I'Etude des Phenomenes Interessant la Solidification su Terre et en Orbit apparatus.
The apparatus was developed for investigating directional solidification of metallic alloys and doped
semiconductors. The space-based experiments were performed aboard the Fourth United States
Microgravity Payload (USMP-4), and built upon results from the three previous Microgravity
Payload missions.

The interface between a crystalline solid and its liquid can be either faceted or non-faceted
(which are smooth or rough, respectively, on an atomic scale). The growth of a faceted interface is
dominated by the nucleation and lateral growth of new layers, or if the interface contains
dislocations, by layers generated by a combination of nucleation and dislocation based growth. For
a rough interface, on the other hand, growth can take place at sites throughout the solid-liquid
interface. The kinetics of solidification for faceted and rough interfaces are markedly different, such
that the undercooling required to maintain a given growth rate on a smooth interface of reasonable
size can be orders of magnitude greater than required on a rough interface.[1,2,3,4,5] The
morphological stability threshold (plane front to cellular transition) has also been found to depend on
crystalline orientation in a faceted material. During the Second United States Microgravity Payload
(USMP-2) Mission, the solidification of a bismuth- 0.1 atomic % tin alloy was studied using
experiments at different growth velocities and growth distances. As expected, under suitable growth
conditions the alloy began solidification with a planar interface, but eventually broke down into a



cellular growth mode. However, dramatic differences in the distance to break down were found in
adjacent grains with different orientations. [6] Though differences in breakdown distance for
different growth directions are predicted by models of morphological stability, the results for the Bi-
Sn alloy are not fully understood.

These observations suggest that kinetics and growth anisotropy have a strong influence on
the stability of planar solidification for a faceted material. To extend our understanding of these
effects requires experiments in which the growth velocity, interface undercooling, liquid and solid
composition, solid orientation and microstructure, thermal profile, segregation coefficient, and liquid
diffusion coefficient are known or can be measured. To this end, the space experiments offer a
unique opportunity as convective effects are eliminated, thus enabling accurate measurements and/or
calculations of the diffusional profiles ahead of the interface

Equipment and Samples

The MEPHISTO apparatus (which has been described previously [7,8]) is capable of
simultaneous processing of three rod shaped samples, each of which is approximately 900 mm in
length and 6 mm in diameter. The central part of MEPHISTO consists of two furnaces each with a
neighboring heat sink. One of the furnace-heat sink structures is stationary, while the other is on a
moving platform. Between the heaters special reflectors and insulation are used to maintain a nearly
uniform temperature. In the experiments to be described the furnaces were heated to 750° C, while
the cold zones were kept near 50° C, resulting in a molten zone in the middle of each sample. When
the movable furnace-heat sink structure is translated away from the fixed furnace the extent of the
hot zone is lengthened, increasing the extent of the molten zone in the sample. Near the solid-liquid
interfaces, which are located between each furnace and its accompanying heat sink, temperature
gradients on the order of 200° C/cm are established.

The alloy used for the experiments was Bi with 1 atomic % Sn. Bi and Sn form a simple
eutectic, with a maximum solubility of 1.63 atomic % Sn at the eutectic temperature of 140° C. The
melting temperature of bismuth is 271.4°C, and the distribution coefficient for Sn in Bi is
approximately 0.03. Each of the three samples consisted of a rod of Bi-1 atomic % Sn alloy
approximately 900 mm in length and 6 mm in diameter within a quartz tube. A 2 mm ID, 3 mm OD
quartz capillary is located on the moving furnace side, which extends about 250 mm into the sample.
Thin quartz capillaries (approximately 0.6 mm OD) for the thermocouples were also inserted for the
thermocouples in the two of the three samples.

Each of the three samples, which will be referred to as the “Quenching”, “Peitier”, and
“Seebeck” samples, have a special purpose in the study of alloy solidification. The Quenching
sample is used to measure the rate of solidification using the resistance change across the sample
during processing and to produce a short section of quenched sample. The quench is achieved using
a mechanism that pulls the sample about 2 cm towards the cold zone in approxiamtely 0.5 seconds.
The Peltier sample has connections to allow marking the sample with short electrical pulses which
cause heating or cooling at the solid-liquid interface according to the equation:

Op = —( s —m).JAL

Qp is the heat generated at the solid-liquid interface, s and 7, are the Peltier coefficients of the solid
and liquid alloy respectively, J is the current (positive for flow from solid to liquid), and At is the
pulse duration. If the current direction results in cooling at the interface, the rate of solidification
will momentarily increase and there will be a build up of solute at the interface. The accompanying




change in the composition of the solid can be revealed with etching and optical microscopy. Details
of Peltier interface demarcation for a Bi-1 wt % Sb alloy is discussed in reference. [9] The Seebeck
sample is used to measure the difference between the temperature of the stationary and moving
solid-liquid interfaces. If the structural and compositional dependence of the Seebeck coefficient of
the solid are neglected, the relation of the temperature of the two interfaces and the Seebeck signal,
Es, is

TMmr =Tsi +

ns—nL’

where Ty and Tg; is the temperature of the moving and stationary interfaces repsectively. [8,10] ns
and m are the Seebeck coefficient of the solid and liquid near the melting temperature.

Experiments and Growth Conditions

The flight experiments were performed with the help of Société Européene de Propulsion
(SEP) by telecommanding. The experiments were initiated by heating the movable and stationary
furnaces to 750°C. This established a liquid zone approximately 340 mm long. Melting and
solidification experiments were performed by commanding the apparatus to move the mobile
furnace/heat sink structure. The fully open position was referenced as 0 mm and the fully closed
150mm. Increasing the furnace position corresponded to freezing, and decreasing the furnace
position to melting. Figure 1 is a plot of the MEPHISTO movable furnace position during the
USMP-4 mission. Many of the experiments consisted of a freezing period where the furnace
position was increased, a hold period where the furnace was kept stationary, and a melt period
where the furnace was moved back to the original position for the cycle with the opposite velocity of
the freezing period. Figure 2 is an example with a start position of 115 mm, freezing for 15 mm at
13.5 um/s, and a hold period of 'z hour, and then melting back to the 115 mm position at 13.5 pm/s.
The detailed analysis of the Seebeck, resistance and thermocouple measurements will benefit from
the large number of experiments performed aboard USMP-4. As shown in figure 1 the experiments
included thirty-five freeze-hold-melt cycles during the mission and eleven periods of final
solidification. The experiments were over a range of solidification rates from 0.74 to 40 um/s.

Preliminary Results

The thermal profile in the MEPHISTO apparatus was monitored using several
thermocouples located in each of the furnace diffusers and heat sinks. The thermocouples in the
heater and heat sink diffusers were used to control the overall thermal conditions of the furnace.
Since the thermal profile is not fully determined by the temperatures imposed at the diffusers, but
also on the properties of sample being processed, four additional thermocouples were placed inside
small quartz capillaries located in the Quench and Peltier samples. Based on the thermocouples
located within the Quartz and Peltier samples, the temperature gradient in the liquid, G, for the
ground-based mission was approximately 90 °C/cm, while the temperature gradient in the liquid for
the space-based experiments was approximately 200 °C/ cm. The significant small significantly
smaller than G for the ground-based experiments is evidence of hydrodynamic mixing on the
ground-based experiments, (as well as the differences in the heat transfer coefficient between the
metals, the quartz tube, and the surrounding graphite diffuser).
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Figure 3, on the left, shows the transition from growth at 1.85 um/sec to a quench. Figure 4, on
the right, is another picture of the quench sample. The region pictured in figure 4 resulted from
translation the moving furnace at 6.7 pm/sec, a period of no translation, and then translation at
40 pm/sec. The scale bar in each is 0.5mm long, and the growth direction was to the right.

Figure 2 gives the Seebeck signals acquired for a ground- and a space-based experiment.
Each consisted of solidification, hold, and melt. The Seebeck signal for the ground-based
experiment rose during freezing, fluctuated around an average value for the hold, then decreased
during melting. The fluctuations in the signal are due to hydrodynamic mixing in the liquid. It was
observed that the magnitude of the fluctuations strongly depended on the temperature of the melt.
The signal for the space-based experiment had an initial increase, then decreased during freezing.
After the furnace stopped, the signal increased at a decaying rate. During melting the signal
decreased, then increased back to near its initial value before the freeze-hold-melt cycle was begun.
The simplified equation relating the Seebeck signal and the stationary and moving interface
temperature does not explain these results. Instead a more general relationship which includes, for
example, the structure of the solid must be used to determine the moving interface temperature.

The quench sample from the USMP-4 mission was sectioned and polished to reveal the
microstructure. The section of the sample from the end of the growth capillary (approximately 90
mm furnace position) to the end of the quench zone included growth velocities of 1.85, 3.7, 6.7,
26.7 and 40 pm/sec. Evidence of interfacial breakdown was not found at the regions grown at 1.85
and 3.7 pm/sec. However, evidence of breakdown was found in the regions grown at 6.7, 26.7, and
40 pm/sec and the quenched region. Figure 3 shows the transition from growth at 1.85 pm/sec to
the quench.  Figure 4 is a picture of the microstructure resulting from a transition from holding the
furnace at a stationary position to translation of the furnace at 40 um/sec. Preliminary findings are
the distance to interfacial breakdown was about 2.0 cm for the 6.7 pum/sec growth region and less
than 0.3 mm for the growth at 26.7 and 40.0 um/sec. Accurate analysis will be based on additional
results from the Peltier and Seebeck samples including interface position during solidification.




Summary

Over 45 cm of directionally solidified Bi- 1 at % Sn alloy was recovered from the USMP-4
mission. The Seebeck signal and resistance were measured during the entire solidification process,
and Peltier pulses were successfully administered. Seebeck signals and temperature gradient in the
liquid for the space and ground-based experiments are markedly different. These results indicate a
strong influence of convection on ground-based solidification experiments. Breakdown of the solid-
liquid interface is observable for growth rates of 6.7, 26.7, and 40 um /sec., but not at 1.85 and 3.7
um /sec (over the distances observed). Analysis of results from Seebeck and Peltier samples
including interface shape and position, and Seebeck signals will enable accurate tests of theories of
morphological instabilities
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Abstract

Real-time Seebeck voltage variations in a Sn-Bi melt during directional solidification in
the MEPHISTO spaceflight experiment flown on the USMP-3 mission, have been correlated
with well-characterized thruster firings and an Orbiter Main System (OMS) burn. The Seebeck
voltage measurement is related to the response of the instantaneous average melt composition at
the melt-crystal interface. This allowed us to make a direct comparison of numerical simulations
with the experimentally obtained Seebeck signals. Based on the results of preflight and real-time
computations, several well-defined thruster firing events were programmed to occur at specific
times during the experiment. In particular, we simulated the effects of the thruster firings on
melt and crystal composition in a directionally solidifying Sn-Bi alloy. The relative
accelerations produced by the firings were simulated by impulsive accelerations of the same
magnitude, duration and orientation as the requested firings. A comparison of the simulation
results with the Seebeck signal indicates that there is a good agreement between the two. This
unique opportunity allows us to make the first quantitative characterization of actual g-jitter
effects on an actual crystal growth experiment and to calibrate our models of g-jitter effects on
crystal growth.

Introduction

The MEPHISTO program is the result of a cooperative effort that involves the French
nuclear and space agencies Comissariat a I’Energie Atomique, CEA - Centre National d'Etudes
Spatiales, CNES) and the National Aeronautics and Space Administration (NASA). Six space
flights on the USMP carrier were initially planned, with odd-numbered missions being the
responsibility of the French scientific teams and the even-numbered missions being the
responsibility of the US. During the first flight of MEPHISTO in October 1992, bismuth-doped
tin samples (Sn:0.5 at.% Bi) were used and experiments were carried out both below and above
the morphological stability threshold. Exciting results were obtained [1] that opened new
perspectives for research.

The first objective of the USMP-3 flight was to investigate the g-jitter induced solutal
segregation in planar front solidification. We requested well-controlled gravity perturbations,
mainly in the form of Primary Reaction Control System (PRCS) burns. The other main scientific
objective was to track the morphological stability threshold (i.e. the instability where the growth
front goes from planar to cellular) with the highest possible accuracy. In comparison with the
first flight, the USMP-3 alloys were slightly more concentrated (1.5% at. Bi), in order to check a
possible soluto-convective effect.

MEPHISTO is a directional solidification furnace, in which three samples are
simultaneously processed. = A unique property of the apparatus is that there are two




heating/cooling subsystems [2,3]. One of these is held at a fixed position and provides a
reference interface. The other is programmed to translate along the furnace axis to facilitate
solidification and melting of the alloy samples. One of the samples is dedicated to a
measurement of the Seebeck voltage between the two ends. In other words, the sample acts as its
own thermocouple, with a "cold" and a "hot" reference junction (respectively the moving and
fixed interfaces). The Seebeck voltage is then a measure of the undercooling at the growth front,
and most importantly, the signal is obtained in real time. It is thus possible to run many
experimental cycles on the same sample. This, in turn, allows for a test of the reproducibility of
the process and to ensure a better accuracy of the results. The second sample is used to record
the position and the velocity of the moving interface. These are obtained from a resistance
measurement. At the end of each experimental cycle, a quench freezes the structure of the solid-
liquid front. Peltier pulse marking performed on the third sample allows the determination of the
shape of the interface at given time intervals. Moreover, in the second and third samples,
thermocouples present in the liquid phase are used to determine the temperature gradient and
possible thermal fluctuations. The MEPHISTO facility ran for 312 hours, including 216 hours
dedicated to scientific operation. During that time period, 24 solidification/fusion cycles were
carried out. Five growth rates were preprogrammed (1.7, 3.7, 5.7, 12 and 24 mm/h) before the
flight, but, thanks to telescience operations, we were able to different growth rates to track the
morphological stability threshold. = Controlled gravity perturbations were realized through
planned thruster firings and maneuvers. In all 9 PRCS burns, ranging in duration from 10 to 25
seconds were carried out. In addition, an OMS burn and a 360° X-axis roll were also performed
(see Table I). (See table 1)

Table 1 MEPHISTO PRCS and OMS burns and rolls

Velocity MET Duration [sec] Type Orientation
V3 5/21:45 25 PRCS +Z
V3 6/00:00 15 PRCS Tz
V2 6/22:00 10 PRCS +Z
V2 7/00:25 10 PRCS +X
V1 10/12:30 15 PRCS +Z
V3 12/12:25 15 PRCS -Z*
V3 12/14:25 15 PRCS LY
V3 12/14/28 15 PRCS E v
V3 12/16:28 360° X-axis roll ‘
V3 13/12:50 15 PRCS +Z*
V3 13/14:03 30 OMS burn dominantly X

During the first flight of the MEPHISTO directional solidification experiment on
NASA’s USMP-1 mission in 1992, the impact of sudden effective gravity perturbations were
clearly evidenced [1]. Real-time Seebeck voltage variations across a Sn-Bi melt showed a
distinct variation that can be correlated with thruster firings [1]. The Seebeck voltage
measurement is related to the response of the instantaneous average melt composition at the
melt-solid interface [4]. This permitted a direct comparison of numerical simulations (and
acceleration data) with the Seebeck signals obtained on USMP-1. Motivated by the results of the
comparison, we used numerical simulations to predict the response of the Seebeck signal to




thruster firings of various magnitudes and durations. The behavior of the signal is directly
related to changes in interfacial composition caused by thruster-induced convective disturbances.
Motivated by the observations made on USMP-1, one of the objectives of the USMP-3
MEPHISTO experiments was to quantitatively characterize g-jitter effects on an actual crystal
growth experiment. To plan the USMP-3 MEPHISTO experiments, simulations were carried out
for different solidification rates and g-jitter scenarios.

There were several differences between the USMP-3 and USMP-1 experiments. First, a
more concentrated alloy was solidified on USMP-3, and, second, Primary Reaction Control
System (PRCS) thruster burns were requested at particular times during four separate growth
runs. The Seebeck signal was recorded continuously and down-linked in real-time to the
MEPHISTO experiment team at NASA’s Marshall Space Flight Center. This allowed for
quantification of the effects of “g-jitter” on convective-diffusive transport in the melt through the
changes in average interfacial composition obtained from the Seebeck measurement. In addition,
guided by SAMS acceleration data, we carried out simulations for comparison with the recorded
Seebeck signals. The effects of thruster firings on the average composition was monitored in six
separate experiments and for eleven separate acceleration disturbance events. Selected results
from our ongoing post-flight analysis are described below.
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Fig. 1 The MEPHISTO set-up (bottom-left), temperature profile (top left) and computational
model (right). Tp, denotes the melting temperature.

Approach

A sketch of the experiment set-up is shown in Fig. 1 . There are two furnaces. One is
fixed. The other is translated. The applied temperature profile shown in Fig. 1 leadsto a
central cylindrical melt volume bounded by a moving and a stationary (or reference) solid-liquid
interface. The melt composition at the moving and the stationary reference interfaces is not the
same. For Sn-Bi there is a dependence of melting temperature on concentration. Thus, it follows
that the melting temperature at the two interfaces will also be different. The Seebeck effect gives
rise to a small but measurable voltage difference between these two interfaces. Measurement of
this voltage difference allows us to determine the average temperature and, thus, the average



composition of at the growing interface. The MEPHISTO set-up and the Seebeck measurements
are discussed in more detail in [4].

The numerical model used to simulate the response of the tin-bismuth melt to particular
types of g-jitter has been described elsewhere [5-7]. The essential features are outlined below.
Solidification takes place as the furnace is translated along the ampoule (see Fig. 1 ).
Directional solidification due to the furnace translation is simulated by supplying a two-
component melt of bulk composition c, at a constant velocity Vg at the top of the computational

space (inlet), and withdrawing a solid of composition cg = ¢((X,t) from the bottom (See Fig. 1 ).

The crystal-melt interface is located at a distance L from the inlet; the width of the ampoule is W.
The temperature at the interface is taken to be T, the melting temperature of the crystal, while

the upper boundary is held at a higher temperature Ty,. In the actual experiment, the temperature

gradient along the ampoule wall ahead of the growing interface was essentially linear (195 K cm-
1). Thus, we set a linear temperature gradient along the wall in the simulations. Furthermore,
since we wish to confine our attention to compositional nonuniformities caused by buoyancy-
driven convection, rather than variations resulting from non-planar crystal-melt interfaces, the
interface is held flat. We expect that, given the large temperature gradient, changes in melting
temperature due to compositional non-uniformity will not lead to significant changes in interface
shape due to interfacial compositional inhomogeneity. Furthermore, because of the melt’s low
Prandtl number and the low magnitude accelerations, convection does not lead to significant
deviations of the temperature from the conductive state, Thus, changes in the interface shape due
to changes in the thermal field will be negligible. In an actual experiment, owing to the finite
length of the ampoule, there is a gradual decrease in length of the melt zone during growth. In
this model, transient effects related to the change in melt length are ignored. Since the
MEPHISTO experiments involve melt lengths that far exceed the ampoule diameter, this does
not preclude us from calculating the compositional transient. That is, we can start the
calculations by solidifying from an initially uniform composition melt.

The dimensionless governing equations governing coupled convective-diffusive heat
mass and species transfer in the melt were assumed to be those for a Boussinesq fluid with a
linear dependence of density on temperature and composition. The boundary conditions imposed
were those corresponding to plane front directional solidification at a translation rate Vg with a
linear temperature gradient applied to the ampoule walls. Solute was preferentially rejected at
the crystal-melt interface (k = 0.27 for this Sn-Bi alloy). The equations were solved using a
Chebyshev spectral method.

Results

The PRCS firings produced an impulse acceleration with the largest component parallel
to the solid liquid interface. Figure 2 shows the actual (uncorrected for drift) and predicted
Seebeck signal for an experiment subject to two thruster burns ( 25 seconds and 10 seconds in
duration) that produced an acceleration oriented parallel to the crystal-melt interface (i.e.
perpendicular to the ampoule axis. Before the first burn, the Seebeck signal decreases
monotonically. Immediately following the burn, the signal increases rapidly and reaches a
maximum about 100 seconds after the termination of the burn. The signal then decreases slowly
and eventually takes on almost the same slope that it had before the burn. The same behavior
occurs following the second burn. After translation of the furnace was stopped. Solidification
then ceases and the Seebeck signal increases as the average interfacial concentration decreases.
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Note that the actual Seebeck measurement shown has not been corrected for drift and, thus, the
voltage does not return to its original value. For the response of the Seebeck signal predicted by
computer simulation, there is an immediate rapid response to each of the firings. In addition, we
see that the time taken for the Seebeck signal to reach a maximum value is approximately the
same for the computed and measured signals.

Actual Seebeck [LV]

I I
0 10000 20000 30000

Simulated Seebeck [uV]
o))

-8 g
10 -
-12 1 1 | 1
10000 20000 30000
Time [sec]

Fig. 2 (a) Actual and (b) predicted Seebeck signal for a 25 second and 15 second burn
oriented parallel to the crystal-melt interface.

Summary

The USMP-3 MEPHISTO experiments permitted a quantitative correlation between well-
characterized g-jitter recorded by spacecraft accelerometers and the response of a directionally
solidifying alloy. Furthermore, the comparison of the results of the experiment with the
predictions of numerical simulations carried out on the Alabama Research and Education
Network’s C-90 Supercomputer, will allow us to verify the degree to which such simulations can
accurately predict experiment sensitivity to g-jitter accelerations. Without quantitative
experimental verification, such predictions are of limited use and could lead to unnecessary
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design restrictions, an undesirable low gravity environment, or unsuitable experiment operating
conditions

Ongoing work involves corrections of the raw Seebeck data, analysis of residual
acceleration data measured by NASA’s Space Acceleration Measurement System, estimation of
the degree of melt homogeneity following remelting cycles and refinement of the computational
simulations. This unique experiment showed use of simulations to assist in changes in
experiment strategy greatly enhances the scientific return from limited opportunity spaceflight
experiments. It is expected that ongoing work will yield benchmark comparisons between
measured and predicted residual acceleration effects.
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Introduction

It is well known that the spreading of liquids and wetting of solid surfaces in space exhibit a
number of significant fluid management challenges as well as numerous interesting phenomena.
Many of these phenomena are also technologically important in fabricating high-performance
parts in space such as the structural components needed to build the space station or medium to
large panels needed for repair in space. The ability to manufacture geometrically complex,
lightweight and high performance composite parts in space primarily depends on understanding
and subsequent controlling of flow processes such as filling a mold cavity, spreading or coating a
solid surface, and impregnation of a porous fiber preform. For example, most high-performance
molding operations involve impregnation of a fibrous preform where the balance between
viscous and surface forces as well as nonisothermal effects significantly affect the fluid behavior.
It is believed that microgravity provides the necessary means to mold much stronger/stiffer
composite materials due to achieving higher volume content of the reinforcing preform. In
addition, the complete process can be accomplished with much simpler, lighter, and inexpensive
tooling and molding equipment.

The objective of the current research is to contribute to the understanding of microgravity
impregnation and wetting of porous media, and to develop low-pressure molding methodologies
to fabricate high-performance composite materials. Investigating the effects of capillary forces
and gravity on mold filling will be among the primary objectives. The flow through porous
media induced during the filling of a centergated mold cavity will be studied under 1-g and
microgravity conditions. The proposed experiments aim at understanding the effects of fluid
viscosity, external pressure (i.e., impregnation pressure), surface tension, and microstructure of
the wetted porous media on the flow kinematics.

Effects of Gravity on Mold Filling

In the absence of gravity or in filling operation in which gravity can be neglected, free surface
shape in a planar mold cavity would be symmetric with respect to its midplane. The assumption
that gravity can be neglected is used by most researchers studying resin transfer molding (RTM)
[1-3]. The presence of gravity deforms the fluid front causing it to sag towards the bottom mold
surface. Due to this spreading, the bottom of the free surface advances ahead of the top. The
difference between the radial location of the bottom and top of the free surface contact lines is
defined as spreading. Initial experiments showed that spreading can be quite significant under
certain processing conditions. In the absence of a fibrous preform, Figs. 1 and 2 show
approximately 0.75 in. and 1.5 in. of spreading of the fluid front, respectively. With low
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viscosity fluids or for low filling rates, significant spreading up to 2 to 6 times the gap thickness
is observed. During the filling of a mold, transient pressure distribution on the top and bottom
mold walls can differ markedly in flows with considerable spreading.

In the absence of a fibrous preform in the mold, spreading at a radial location in a centergated
disk shaped cavity can be characterized by the Reynolds, Bond, Capillary numbers and the
contact angle, a.. For the filling of a mold, the first three non-dimensional parameters can be
expressed as,

. pgl’ (1)
. o ’
’ o

L
Re=pu—; Ca

Y7

=
o

where p, o, and x are the fluid properties density, surface tension, and viscosity; L is the
gapwidth; and u is the average local velocity. These numbers are defined at the location of the
first fluid front probe (»=2.0 in.), thus the velocity, u, represents the average velocity at »=2.0 in.
For macroscopic analysis, a Reynolds number to characterize the flow regime can be expressed
in terms of the volume flow rate as
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The dependence of spreading on Reynolds, Bond, Capillary numbers and contact angle needs to
be fully understood through carefully designed experiments. Towards this end, the following
physical parameters can be changed in filling experiments: gapwidth, Z; volume flow rate, Q;
viscosity of the fluid, # For a given fluid and the mold surface the contact angle can be
determined. Then two of the remaining three non-dimensional parameters need to be kept
constant while changing the third one. This requires the adjustment of all the physical
parameters (i.e., L, O, and x) in a unique manner. Experiments are designed and being
conducted to identify the effects of Reynolds, Bond, and Capillary numbers on spreading.

Experimental Setup

An experimental molding setup for observing and characterizing flow during the filling of a disk
shaped cavity has been constructed. The experimental setup consists of the following
components: an assembled mold cavity, a peristaltic pump and tubing system for fluid transfer,
and a data acquisition system. The 9.0 in. radius centergated disk shaped mold cavity, depicted
in Fig 3., is formed by placing spacer plates between 1.0 in. thick Plexiglas mold walls. Spacer
plates are cut from 20x20-inch aluminum or acrylic sheets with an 18-inch diameter disk shaped
cut from its center. Several spacer plates with thicknesses ranging from 1/16 to 1/2 inch are
fabricated and can be combined to provide gap widths from 1/16 to 1 in. Fluid is injected by the
peristaltic pump at constant flow rate through an inlet gate with a diameter that can be varied
from 0.125-0.375 in. Figure 3 shows the radial locations of pressure transducers and fluid front
sensors which are connected to the data acquisition system. Figure 4 provides a closer view of
the fluid front sensors and how they detect spreading. Figure 4a shows a typical fluid front as it
might appear without spreading in the absence of gravity, while Fig. 4b shows a front which has
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sagged due to gravity. The sensors are mounted at three radial locations in the disk, »=2, 4, and
6 in., and each consists of two small pairs of terminals mounted on the top and bottom walls.
Each has a power terminal and three numbered sensing terminals as illustrated in Fig. 4.

A sensing circuit in conjunction with the data acquisition system detects when the front contacts
each sensing terminal by measuring a resistance drop. The three sharp voltage increases shown
in Fig. 5 represent the fluid front contacting the three terminals. The spreading S can be
calculated from the two known radii R, and R, and these three fluid front contact times ¢, z,, and
t; [4]. Initially, it is assumed that the free surface travels at the average velocity of the flow at
any given radius. The average velocity, ¥, is known to be inversely proportional to the radius, 7,
since the fluid is injected at a constant flow rate, Q.

d. 3
V(r)=d—:=§, (3)

where c is a constant. Integrating this expression from R, to R, (¢, to ¢,) yields,

%(R: _R3)=C(t2 ~1,). .

The constant is determined from Eq. (3) as ¢ =V,R,. Equation (4) is rearranged to yield an
expression for the velocity at b,

_ (R -R) ®)
T 2R(t,-t,)’

Equation (3) can also be integrated for the bottom of the fluid front which travels from R, to R
over the time interval ¢, to 7, to determine the final radius, R,

c

= \/R: +2V,R, (1, - 1)) . ©)

From R, the distance between the top and bottom of the fluid front can be calculated as
spreading, S=R -R, .

The velocity at b calculated from Eq. (5) is referred to as ¥ measured in the results section, as
this is the velocity calculated from the measurements taken by the fluid front sensing probes. It
is useful to calculate the velocity in a second way from the known volume flow rate and the area
the fluid flows through at a given radius r,

7
V(r)=%. ™

This velocity is referred to as V calculated in the figures and results section and is used to
quantify the effect of gravity on the velocity field during filling.
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In addition to spreading, transient pressure distribution during mold filling is measured and
compared with theoretical models. From Darcy’s law, the transient pressure, p, in a disk being
filled at constant flow rate is calculated to be,

ne—2% R (3)
P =0 pomk, "

where K, is the permeability of the preform in the radial direction, R* is the location of the fluid
front at a given time, r is the location at which the pressure is being calculated, and ¢ is the
volume fraction of the preform.

Results

Filling experiments have been conducted with 0 to 35% preform (i.e., stacked layers of chopped
glass fiber mats) placed in the cavity. Channeling and gravity are measured to have notable
effects on the flow kinematics and spreading during filling, dependent on the fiber volume
fraction, fluid viscosity, mold gapwidth, and the inlet velocity.

Spreading results from three experiments are presented in Table 1, and the corresponding
velocities are given in Table 2. Run 1 is a filling experiment having a volume fraction of 18%
chopped glass strand preform in a gapwidth of 0.5 in. Corn syrup having a viscosity of 140 cp is
injected from the bottom of the cavity at a flow rate of 1.1*10° m*/s. Run 2 has identical fill
conditions, except the fluid is injected from the top mold wall to clearly identify gravity effects.
Run 3 has the following conditions: L=0.25 in., z=110 cp, ¢=27%, and 0=6.0*10° m*/s. In runs
1 and 2, gravity effects on spreading can be clearly seen. Run 1 shows nearly 2 in. of spreading
at r=2 in., with a decrease in spreading as » increases. Run 2 shows the top of the fluid front is
ahead of the bottom (indicated by negative spreading) at »=2 in. due to the fluid being injected
from the top. The front sags due to gravity downstream. The measured velocity at the top wall
in run 1 is higher than the velocity calculated from the flow rate. This is expected since
spreading decreases drastically by »=6 in. Run 2 has less spreading and measured velocities are
in better agreement with the calculated velocities. Run 3 is a flow with negligible spreading
primarily due to smaller gapwidth and higher fiber volume fraction, thus depicting good
agreement between the measured and predicted velocities.

Figure 6 contains transient pressure curves at three radial locations for a 516 cp glycerol water
mixture injected at a flow rate 0=5.26*10"° m"/s into a cavity containing 18% chopped glass fiber
mats. In Fig. 6, the permeability is calculated to be 4*10°m’ by curve fitting Eq. (8) to pressure
data at » =1.5 in. This permeability value is consistent with permeability values reported in
literature [5-7]. The two other curves in Fig. 6 are generated using this permeability, and are
shown to match the experimental data at the other radial locations well.
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Table 1: Spreading at three radial locations Table 2: Measured and calculated velocity
for three different fill conditions. at three radial locations.
S (in) S (r=2in.) S (r=4in.) S(r=6in.) V (in./s) V(r=2in.) V(r=4in.) V(r=6in.)
Run 1 1.98 0.24 0.02 Probe Run 1 0.195 0.134 0.055
Run 2 -0.29 0.11 0.08 Probe Run 2 0.130 0.065 0.055
Run 3 0.10 0.00 -0.04 Calculated 1&2  0.129 0.064 0.043
Probe Run 3 0.167 0.076 0.054

Calculated 3 0.160 0.080 0.053

Figure 1: Spreading observed during filling Figure 2: Spreading observed during filling
in the absence of a preform: x=412cp, in the absence of a preform: x=113cp,
0=2.13*10"° m*/s, L=0.25 in., Reg=10.2. 0=8.69*10° m’/s, L=0.25 in., Re,=151.3.
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Introduction

The main objective of this program is to develop and demonstrate a novel electrochemical sensor
for determining the fluid dynamic state in low Prandtl number, opaque liquid metals at high
temperature. The basic idea is to use solid state electrochemical cells constructed along the
container boundaries to control and detect the concentration of a tracer species. In this project,
yttria stabilized zirconia (YSZ) is used as a solid oxygen-ion-conducting electrolyte and separates
a 'working' liquid metal electrode from a 'reference' electrode. Atomic oxygen, dissolved in the
liquid metal at the ppm concentration level, is detected by electrochemical cells operating in the
galvanic mode. The same cell configuration is also used to establish localized concentration
boundary conditions through coulometric titration of oxygen. Information about the dynamic
state of the liquid metal is then obtained by perturbing the oxygen distribution in the liquid and
observing the dynamic response of the measured EMF of the detection cells!2.

Although a variety of methods have been used to study the fluid dynamics of high temperature,
opaque liquid metal systems,3-5 many of these techniques are of low sensitivity, intrusive, or not
easily adaptable to flight-based experimentation. In contrast, this tool is non-intrusive (the oxygen
levels are typical of those present in liquid metal processing) and capable of detecting velocities as
low as 10~* cm/sec. This technique is also highly adaptable to flight experimentation given power,
weight, safety and signal level requirements. The electrochemical method to visualize flow
provides a fresh approach to a difficult problem that has the potential not only to enhance our
understanding of the fluid dynamics of low Prandtl number fluids, but also provide a critical
experimental link between computational fluid dynamics and processed material properties.

The magnitude of convective velocities encountered in the microgravity processing of liquid
metals (e.g., bulk crystal growth of semiconductors) can be comparable to diffusive velocities.
Thus accurate values of the oxygen diffusivity are necessary to separate the diffusive component
of the oxygen flux from the convective component. Unfortunately, gravity driven convection in
the melt prevents accurate measurement of the mass diffusivity of oxygen in liquid metal systems
on earth. A complimentary objective of this project is to perform the necessary ground-base
investigations that will lead to the flight definition of a series of microgravity experiments to
measure the temperature dependent diffusivity of oxygen in liquid metals. In addition to
providing accurate values of the oxygen diffusivity for the flow visualization studies, these results
should provide the research community with a benchmark for the development of improved
ground-base cell configurations. Another science objective of this study is to establish the
constitutive behavior of "Fickian" diffusion of oxygen in liquid metals.

Experimental Methods
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Flow Visualization Cells A schematic of the electrochemical system used to visualize the flow is
shown in Figure la. The ampoule was constructed from a flat, closed-one-end cylinder of
recrystallized alumina with 3-mm holes drilled along the periphery (1cm-height intervals, 90°
spacing, and one at the bottom). Stubs of the YSZ solid electrolyte were fitted into the holes and
sealed with a high temperature ceramic cement. Porous platinum electrodes were sintered onto
the outside stub ends and contacted with Pt wires. Each electrochemical sensor used the melt as
the common working electrode, with a separately contacted air/Pt reference electrode. The tube
with inner radius R was filled with either Sn or Pb to a height H to yield a fluid aspect ratio B =
H/R. Dissolved oxygen was used as the tracer species, which could be injected or extracted
locally at one or more of the sensor locations by electrochemical titration. The dissolved oxygen
concentration was monitored as a function of time at the other cell locations on the
melt/electrolyte boundary by operating the cells in the galvanic mode. The whole apparatus was
inserted into a gradient furnace to establish a temperature gradient and thus vary the dynamic
state in the melt.

A typical flow visualization experiment was conducted by filling the ampoule with an etched metal
charge to a specified height. After bringing the cell to operating temperature, a uniform oxygen
concentration was established in the melt by applying a constant potential for several hours.
Oxygen was then introduced at the lower electrode by applying a lower potential or removed
from this electrode by applying a higher potential. The change in oxygen concentration at each of
the other electrochemical sensors at various heights was then monitored as a function of time by
measuring the open-circuit potentials. The value of the Rayleigh number was progressively
increased by changing the AT across the melt, and the titration experiment was repeated.

Diffusivity Measurements. A schematic diagram of the electrochemical cell assembly used in the
diffusivity measurements is shown in Figure 1b. It consisted of a working liquid metal electrode
sandwiched between two solid YSZ electrolyte discs (9.5 mm OD, 1.6 mm thick) through which
oxygen could be titrated. The working electrode materials were high purity zone-refined bars of
Sn or Pb. After casting and machining, these metals were contained in fused silica tubes (3 to 7
mm heights) of circular (7.3-mm ID) or square (5.0-mm sides) cross-section. Equimolar mixtures
of Cu and CuyO powders of purity 99.95% formed the reference electrode material. After
loading the metal the YSZ discs were cemented to the fused silica containers. A 1-mm hole was
drilled through the upper electrolyte disc at its center to allow for the overflow of excess tin or
lead. A cylindrical copper sheath (25.4-mm OD) to improve the isothermal conditions surrounded
the cell. The method of purification of the argon blanket gas, the procedure for sealing the
electrolyteg with the reference electrode material and other experimental details are described
elsewhere.

The diffusivity of oxygen in liquid Sn or Pb was determined either by a transient experiment or by
a steady state experiment. In the transient mode, the initial oxygen concentration in the liquid
metal was established by transporting oxygen in or out of the metal through an applied voltage
across both oxygen concentration cells. When the oxygen potential in the melt was uniform and
stable, a large voltage was imposed between the two electrodes of one of the oxygen
concentration cells (either upper or lower) such that an essentially zero oxygen concentration
boundary condition was established at one of the liquid metal surfaces. The open circuit
electromotive force (emf) was then measured at the other oxygen concentration cell as a function
of time. The response was related to the oxygen diffusivity through the one-dimensional linear
diffusion equation.

In the steady state experiments, constant but different voltages well above the saturation potential
of the liquid metal with respect to the reference electrodes were applied to each oxygen
concentration cell. When steady state was reached, a uniform flux of oxygen, as measured by
either cell current, was established. Using literature values for the saturation solubility,’-2 the
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concentration of oxygen was calculated for the individual cells, which allowed calculation of the
concentration gradient, and with the flux, determination of the oxygen diffusivity.

Summary of Results

To explore the limits of this novel technique and to validate its robustness a series of experiments
have been designed using model fluids and geometries. Liquid Sn was selected as the model fluid
because of its low vapor pressure and well-defined thermophysical properties. Both cylindrical
and rectangular geometries are being investigated experimentally as a function of the imposed
temperature gradient, aspect ratio, and tilt. A technique was developed to locate YSZ sensors in
the walls of alumina tubes to avoid the problem of ionic conduction within the wall when using
YSZ tubes. Successful experiments were performed in a cylindrical geometry to determine the
flow orientation as a function of Ra and aspect ratio. Transitions from an unicellular flow pattern
to an axisymmetric flow configuration and to a stacked flow arrangement were observed upon
increasing the aspect ratio. At high values of Ra, the observed flow patterns and estimated
velocities were comparable to the predictions of Hardin et al.1?, Additional experiments were
performed with variable temperature gradients and measurement modes (e.g., pulsing input,
galvanic or potentiostatic titration) to understand the limits of the technique.

As an example, the onset of oscillatory flow was recorded at various aspect ratios by varying the
applied temperature gradient. Figure 2 shows the temperature recorded by 4 thermocouples
placed along the outside that were 2 cm above the bottom and at 90° spacing for a containe

aspect ratio of 5.3. The value of the Rayleigh number was determined to be 1.80 + 0.1 x 10

from the measurement of the AT (35 K) and the thermophysical properties of Sn. Figure 3 shows
the corresponding oxygen concentration at the 4 electrochemical sensors adjacent to the 4
thermocouples. The oscillations are clearly complex and a phase difference exists between the
sensors. Fourier transform of the thermocouple and oxygen sensor signals revealed three
underlying frequencies with the fundamental frequency at 0.015 Hz. The agreement between the
frequencies estimated from the thermocouple signals and the oxygen signals is good.

Work was also initiated on measuring the convective flow in square geometries. Since very little
modeling effort has been devoted to this geometry, 3-dimensional simulation studies were
performed. Both steady (torroidal, unicellular, multiple cells) and oscillatory flow configurations
were calculated depending on the aspect ratio and Ra. The tracer atomic oxygen species balance
was solved to allow a complete simulation of the electrochemical visualization technique. These
simulations were used to design experiments, which are now underway. As an example,
oscillatory flow was predicted by a series of calculations performed as a function of Ra at
Pr=0.008 and an aspect ratio=0.25. The value of Ra at which steady, non-oscillatory flow patterns
appeared was 200,000, while the onset of oscillatory flow occurred at a value Ra=300,000. The
results of calculations conducted for time steps of 0.1 sec are shown in figure 4. The calculations
employed a three-dimensional, finite-element algorithm developed by Guptall. Figure 4 shows
two-dimensional slices through the x-z plane in the vector space. The results show the initiation
of a complex steady oscillatory flow pattern.

Coulometric titration procedures have long been used to determine values of the diffusivity of
elements in liquid metals. The results of this study strongly indicate that convection driven by
thermal or solutal gradients is present in most ground-base experiments. The measured values of
the oxygen diffusivity depended on the cell size and experimental configuration. Measurements
taken in configurations that gave rise to gravity driven convective flows also gave larger values of
diffusion coefficients than measurements taken in configurations where the convective flows were
apparently weaker. A detailed numerical model with a sophisticated 3-D code was developed to
predict the effects of imperfections such as tilts and radial heat losses. It is concluded that even
slight imperfections affect the diffusivity measurements for all of the cell configurations studied.
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For example, taller cells, which were associated with large time constants, increased the
measurement error because of mass transfer through an overflow port to accommodate the
expansion of tin upon heating. The initial oxygen concentration and cell dimensions both
influenced the hydrostatic stability of the tin sample during a transient diffusion experiment. This
is not surprising as the transport process is essentially the transient version of the Rayleigh-Bénard
problem and the aspect ratio and Rayleigh number are two parameters which are found to define
the stability criterion in that problem.

As an example, the oxygen diffusivity in liquid Sn was measured as a function of temperature for
several different aspect ratios. The results for a circular geometry are shown in Figure 5a and the
results for a square geometry in Figure 5b. Both transient and steady state measurements were
made. In both figures, the diffusivities measured using the transient method by initially removing
oxygen at the top cell gave higher values of the diffusivity than those measurements made by
initially removing oxygen at the bottom cell. Removing oxygen from liquid Sn increases the
density. Thus oxygen removal at the top side produces an unstable density variation over the
short diffusion length to produce convection that adds to the diffusive flux. Similar but less
pronounced results are evident in the steady state mode when the oxygen gradient is reversed.
The differences in the measured oxygen diffusivity observed between the square and circular
geometries, as well as the scatter with aspect ratio further support convective contributions to
oxygen mass transfer.

It is concluded that this novel technique holds considerable promise for use in a microgravity
environment to detect low level flows and to accurately measure diffusivities. Furthermore,
gravity driven convection in the melt prevents accurate measurement of the mass diffusivity of
oxygen in metal systems by coulometric titration. This situation represents a clear example where
a reduced gravity environment is necessary to obtain meaningful values of this important physical
property.
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COUPLED GROWTH IN HYPERMONOTECTICS (Primary Experiment)
AND
WETTING CHARACTERISTICS OF IMMISCIBLES (Glovebox Investigation)

Barry Andrews
Materials and Mechanical Engineering
University of Alabama at Birmingham

Sam Coriell
Metallurgy Division
National Institute of Standards and Technology

Introduction

The objective of this continuing investigation is to gain an improved understanding of
solidification processes in immiscible alloy systems. A portion of the Coupled Growth in
Hypermonotectics (CGH) study involves the development of experimental techniques which will
permit solidification of immiscible alloys to produce aligned microstructures.! A parallel effort
is underway to develop a model for the solidification process in these alloy systems.” Results
from experimentation will be compared to those predicted from the model and utilized to
improve the model. In order to permit solidification under the conditions necessary to form
fibrous structures in these immiscible alloys, experimentation must be carried out under low-
gravity conditions.

The first phase of the CGH experiment flew aboard the Life and Microgravity Spacelab (LMS)
mission during the summer of 1996. Processing conditions were controlled in an attempt to
force the production of an aligned fibrous phase in the microstructure of processed samples.
This capacity could prove important in some of the proposed applications of immiscible alloys
which include use as superconductors and as high performance magnetic materials. The
Advanced Gradient Heating Facility (AGHF) was used to directionally solidify the immiscible
alloys. Alloys in the aluminum indium system were studied and specialized aluminum nitride
ampoules were used in order to control several undesirable effects that are sometimes observed
during low gravity processing.

A separate but related investigation entitled Wetting Characteristics of Immiscibles (WCI) was
carried out using the microgravity glovebox aboard the USMP-4 flight in the fall of 1997. This
investigation was designed to study segregation mechanisms in immiscible alloys. The most
common segregation mechanism in an immiscible alloy is gravity-driven sedimentation of the
higher density immiscible liquid phase. This difficulty usually occurs during normal one-g
processing in an attempt to form a dispersed microstructure. Microgravity processing should
provide a solution to this problem. However, segregation has also be observed in low gravity
processed immiscible alloys.”® There are obviously some critically important factors that could
influence segregation during microgravity processing. These factors include the interfacial
energies between the phases,’” alloy/ampoule reactions, '’ droplet migration due to-gradients in
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surface tension brought about by temperature and compositional inhomogeneities,® the relative
volume fractions of the immiscible phases,’ and alloy/ampoule wetting characteristics.> '

Experimental Approach

Coupled Growth in Hypermonotectics. The CGH project involves the directional solidification
of a range of alloy compositions over a range of growth rates. For the Life and Microgravity
Spacelab mission, three alloy compositions in the aluminum-indium immiscible system were
directionally solidified at the same rate of 1.0 um/s. The samples were sealed under vacuum in
aluminum nitride ampoules which contained several sample segments, pistons and a spring in
order to maintain the desired growth conditions during processing. Thermocouples embedded in
grooves in the exterior wall of the ampoule were used to monitor temperatures and determine
thermal gradients and growth rates.

In order to avoid free surfaces generated due to contraction of the sample prior to and during
solidification, a piston and high temperature carbon spring were utilized. In an attempt to reduce
any residual gasses, which could have led to bubble formation, the alloys were vacuum induction
melted. In addition, the ampoule components were all vacuum degassed at 1250° C for more
than 6 hours. Samples were loaded and sealed under a vacuum of at least 1 x 10™* Torr.

Wetting Characteristics of Immiscibles. For the WCI investigation, it was important that
nucleation events, droplet coalescence and droplet migration be directly observable. This
requirement dictated the use of a transparent analog sample (succinonitrile-glycerin) and a
transparent cell assembly. Cells were constructed from standard 25mm x 75mm x Imm
microscope slides, separated by a 0.13mm thick Teflon® gasket. Nucleation on or droplet
migration to the Teflon® gasket surface was monitored during the investigation. Fine gauge
thermocouples were embedded in the gasket material on each edge of the cells in order to
monitor nucleation temperatures and verify the thermal history of the cells during processing.

For processing, the sample cells containing the succinonitrile-glycerin mixtures were first heated
to 90° C using a thermal chamber. The cells were held at this temperature from 15 to 25 minutes
in order to allow homogenization. Once homogenized, the crew removed the cells from the
thermal chamber and placed them on a backlit holder for observation using a stereo microscope
during cooling. The microscope was outfitted with a video camera. The camera image was
displayed on a laptop computer screen within the shuttle middeck area and was downlinked to
the ground to permit simultaneous observation by the investigators. Twelve sample cells, with
compositions covering the miscibility gap were processed.

Results and Discussion

Coupled Growth in Hypermonotectics. Several difficulties were encountered during processing
of the CGH samples during the LMS mission. The first difficulty concerned a thermal gradient
in the flight furnace that was substantially lower than that observed using the engineering model
of the furnace. This reduced thermal gradient is expected to have a detrimental influence on the
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ability to maintain a stable solidification front, especially for the highest composition alloy.
Another difficulty involved the loss of data telemetry from the AGHF during processing of the
18.5% In alloy. Unfortunately, there is no data recording capability within the AGHF facility, so
all data on furnace position and sample temperatures were lost for this sample.

Radiographic analysis of the flight and ground based samples (see Figures 1 & 2) revealed the
presence of several significant sized voids in two of the flight samples. In addition, the carbon
springs had been destroyed in several samples when the aluminum-indium alloy leaked past the
piston into the spring area. The voids that were present were undesirable for several reasons.
First, voids provide free surfaces, which, with the high thermal gradients in this experiment can
allow surface tension induced flow and undesirable mixing in the sample. There is also a
potential problem with inconsistency in the growth conditions along the sample. The voids will
obviously change the local cross-sectional area of the sample and result in local variations in
both thermal gradient and growth rate. These variations in local conditions will make analysis of
the results much more difficult.

One of the first questions being addressed in this study concerns the source of the voids. This
information is especially important since additional flight experiments are planned. As a result,
the primary focus of this project to date has been on determining the source of the voids. Dr.
Witold Palosz at the Marshall Space Flight Center has been using a specially designed apparatus
to determine residual gas content in fused silica ampoules used in semiconductor processing. Dr.
Palosz's approach has been to break open an ampoule in a small vacuum chamber and determine
the gas composition by slowly lowering the temperature and monitoring pressure changes. By
noting the temperatures at which pressure drops occur (due to condensation) it is possible to
identify the gases present.

A typical pressure vs. temperature plot obtained from the residual gas in an AIN flight ampoule
is shown in Figure 3. This figure also contains calibration curves for nitrogen (open circles) and
carbon monoxide (open triangles) which are the most difficult gases to distinguish by this
technique. Compositional analysis of the gas obtained from the flight ampoules revealed that a
significant amount of nitrogen was present in all cases. Preliminary indications are that carbon
monoxide was also present in two of the ampoules. However, additional calibration runs are
necessary to verify the presence of carbon monoxide. Work is continuing in this area.

Wetting Characteristics of Immiscibles. In the WCI glovebox investigation, a real-time video
downlink was made available during the cooling phase for each sample to permit observation of
the results and facilitate crew/investigator interaction during processing. The field of view was
set so that events at the gasket edge could be observed. The magnification of the microscope
was initially set so that the width of the video frame was approximately Imm.

The first cells processed were those which were high in glycerin content. In the 70-55wt% GLY
samples, succinonitrile-rich droplets appeared to nucleate more or less uniformly throughout the
cell without preferential nucleation on the gasket. While droplets were found at the gasket
surface, the contact angles were relatively high (=45°). However, dramatic changes took place
when the glycerin content was lowered slightly.
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Figure 2. Radiograph of the ground processed samples GM1 and GM2.
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Cahn's analysis of wetting in immiscible systems indicates perfect wetting is anticipated between
one of the immiscible liquid phases and a solid surface for compositions near the center of the
miscibility gap. The range over which this perfect wetting occurs is anticipated to vary with the
alloy systems and with the solid surface. For the system under study it appears this transition
occurred somewhere between 55 and 50wt% GLY.

During cooling of the 50wt% GLY sample, events that were within the field of view appeared to
be very similar to those observed previously. However, when the field of view was moved in
order to scan around the perimeter of the cell it was apparent that the succinonitrile-rich liquid
had accumulated around the edge of the cell in many locations. Contact angles approaching zero
were observed in many areas and a film of succinonitrile-rich liquid was present in some
locations, as shown in Figure 4.

It is unfortunate that the events of interest for this sample took place outside the field of view of
the microscope. It would have been most informative to observe these events in order to
determine if preferential nucleation took place at the gasket surface or if the film formed due to
droplet migration alone. The next sample processed (45wt% GLY) exhibited similar behavior to
the 50wt% GLY sample. Unfortunately, this sample had started to degrade due to the unusually
high cabin temperature during this mission. As a result, there are too many unknowns to permit
a sound analysis of this sample.

29



Figure 4. Perfect wetting of the Teflon® gasket in a succinonitrile-55wt% glycerin sample
processed in the microgravity glovebox during USMP-4.

The remaining samples (most of which had a longer shelf life) were on the succinonitrile-rich
side of the miscibility gap. Therefore, during cooling these samples all formed glycerin-rich
droplets in a succinonitrile-rich liquid. In all cases the glycerin-rich droplets did not perfectly
wet the Teflon® gasket. This non-wetting behavior permitted the formation of a uniform
dispersion in most of these samples.

The last sample processed contained the least amount of glycerin (15wt% GLY) and exhibited
unanticipated behavior. Samples of this composition had always produced a fairly uniform
structure when processed on the ground. However, during microgravity processing, droplets of
the glycerin rich liquid appeared to move away from the gasket surface yielding a small droplet-
free region. It is assumed this behavior resulted because the glycerin rich droplets were
completely non-wetting on the gasket surface.

Summary

To summarize our findings to date, three immiscible aluminum indium samples were
directionally solidified during the LMS mission. Two of these samples contained voids that
were sufficient in size to modify the solidification parameters locally during processing. In
addition, the aluminum-indium alloy leaked past the uppermost piston in two of the flight
ampoules and one of the ground based ampoules and destroyed the carbon spring. Most work to
date has concentrated on identifying the gas present in the voids in order to help determine their
source. Residual gas analysis revealed that the voids contained primarily nitrogen with some
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ampoules also containing smaller amounts of another gas, which, at this stage is thought to be
carbon monoxide. Additional testing is being carried out to verify this finding.

Twelve samples in the transparent model system, succinonitrile-glycerin, were processed during
the USMP-4 mission in the fall of 1997. A transparent cell assembly was utilized to permit
direct observation of the events taking place. Sample compositions covered the majority of the
composition range of the miscibility gap. A small composition range was identified in which the
cell gasket surface was perfectly wet by the minor liquid phase. This perfect wetting led to the
formation of a film of the minor phase along the perimeter of the cell. This behavior may
explain difficulties encountered by some investigators in producing a uniform dispersion in
microgravity processed immiscible alloy systems. An unexplained observation was made at one
of the composition extremes where droplets were found to move away from the gasket surface
leaving a depleted region during processing. Further analysis of the data is underway.
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Introduction

The objective of this study to determine the influence of convection on the morphological stability
of the solid-liquidinterface duringdirectionalsolidificationin immisciblesystems. Recent findingd*
indicate that gravity level has a dramatic influence on the structure obtained during directional
solidification in these systems. Evidence from ground based experimentation by the investigators
indicates this variation in microstructure may be due to fluid flow which occurs on both a
microscopic scale at the solid-liquid interface and on a macroscopic scale during the solidification
process.' The overall fluid flow generatedappears to reduce the stability of the solidification front
during coupled growth influencing the development of desired fibrous microstructures. '

This study combines observations made utilizing transparent metal-analog systems with a detailed
analysis of fluid flow on a microscopic and macroscopic scale. One segment involves a theoretical
analysis to determine the anticipated fluid flow at the solidificationfront. Another segmentinvolves
experimentation to either verify or disclose weaknesses in the theoretical portion of the analysis.
The findings will make a significant contribution to a better understanding of the role of fluid flow
on steady state solidification and coupled growth in immiscible alloys.

Background

It should be theoretically possible to process a hypermonotectic alloy under conditions that would
result in coupled growth betweenthe L,and S, phases.'” Solidificationunder these conditionsresult
in an aligned fibrous microstructure consisting of fibers of the L, phase in a higher volume fraction
than that found for the monotectic composition. The composition variations and temperature
gradients duringsolidificationof a hypermonotectic sample could be maintained such that the liquid
temperature never fellinto the region ofliquid immiscibility. As a result, the primary phase, which
is L, in this case, would not form in advance of the solidification front and the sedimentation
problems usually associated with processing hypermonotectic alloys could be avoided.'*

Unfortunately, alloys processed under conditions which should easily result in morphological
stability and a macroscopically-planar solidification front usually do not produce the desired

microstructure.'* A simple analysis reveals that steady-state directional solidification in a
hypermonotectic alloy results in acomposition profilethat causes the liquiddensity to increas with
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distance from the solidification front. This variation can lead to convective instability.

L

Figure 1. Schematic of the solidification front observed during coupled S;-L, growth in
hypermonotectic samples.

Recent results indicate a strong dependency of the microstructure on gravity level and thus

convection during processing'. Low-gravity conditions obtained using NASA's KC-135 zero-g
aircraft resulted in the formation of an aligned fibrous microstructure duringdirectionalsolidification
of metallic samples, while aless desirable, dispersed microstructure was produced during thehigh-g
(1.8g) portions of flight. These results support the hypothesis that the breakdown of coupled

growth is due, at least partially, to buoyancy driven flows.

Development of the Model

The first step in development of the model involves determining the temperature and solute
distribution in the liquid at the solidification front, which must be done both on a microscopic and
macroscopic scale. Figure 1 shows the typical structure at the solidification front which is being
utilized as a starting condition for the model. Obviously, the thermal and solutal fields will lead to
density variations in the liquid which will tend to drive convection. The model under development
takes into account the microscopic density variations in the liquid between the fibers at the
solidificationfront and the macroscopicdensity variation broughtabout due to the generaldepletion
of solute in advance of the solidification front for a hypermonotectic alloy.

For growth of a bulk sample of hypermonotectic composition, two distinct length scales appear,
namely, the interrod spacing, whichis of the order of micrometers, and the sample size, which is of
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the order of centimeters. We are initially considering these as separate problems, and will only
attempt to study their interaction after a thorough understanding of each isdeveloped. For growth
at the monotectic composition, the central problem is understanding the microscale phenomena,
while for growth at hypermonotecticcompositions, there is the possibility of bulk convectionwhich
may disrupt the coupled growth of composite structures.

At the microscale level, the coupled growth of a monotectic has many similarities with the coupled
growth of eutectics. Recently, the theory of coupled eutectic growth, which is based on the Jackson
and Hunt theory,® has been extended by numerical computations’ and the underlying assumptions
have been elucidated.®!” Initially, we extend the Jackson-Hunt eutectic theory to monotectic
growth. While the basic geometry of eutectic and monotectic growth are similar, in eutectic growth
it is an excellentapproximation to neglect diffusion in the two solid phases. For monotectic growth,
one of the phases formed is now a liquid and diffusion is clearly important in this phase.!" In
addition, in monotectic growth there is a fluid-fluid interface which can giverise to fluid flow driven
by gradients of surface tension.

On the macroscopiclevel,except for growth at the monotecticcomposition, the solute concentration
changes from approximately the monotecticcomposition at the interfaceto the bulk composition far
from the interface. To treat the macroscopic flow problem, we propose to average over the
microscopic features. Basically, this will provide boundary conditions at the interface, which will
differ from the single phase problem, but will allow us to treat the bulk flow using methods
previously developed.”” Such calculations would determine the processing conditions, namely,
temperature gradients, growth velocity, and bulk composition, necessary to avoid the onset of
thermosolutal convection. For hypermonotectic compositions sufficiently far from the monotectic,
the system will be convectively unstable. We have begun use of a finite element code to model the
fluid flow in the unstable regime. Such calculations provide flow velocities and determine macro-
segregation during monotectic growth. The further development of this model will lead to a better
understanding of the relative significanceof the factors effectingsolidificationin immisciblesystems.

ExperimentalVerification

Experimentationis being carriedout for verificationof the model. Directionalsolidificationis carried
out using a temperature-gradient-stage microscope and is archived using time-lapse video tape
recording. This approach facilitates determination of the flow velocities for comparison with
velocities predicted from the model. The succinonitrile-glycerol (CH,CN),-(C3Hs(OH);) system is
being utilized for this study. Polystyrene microspheres will be used in some of the cells as tracer
particles to monitor flow.

Initial experimentation was carried out with very small cell spacings (approximately 10um). It was
felt that the small spacing between cell walls would result in a very large damping effect on fluid
flow. In addition, the first sets of experiments are being carried out using a horizontal (i.e. flat) cell
orientation in order to minimize gravity driven flow during processing. This approach permits an
estimation of the influence of surface tension driven flow on the solidification process without the
added complication of extensive bouyancy driven flow. Interface stability has been obtained in
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hypermonotectic samples for this thin, horizontally oriented cell configuration (see Figure 2). In
addition, several interestingobservations have been made concerningsurface tension driven flow and
Marangoni droplet migration when the interface is marginally unstable (see Figure 3). Small scale
mixing due to surface tension driven flow is obvious under these conditions.

7- 8-898 .14:21:23

Figure 2. Interface stability during directional solidification of a hypermonotectic succinonitrile-
glycerol sample.

6-30-88 _14:22:23

Figure 3. A marginally unstable solidification front obtained during directional solidification of a
hypermonotectic succinonitrile-glycerol sample.
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After the influence of these surface tension driven flows are understood and documented, the cell
orientation will be changed to allow normal vertical directional solidification. After results are
obtained for a small cell spacing, the cell thickness will be increased slightly in order to decrease
damping and the experimentationrepeated. Close attention willbe paid to any changesin fluid flow
resulting from the reduced damping. The thickness of the cells will be systematically increased and
the effect of reduced damping quantified. The resulting increase in fluid flow is expected to
eventually lead to disruption of the coupled growth process at the solidification front.

Summary

This study will investigate the influence of fluid flows on processes at the solidification front and
the structures obtained during directionalsolidificationof immisciblealloys. The first portion of the
investigation involves the development of a model describing fluid flow during the solidification of
immiscible materials. Another portion of the project involves experimentation designed to test the
ability of the theoretical modelto predict fluid flow in samples processed under one-g conditionsand
the effect of this fluid flow on sample morphology. Fluid flow will be regulated through the use of
thin sample cells that will help damp fluid motion. The findings from this study will result in a
dramatic improvement in the level of understanding of immiscible alloys and the influence of fluid
flow on the coupled growth process.
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Abstract

The control of the microstructures of lightweight polymers, polymer blends, polymer-metal
composites, and amorphous metals depends in large part on the procedures by which these
materials are created and on an understanding of the nucleation and growth mechanisms
underlying these procedures. We are further developing a novel approach for producing
lightweight, foam structures — Dynamic Decompression and Cooling (DDC) — and using this
approach for systematically providing data to new models for the underlying nucleation and
growth mechanisms.

DDC involves heating and mixing polymer (and/or other source) materials under pressure in the
presence of a volatile phase. Non condensable gas super-pressurizes the mixture. The rapid
decompression of this mixture results in the boiling of the volatile phase (aided by the
supersaturation of the non-condensable gas), and the cooling of the melt due to latent heat of
vaporization of the volatile phase. The result is a solid, open-foam structure of low density
possessing microstructures that differ greatly from those commonly found in polyethylene and
polypropylene foams commercially available. The reasons for the difference stem from the
greatly different nucleation and growth mechanisms as compared to extruded foams.

These mechanisms are shrouded in the complexity of the process. In particular, there are several
nucleation and growth mechanisms occurring in a short period of time. Upon decompression,
there is supersaturation of the non-condensable gas and superheating of the volatile phase.
Bubble nucleation and growth follow, controlled by evaporation of the volatile phase and
diffusion of the non-condensable phase. Supercooling of the melt occurs as the volatile phase
takes its latent heat of vaporization from the melt. Growth is dependent on transport properties
including the temperature-dependent viscosity and heat conductivity. Solidification may or may
not involve a latent heat of fusion depending on whether crystallization occurs or an amorphous
phase is formed.

In order to understand these nucleation and growth mechanisms, we must be able to vary the
operating parameters over a wide range, and we must be able to follow the transient process in
detail. Therefore, we shall use high speed video to record the process, which occurs in a fraction
of a second, and to instrument the cell to record the time-dependent temperature and pressure in
the mixture as it is decompressed. This data will provide input to the theoretical formalism, and
will complement post-analysis data ranging from mechanical testing to electron micrographs and
x-ray diffraction. We shall document the conditions at which the structure of foams changes
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from closed cell to open cell, and we shall correlate microstructure with nucleation and growth
mechanisms.

The microgravity environment may aid in providing idealized conditions for such tests. In
particular, phase separation, and layering and stratification effects are minimized so that uniform
initial states can be achieved prior to decompression. Also, non-uniform heating produces
convective effects that are absent in zero-g, allowing for the study of transient processes and the
resulting foams, which should be isotropic. These considerations are especially important when
considering polymer blends and polymer-metal composites intended for high temperature
applications (e.g. significantly above 200°C) because of phase separation and density
stratification effects. Ground-based studies will provide a baseline for future microgravity work.

Motivation to understand mechanisms underlying foam production

Although polymer foams have been manufactured for decades and the state of the art in the
production of polymer and polymer blended foams is advanced in many respects ', models of the
nucleation and growth processes that allow for the accurate prediction and control of both the
microstructure and the macrostructure (e.g. foam cell size and other characteristics) have been
conspicuously absent, and empiricism has dominated. We are left with a number of unanswered
questions. The primary one has to do with the development of an understanding of the
underlying nucleation and growth mechanisms in the generation of crystalline polymer foams.
Whereas much has been done in industry to apply closed cell foams, their appears to be far less
known about open cell foams produced by highly transient processes. The micro-structures and
morphologies of such foams possess many intriguing properties, which may lead to practical
applications of new materials, if the process can be controlled.

Recent applications of DDC to polymer foams

Our most recent work has focused on polymers. Experimental work has proceeded with
polybutylene terephthalate (PBT) and polyolefins, polyethylene and polypropylene (PE and PP).
Whereas earlier work focused on immiscible droplet dispersions as the blowing phase, the
current work has employed various organic solvents, which have neglibile solubility of the solid
phase at room temperature, but which dissolve into the polymer at the melt temperatures of the
respective materials and at elevated pressures which prevent the volatile phase from boiling until
rapid decompression.

We have begun with PBT because it has become an important engineering thermoplastic polyester
for many applications requiring good solvent resistance, mechanical properties, dimensional
stability, and good proc:essability.2 It has a relatively high crystallinity (60%), which is hard to
suppress by conventional cooling methods even though it has a glass transition temperature above
room temperature (Tg= 67°C).>,* High crystallinity means relatively low impact resistance and
toughness, which excludes PBT from some important applications, such as automobile body
panels.

We have also begun with PE and PP, because they are the world's most widely used polymers for
numerous applications, and have a large potential market as lightweight cellular plastics due to
excellent chemical and physical properties and low price.’” Like many crystalline
thermoplastics, PE and PP are difficult to produce as highly expanded cellular materials by
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conventional foaming processes.6 A sharp decrease of their viscosity over a narrow
temperature range above the melting point makes expansion hard to control. In addition, the
rapid crystallization rate and relatively slow cooling rate for the bulk polymer lead to the
collapse of cell structure in the stabilization phase of the expanded polymer. Although this
processing difficulty is eliminated by crosslinking PE before the foaming process, the need for
expensive processing techniques has caused the cost per unit volume to exceed that of low
density polystyrene (PS) and polyurethane foams.”,* Dow Chemical developed "Ethafoam"
polyethylene foaming technology (without crosslinking) in the 1960s’, and has been improving
the technology by altering the blowing agents from chlorofluorocarbon (CFC) to isobutane since

10 11
then. ",

We have processed PBT, PET, HDPE, LDPE, LLDPE, PP resins as well as PBT/PP and
HDPE/PP blends in our DDC apparatus. All resulting materials are open, porous and
interconnected foams with a density as low as 10% of the original resins. They readily modify
the toughness and strength of the original polymers. Preliminary examination of the processed
materials by SEM show a variety of foam structures with fibers, granules and sheets quite
prevalent. We summarize some of the microstructures observed for PBT, HDPE and PP in Table
1. Specific data of micrographs follow.

Table 1: Microstructures Observed in Initial Polymer Studies

Polymer resin original density foam density microstructure

(g/cm3) (g/em3) (SEM imaging)
PBT 1.310 0.13~0.26 fibers, granules, sheets
HDPE 0.955 ~0.08 sheets, granules, ribbons

network, multilamellas,
mushroom-like crystals

PP 0.900 ~0.08 sheets, multilamellas,
granular film

SEM imaging description

Figure 1 shows the basic microstructures of PBT foams produced by the DDC process using
chloroform as blowing agent. In figure la, we see a band of thin fibers with diameter as small as
100 nm, indicating that the polymer chain orientation is involved in the process. In figure 1b,
we see granular aggregates with a diameter of several micron. There are pores as small as
micron in the aggregates. This structure looks somewhat like that of phases separated from
polymer solution.  In figure lc, we see the fiber web combined with some granules. This is
very unusual structure, which is ideal to enhance the foam strength, but hard to imagine how the
structure was generated. In figure 1d, we see a curved fiber which corresponds to one part at
failure after tensile deformation. The specimen is drawn at room temperature (below Tg of
PBT). The fiber is extended and necked with drawing. After failure, the internal stress drives it
to shrink.

Figure 2 shows some unique microstructures found for HDPE, PP and PP/PBT blended foams
produced from the DDC process. In figure 2a, we see the folded sheets (HDPE foams)
composed of multilayers with different end edges on the surface of the sheets. Each thin layer is
polyethylene lamellae. The multilamellar structure looks like polyethylene hedrites grown from
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a supercritical solution'? but with much condensed geometry. In figure 2b, we see mushroom-
like structures for HDPE foams. These order structures are polyethylene crystals but are not the
same as usual polyethylene spherulites grown from a melt. In the figure 2b, we also see ribbon
networks in the background. They are not totally amorphous because HDPE has as high as
90% crystallinity, and the mushroom-like crystals are clearly grown from them. Note that all
these regular structures are generated in the DDC transient process. In figure 2c, we see the
granular sheets for PP foams. The granules are regularly arranged in the sheets. In figure 2d,
we see the folded sheets structure for PP/PBT (80/20) blended foams. Although many
microstructures are observed for either PP or PBT foams, we do not see them for the blend. This
indicates that homogeneous mixtures may be generated by DDC process, even though PP and
PBT are not miscible by conventional thermal/mechanical mixing.

Questions posed by initial DDC tests with polymers

DDC can produce lightweight polymeric materials with a variety of microstructures. Although
we can produce a variety of microstructures by the DDC process, we do not understand the
nucleation and growth mechanisms involved in the foaming process. How are microstructures
generated in the transient DDC process? This essential question is being addressed through
experimental and theoretical studies of nucleation and growth mechanisms in polymer foam
synthesis using DDC. A better understanding of the underlying processes should permit some
degree of control of the microstructure for a variety of applications.

Nucleation and growth modeling

The nucleation and growth process that is being developed assumes crystalline polymers.

Instead of exploiting the glass transition temperature of a polymer to freeze in the foam structure,
the process operates above the crystalline polymer’s melting point. The initial state is a solution
of polymer and a volatile solvent. As decompression is effected above the boiling temperature of
the solvent, the solvent nucleates gas bubbles, which then grow and cool the solution. When the
solution enriched in polymer is cooled below the crystallization temperature, nucleation of
polymer crystallite begins. This process thus involves the nucleation and growth of bubbles,
which induce the nucleation of polymer crystallites, followed by simultaneous growth of bubbles
and crystals. The rationale for using this double nucleation and growth process is that,
depending on the type of solvent used and the decompression schedule, the microstructure of the
crystalline polymer (such as percent crystallinity or the distribution of grain orientations and
grain sizes) within the microcellular foam structure may also play a role in determining the final
property of the foam. To successfully model this process from a fundamental point of view, a
large number of parameters are required to calculate the nucleation and growth rates of both the
gas bubbles and the polymer crystals, which must be coupled thermally by heat flow calculations
and chemically by diffusion calculations. The details of the nucleation and growth modeling are
described in detail in the proposal submitted to NASA.

Broad parameter study of polymer foam synthesis

The materials that result from the DDC process have very complex structures both in cell or pore
macrostructures and in microstructures, which may, in some instances, follow a fractal growth
mechanism. Our challenge is to produce a particular structure by systematic variation of
processing parameters. At our disposal for variation are: polymer material (including blends),
blowing material (various solvents and/or immiscible dispersions), mass fraction of blowing
material, non-condensable gas pressure (beginning and end), initial starting temperature (above
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melt temp. or somewhat below). We are focusing on the following systems: PE, PP, PBT,
PBT/PP blends, PE/PE blends, and PP/metal alloy blends.

Apparatus Characteristics and Capabilities

It is clear that if the theoretical modeling of nucleation and growth in this very complex system is
to provide useful predictions, there must be specific data provided to the model from our
experimental program. The heart of the experimental apparatus is a pressure cell in which the
ingredients can be added, heated under pressure, stirred, and decompressed. A pressure cell
(1500 psi max pressure) will host the polymer composition. The heating (and cooling) will be
done actively by circulating a temperature-controlled hot oil (e.g. silicone oil) through a sealed
copper tube wrapped around the bottom of the container holding the melt and blowing matterial.
(Alternatively, we will use resistance heating and fluid cooling.) The bottom of the container will
be aluminum or aluminum-clad to aid in thermal conduction. The upper portion of the container
will be glass or quartz, for viewing purposes. Just prior to decompression, the fluid circulating
though this system will be switched to a cold, low viscosity fluid in order to remove heat from
the container so that reheating effects are minimize, preserving the sample. Instrumentation to
measure the temperature and pressure as a function of time, as well as to film at least the initial
stages of decompression, will permit real-time pressure measurement in the cell as a function
time, real-time temperature in the melt as a function of time, filming and light scattering,
measurement of liquid-vapor interfacial tension, and inferred properties such as the liquid-solid
interfacial tension. Post-test diagnostic measurements will include optical microscopy and SEM,
x-ray diffraction, thermal analysis (DSC), thermal mechanical analysis (TMA), mechanical
properties analysis, and surface properties-BET. These characterizations will not only allow us
to understand the process of microstructure formation for this dynamic process, but also help us
to infer areas of possible application for these unique materials.
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In uction

Ostwald ripening (coarsening) involves the growth of large particles at the expense of small ones in
a polydisperse array. The driving force for coarsening is the reduction of interfacial area, hence
energy, that accompanies growth as solute atoms are transported by diffusion from small to large
particles. The theory of diffusion-controlled coarsening by Lifshitz and Slyozov' and Wagner”
(the LSW theory) predicts that the average radius, (r), of the particles in the minor (dispersed)
phase increases with aging time, #, according to the familiar kinetic law

(13 —(ro)? = k1, (1)

where (ro) is the value of (r) at the onset of coarsening (z = 0) and  is a rate constant. There is al-
ways a small decrease in the residual supersaturation, X — Xe, With t during coarsening, where
X is the average solute concentration in the continuous (o) phase at 7. and X is the solute con-
centration at thermodynamic equilibrium. X, — X Obeys the asymptotic relationship’

Xo — Xae = (Kt)'1/3, 2)
where K is another rate constant.

The LSW theory was formulated for an infinitely dilute dispersion, i.e. one for which the volume
fraction, f, is zero, strictly speaking. The theory must therefore be modified in some way to ac-
count for the fact that in any system in which f is finite there must be diffusional interactions, or
overlapping diffusion fields, that affect the rate at which individual precipitates grow. Also, when
fis large physical encounters among the growing particles can become important. Considerable
theoretical effort has been directed towards finding a quantitative solution to this problem. The dif-
ferences among the theories and the extent to which they have succeeded in predicting the effect of
fon coarsening behavior have been reviewed®®. All theories predict that finite f accelerates the
growth rates of individual particles because the diffusion distances decrease as f increases. The
temporal dependence of (r) is unaffected by £, but k in equation (1) must be replaced by kg = kF(f),
where F(f) is a function of f that depends on the particular theory [in the LSW limit f = 0 and F(0)
= 1. There is also an effect of f on K, such that k becomes k¢ = kg/(¢{u))3, where £ is the capillary
length, {u) = (r)/r* and r* is the radius of a particle that is neither growing nor shrinking at time ¢
(in the LSW theory (u) =1, i.e. r* = (r)). When f> 0, (u) < 1; the extreme value® of {(u) in the limit
f=1is{u) =8/9.

Ostwald ripening has been intensively investigated in solid alloys in which the dispersed phase is

coherent with the continuous phase. Coherency introduces the issues of the influence of elastic
energy on the morphology of individual particles and spatial correlations among groups of precipi-
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tates. The motivation for investigating coarsening in liquid systems is that the underlying assump-
tions of the LSW theory are ideally fulfilled when the continuous phase is a liquid. In a liquid ma-
trix the particles of the dispersed phase, be they liquid or solid, are usually spherical in shape, and
both the continuous and dispersed phases are free of the internal stresses that complicate Ostwald
ripening of coherent precipitates in solid systems. Furthermore, since all the theories predict that
k(f) increases most rapidly with f when fis small (< 0.05), quantitative evaluation of the different
theories is, in principle, best accomplished by experiments on specimens containing relatively di-
lute dispersions. Microgravity is essential for successfully conducting experiments on liquid-based
dispersions because differences between the mass densities of the continuous and droplet phases
induce particle motion due to gravity-driven sedimentation forces.

Experimental Approach

Dependence of Electrical Resistivity on Solute Concentration

Experiments on coarsening in liquids under microgravity conditions can yield a much greater
quantity of reliable data if the investigation does not rely exclusively on post-mortem metallo-
graphic examination. This is because of the difficulties involved in quenching-in the coarsened
“microstructure” from the liquid state without disturbing it during solidification. Preserving the as-
coarsened, predominantly liquid, two-phase structure must become increasingly difficult as fde-
creases, which is unfortunate because the regime of small fis the desired one for experimentation.
The objective of this research is to investigate coarsening by continuously monitoring the electrical
resistivity, p, of the liquid as a function of z. The scientific basis for this approach is the depend-
ence of p on Xq. In principle, p is affected by both the precipitate and matrix phases in any two-
phase alloy, but for a dilute dispersion of spherical particles in the limit of small f, the resistivity of
the two-phase alloy is given by’

pzpm(l+37fj. 4)

4

where pp is the resistivity of the continuous (matrix) phase. When p depends linearly on X,
which is often the case for dilute solutions, we can write

Pm—PA = KXg, &)

where pa is the resistivity of the pure solvent (A) and K is a calibration constant. Therefore, when
f1is very small p = py, which then depends uniquely on Xg,.

There are two factors that can influence the accuracy of the data. One is a potential limitation im-
posed by the physics of the coarsening process itself and the other is a limitation associated with
temperature control. Using values of the parameters relevant to the coarsening of liquid Pb in Zn at
450 °C published by Kneissl et al.®, and taking (u) = 1, it can be shown that k = 1.34 x 1013 s-1.
This value of xis 9 to 12 orders of magnitude larger than those typical of solid systems’. Such a
large value of x implies that between 10 and 1000 s, the concentration of Pb in solution can be ex-
pected to decrease by = 1.53 x 10-3, i.e. by only about 15.3 appm at 450 °C. The changes in sol-
ute concentration accompanying coarsening in liquids will generally be the order of tens of parts
per million! Using data on the variation of p with solute concentration in liquid Zn-Pb alloys'’, the
resistivity can be expected to change by 0.027 nQ2-m between 10 and 1000 s at 450 °C. Changes
this small are measurable, in principle, using modern instrumentation, and variations much smaller
than this should be detectable. However, the temperature coefficient of p of liquid metals is very

e
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large, and without a unique experimental arrangement, the expected temperature fluctuations during
normal temperature control would completely eliminate any chance of measuring the changes in p
estimated above.

There are therefore 2 formidable challenges to the successful execution of this research project.
One of them is the design and implementation of a containerless method of measuring p, which
involves measuring the change in inductance of mutual inductance coils; several such methods are
in use today''. The other is the design of a furnace that meets the criteria of extremely small
temporal fluctuations and small temperature gradients. We believe we have succeeded in designing
and constructing a novel furnace that fulfills the necessary objectives. It is described in the fol-
lowing section.

Furnace Design

The major positive progress to date is the successful design and construction of a novel furnace
consisting of heating elements placed in the interior of a water-cooled jacket. It is depicted sche-
matically in Fig. 1 (not to scale). The jacket is constructed from concentric quartz tubes, 450 mm
long, and configured so that water flows in the 6 mm wide channel between them. The outer di-
ameter of the larger outer tube is 18 mm, while the inner diameter of the smaller inner tube is 10
mm. The heating element is nichrome wire 0.32 mm in diameter, insulated using Al,O5 tubes 0.8
mm in outer diameter and attached to another quartz tube with an inner diameter of 3 mm; it is this
tube that is intended to contain the specimen during an experiment. The continuous wire strand 1s
parallel to the axes of the water-cooled tubes, and the entire assembly fits comfortably inside the
inner water-cooled tube. The method of “winding” is non-inductive. However, the temperature
gradients are extremely sensitive to the geometry of the insulation used between the heating ele-
ments and the inner water-cooled tube. A satisfactory configuration was attained by trial and error
using thin rings of Al,O5 spaced at different intervals; it is shown in Fig. 2. The temperature pro-
file inside the furnace, measured with an Al rod inserted in the interior, is also shown in Fig. 2 at
two different levels of temperature resolution. It is evident that the gradients have been reduced so
that the maximum variation along a length of slightly less than 200 mm does not exceed 0.5 °C
when the average temperature inside the furnace is 552.6 °C. Even these gradients could undoubt-
edly be reduced by minor adjustments of the positions of the thin Al,O5 rings or the introduction of
several new ones. Attaining the operating temperature requires a power input of only ~225 Watts
(150 VDC at ~1.5 A). Temperature measurements over a period of 6 h indicate a temperature
fluctuation of only 0.5 °C using a Sorensen DCR-B 300-9B power supply with voltage stability
of 0.1% for 8 h after warming up for 30 min. This furnace design meets all the requirements for
conducting the proposed coarsening experiments, and its only shortcoming is its relatively large
outer diameter, which limits the size of the induction coils and hence the filling factor for the in-
duction measurements.

While the design of the furnace is disarmingly simple, the effort required to produce the tempera-
ture profile shown in Fig. 2 proved extremely formidable. The initial design used a double-helical
coil of nichrome wire wound directly on the tube housing the specimen. The double-walled cham-
ber surrounding the tube was only 10 mm in diameter. This design minimizes the diameter of the
entire assembly, thereby maximizing the filling factor for the induction coils in the bridge circuit,
which improves the sensitivity of the electrical measurements, in principle. However, it proved
impossible to control temperature fluctuations along the length of the furnace because they were
extremely sensitive to the spacings of the individual wires in the double-helical arrangement. It
proved impossible to adjust the local spacings of the windings in such a way that the variation of
temperature along the length would vary by less than + 25 °C. Initial experiments using vacuum

47



between the double-walled quartz chamber, rather than water-cooling, were also a failure. After
considerable effort the initial design was abandoned in favor of the one depicted in Fig. 2. The
temperature profile for the design in Fig. 2 is highly sensitive to the geometry of the insulating
material placed between the heating element and the concentric water-cooled quartz tubes. Many
combinations of wall thicknesses and lengths of the insulating material were explored before ar-
riving at the one shown in Fig. 2.

There are other parameters associated with the design that have not been varied, so their influence
is unknown. In particular, the flow rate of the cooling water is 0.1 1/s and its temperature is 13.8
°C. The cooling water supply originates from the recirculating water system on the UCLA cam-
pus, and would certainly have to be replaced by a much smaller one for use in a non-terrestrial en-
vironment. We have also not yet explored the temperature range over which the furnace can oper-
ate, but the power input required to reach an operating temperature of 500 °C is easily attained with
the stabilized power supply currently in use.

Design of the Bridge Circuit

Electrical resistivity will be measured using an induction bridge circuit, one leg of which contains
the active specimen and the other leg a dummy specimen maintained at exactly the same tempera-
ture. The composition of the dummy specimen will be chosen to match, as closely as possible, that
of the liquid matrix of the actual specimen so that the output of the bridge circuit will be as sensitive
as possible to changes in solute concentration of the matrix of the active specimen. The output of
the bridge circuit should therefore depend only on the difference in concentration between the ac-
tual and dummy specimens, and should be unaffected by small temperature fluctuations since both
the actual and dummy specimens are always at exactly the same temperature. The frequency of the
bridge circuit will be chosen so that the resistance of the bulk liquid is measured, rather than the
surface resistance, but it is not difficult to show that the skin depth exceeds a typical specimen di-
ameter (e.g. 2 mm) at readily accessible frequencies (~10 kHz).

A sensitive lock-in amplifier manufactured by Stanford Research, Inc. has been purchased for de-
tecting the small changes in mutual induction that obtain when the concentration of solute in the
matrix changes with aging time during coarsening. Mutual induction coils have been wound, and
experiments are in progress to measure the sensitivity of the bridge circuit. In experiments to date
the circuit we have constructed is easily balanced to within about 300 nV at f = 10 kHz. The signal
generated when a rod of a solution-treated 6xxx Al alloy is inserted into the furnace is about 650
nV. For the chosen configuration length and diameter of the primary and secondary coils, number
of turns, input voltage and frequency, the observed sensitivity is inadequate for conducting the ex-
periments on coarsening. We have not attempted to optimize the myriad parameters affecting the
sensitivity of the bridge circuit, so much work in this area remains to be done. However, the
bridge circuit has been tested with the furnace heated to ~553 °C, and the response is identical to
that when the furnace is cold, indicating that there is no interaction between the heating elements
and induction coils.

Summary

A small, novel furnace has been designed, constructed and tested. Itis, in principle, suitable for
conducting experiments on coarsening of “droplets” in liquid metals using a contactless method of
measuring the change in electrical resistivity of the specimens during coarsening of the dispersed
droplets. However, the circuitry necessary for successfully carrying out the experiments has not
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been satisfactorily built. It is not known at this stage whether it is possible to design and construct
a bridge circuit with the necessary sensitivity.
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Figure 1. Schematic cross-section of the furnace, illustrating its essential details.
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Figure 2. Photograph of the furnace heating element. When inserted into the water-cooled hous-

ing, which is 18 mm in diameter (see Fig. 1) and heated using a power-input of ~225 W, the re-

sulting temperature profile is as shown in the graphs above the photo. The white features distrib-

uted along the length of the element are the Al,05 rings shown schematically in Fig. 1. The ends
of the nichrome heating wire are visible at the left of the photo.
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Chemical Vapor Deposition at High Pressure
in a Microgravity Environment

Sonya McCALLA, Klaus BACHMANN®, Stacie LeSURE”, Nkadi SUKIDI B
and Fuchao WANG#

In this paper we present an evaluation of critical requirements of organometallic chemical vapor
deposition (OMCVD) at elevated pressure for a channel flow reactor in a microgravity
environment. The objective of using high pressure is to maintain single-phase surface composition
for materials that have high thermal decomposition pressure at their optimum growth temperature.
Access to microgravity is needed to maintain conditions of laminar flow, which is essential for
process analysis. Based on ground based observations we present an optimized reactor design for
OMCVD at high pressure and reduced gravity. Also, we discuss non-intrusive real-time optical
monitoring of flow dynamics coupled to homogeneous gas phase reactions, transport and surface
processes. While suborbital flights may suffice for studies of initial stages of heteroepitaxy
experiments in space are essential for a complete evaluation of steady-state growth.

. Objectives and Approach

The overall objective of the work described in this paper is to extend chemical vapor deposition to
super-atmospheric pressure. The specific objective of the experiment in space is to provide
conditions of laminar flow for the evaluation of the validity of selected process models and input
parameter sets that are needed for analysis and control of chemical vapor deposition at elevated
pressure. The motivation for extending chemical vapor deposition to high pressure is to maintain
stoichiometric single phase surface composition of materials that are characterized by large
decomposition pressures at their optimum elevated processing temperatures. An example is
indiumnitride, which under conditions of conventional OMCVD at subatmospheric pressure, is

limited to processing temperatures < 823 K. This restriction limits the control of formation and
propagation of extended defects in this material, and is one of the reasons why at present, confined

GaxIni-xN heterostructure devices (e.g., diode lasersz)) do not include indium-rich compositions.

This in turn restricts quantum well depth and thereby the accessible color range. Here we focus
onto deposition temperatures = 900 K, requiring nitrogen pressure = 100 atm to suppress surface

decomposition3). Since at p =2 100 atm the mean free path becomes comparable to molecular

dimensions interactions between reactive gas phase constituents are inevitable. For growth of InN
we select trimethylindium (TMI) and ammonia as source compounds, which decompose in the hot
vapor atmosphere in the vicinity of the heated substrate. Therefore, without special preventive
measures, interactions of reactive decomposition products of source materials in the vapor phase
are likely to occur. Thus homogeneous gas phase nucleation of InN particles above the hot
substrate becomes possible, competing and interfering with nucleation and well defined growth of
InN epitaxial films on the substrate surface. In order to avoid this problem separately controlled
flows of TMI and ammonia or hydrazine are injected into the reactor in a timing sequence that
assures maintainance of their separation by plugs of pure nitrogen carrier gas, as illustrated in Fig.
1. Thus indium and nitrogen precusors to growth never exist simultaneously in the vapor volume
above the substrate. A special problem of group Ill-nitride epitaxy is the absence of lattice
matching substrates, resulting in strained layer overgrowth. Thus far SiC and sapphire are the
most widely used substrate materials for group III nitride growth to which we add for InN
heteroepitaxy GaP coated silicon as a possible alternative.

A Department of Materials Science and Engineering, North Carolina State University, Raleigh, NC 27695, U.S.A.
B Present Address: Motorola Company, Mesa, AZ 85202, U.S.A.
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Figure 1. Schematic representation of channel
flow at center line velocity ugy across heated

substrate S, employing plugs of source vapor
(TMI and NH3 or NpH4) separated by plugs of

pure N7 gas; RF rf coil, G SiC coated graphite
susceptor.

For GaP heteroepitaxy on silicon substrates we have developed pulsed chemical beam epitaxy
(CBE) using p-polarized reflectance (PRS) for real-time optical process monitoring and

triethylgallium (TEG) and tertiary-butylphosphine (TBP) as source vapors4)'7). Here we focus
onto recent results concerning initial stages of heteroepitaxy that, in conjunction with theoretical
predictions of gas phase kinetics, help in estimating the time requirements for the envisioned
experiments. Figure 2 shows PRS intensity as a function of time for three experiments employing
continuous flow of TBP and pulsed flow of TEG at 0.3 s pulse width at 0.2 Hz repetition rate.
Three distinct stages - verified by atomic force microscopy and high resolution cross sectional

transmission electron microscopy studies® - are observed:

(i) In the initial incubation period of length t < 7; surface reactions result in gradual build-up of

products of source vapor decomposition on the surface of the silicon substrate. During this stage
no structure coinciding with the arrival of the TEG pulses exists in the PR signal.

(ii) Once the critical supersaturation for nucleation of GaP islands is reached steps in the PR
signal are observed, coinciding in time with the arrival of TEG pulses, and indicating GaP

nucleation and island growth on the silicon surface 5),8),

(iii) At t = Th the contributions to the PRS signal-associated with the early stages of nucleation

and overgrowth that are described by effective medium theory-join smoothly into the slow
oscillations in reflectivity-associated with interference of partial waves reflected at the ambient/film

and film/substrate interfaces® for steady-state growth of a contiguous GaP film.

In view of efficient heat transfer from the hot susceptor and substrate surfaces to the vapor phase at
high pressure, homogeneous gas phase reactions replace pyrolysis of source vapor molecules on
the substrate surface under conditions of CBE.

Start of build-up of fine structure _‘Y Y ]”””””"m i

= Figure 2. P-polarized reflectance as

function of time for growth of GaP
on Si(100): T1=350°C, T=420 °C,
T3=490 °C; 11 = 160s, Tj2 = 95
s, Ti3 = 50 s. Th1 = 10 min, TH2 =
13.5 min s, Th3 = 16 min.

PR intensity (a.u)

[nitiation of

pulsed TEG flux
N ]

T T ’ T 5 T = T ¥ I
1800 2000 2200 2400 2600 2800
Time (se¢)

Calculations of the fall-off curves for unimolecular rate constants on the basis of Rice-Ramsperger-
) predict at ~ 100 atm pressure and T = 900 K faster group III alkyl

Kassel-Marcus theory

decomposition rates than observed under the conditions of CBE”), Also, the flux reactive
molecular fragments instead of intact source vapor molecules to the surface at higher temperature
than accessible under conditions of low pressure growth can be expected to result in faster kinetics
of surface reactions, surface transport and incorporation of constituent atoms into the lattice of the
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nuclei and, in later stages, of the growing epitaxial film. Of course, diffusivities decrease with
increasing pressure. However this is compensated, in part, by access to higher temperature, which
increases transport rate, and, in part, by the possibility to sustain at high pressure steeper
concentration gradients. Therefore, we expect that short periods of time will suffice for studies of
incubation and nucleation, which thus can be addressed on suborbital flights. Such studies are
important since both type and distribution of defects in the epitaxial film are determined during

initial stages of island growth prior to coalescence®. However, a complete investigation, including
steady-state growth, takes substantially longer uninterrupted experiment time than accessible with
suborbital flights, that is, requires access to an experiment in space.

2. Need for Processing at Reduced Gravity

A necessary condition for realizing pulsed high pressure OMCVD is the absence of contamination
of the flow by buoyancy-driven recirculation, which would result in mixing of the separately
injected plugs of source vapors. Based on results of simulations of flow for a variety of reactor
geometries we conclude that channel flow at high center-line velocity indeed eliminates residual

buoyancy driven recirculation for Richardson number Ri = Gr/Re? >> 1'%, Gr and Re stand for
the Grasshof and Reynolds numbers, respectively. This sets a lower limit for flow velocity, lal >>

(zOgBAT)]/2 and consequently a lower limit for Re = p | u | zo/M, where zq, g,p,B, N and AT refer

to the characteristic channel dimension, length of the gravity vector, gas density, volume expansion
coefficient, dynamic viscosity and temperature difference across the channel, respectively. At p 2

100 atm for a conventional reactor design (see section 3) Re > 10% on the ground, which makes
onset of turbulence likely. Turbulent flow involves interactions between many degrees of freedom
over wide ranges of spatial and temporal scales and thus cannot be adequately simulated with
present computer technology. Attempts have been made at reducing complexity by eliminating
inessential degrees of freedom, e.g., on the basis of observations of organized structures (eddies)

in turbulent flows at low Re!D. Proper orthogonal decomposition (POD)lz), in particular,
represents the fluctuating velocity field u(r,t) by the sum over a denumerably infinite set of POD

modes {(Dj(m)(r)} that are functions of position r = cjrj + cjrj + ckrk and are weighted by
random coefficients om(t) that depend on time t. The POD modes are mutually orthogonal

eigenfunctions of two-point correlation tensor Rij(r,r') = <ui(r)uJ'*(r')>, where subscripts refer to
components parallel to basis vectors ri, rj and < > represents an averaging operation. The set

{K(m)} of eigenvalues associated with {(I)'(m)} is ordered so that A(P) > AQ) for any pair of
g J

integers p < q. For specific cases of low Re channel flow it has been shown 13) that major parts of
kinetic energy and turbulence generation can be captured by a limited set of low order modes

@(m), However, the same set may not represent other properties of the flow, that is, a substantial
number of POD modes may be required for adequate representation. Although significant progress
has been made during the past decade with regard to direct numerical simulations of turbulent

flow!¥), their viability for simulations of heteroepitaxy presently is not assured, since local
variations in reaction rates, associated variations in composition, and localized
generation/consumption of heat result in a strong interdependence of the evolutions of turbulent
flow and heteroepitaxial growth. For these reasons, it appears prudent to address this problem as
far as possible experimentally, so that future progress in computational methods can be tested
against experimental results. Reliable results can be obtained by experimentation at reduced
gravity, where the flow velocity needed for suppression of buoyancy driven recirculation and
thereby Re are reduced. Thus laminar flow conditions can be realized for high pressure OMCVD
processes. In this case, the coupling to chemical reactions and transport can be simulated reliably
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on the basis of known physico-chemical models with proven mathematical methods and validated
by experiment.

3. Description of a Ground-Based Reactor

Figure 3 shows a photograph of the reactor section of a high pressure OMCVD system for
ground-based studies at relatively low pressure ( p < 7 atm) constructed at North Carolina State
University. The innermost reactor shell R is made from fused silica, and is mounted on base plate
B. Under operating conditions R is sealed in pressure bearing stainless steel second confinement
shell C (raised in Fig. 3 for installation of R). Active controls are provided for a selected small
pressure differential between inside and outside of R and for the absolute pressure inside C. The
design provides for flexibility in the evaluation of variations in reactor geometry by exchange of
fused silica reactors without need for changes in pressure bearing parts of the system. For real-time
monitoring of growth rate, and of changes in surface composition due to sequential pulsed
exposure of the hot surface to TMI and NH3 or N2H4 we have made provisions for p-polarized

reflectance spectroscopy (PRS), that is, admission of a chopped p-polarized laser beam through a
window on the perimeter of C and tube 1 and recovery of the reflected beam through tube 2 for
phase sensitive detection by a photodiode outside C. In order to establish pulsed exposure of the
substrate surface to precursors to growth at high pressure, flows of source vapor/carrier gas
mixtures are either directed into the run line connected to entrance tube 3 on R or into a vent line
bypassing R. When a source vapor is added to the run line flow a matching flow of nitrogen carrier

¥

Figure 3. Photograph of the
reactor section of a high pressure
OMCVD system.

gas is subtracted from the run line flow and redirected into the vent line. Thus the total flow
through the reactor remains unchanged. The gas flow is passed over the substrate wafer mounted
on a susceptor in vertical fused silica tube 4 attached to R, so that the wafer surface is flush with
the bottom channel wall and the susceptor is located inside single-turn rf-coil RF. Waste products
are exhausted through tube 5. Errors in positioning S, resulting in a step in the bottom of the
channel at the location of the substrate wafer, or irregularities in the channel side walls, can trip
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eddies in the flow even at low Re. This is demonstrated in Fig. 4 by flow visualization using
injection of smoke.

Figure 4.
Visualization by
smoke injection of an
eddy marked Ein a
flow of nitrogen
through R in x-
direction for Re = 300
near a large irregularity
in channel sidewall W.

Therefore, even under the conditions of low Re flow localized flow instabilities can exist that are
likely to affect process uniformity. In order to prevent this problem and to verify laminar flow
conditions, improvements of reactor design and characterization of the flow dynamics as part of
the experiment are necessary requirements.

Figure 5 shows the design of a prototype high pressure reactor for work at reduced gravity and has

(a)

Figure 5. Schematic
representation of a reactor
for high pressure OMCVD
o : v at pug: W1-WS8 fused silica
Outlet ™ . . e, : Inlet windows, H heater
3 F | ribbons, S substrate
prisms, PV pressure
L1 vessel, F1-F12 flanges.
Pl CO collecting optics, E
Cl Fabry-Perrot etallon, M
monochromator, D
detector, BA boxcar
averager, CCD camera, FG
frame grabber, P polarizer,
C1-C3 choppers, L1-L3
lasers.
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(b)

the following improved features: absence of purge flows perturbing the channel flow and
composition of the nutrient phase in the vicinity of the substrates, pairing of heated substrate
prisms that are incorporated into the top and bottom channel walls achieving high symmetry, and
continuous cross section of the channel from entrance to exit ports of the reactor.

References

1) S. Bedair, F.G. Mclntosh, J.C. Roberts, E.L. Piner, K.S. Boutros and N.A. El Masry, J.
Crystal Growth 178 (1997) 113

2) S. Nakamura, M. Senoh, S. Nagahama, N. Iwasa, T. Yamada, T. Matsushita, H. Kiyoku and
Y. Sugimoto, Jpn. J. Appl. Phys. 35 (1996) L74

3) J. MacChesnay, P.M. Bridenbaugh, and P.B. O’Connor, Mater. Res. Bull. 5 (1970) 783

4) N. Dietz and K.J. Bachmann, Mater. Res. Bull.20 (1995) 133

5) N. Dietz and K.J. Bachmann, Vacuum 47(1996) 133

6) K.. Bachmann, C. Hoepfner, N. Sukidi, A.E. Miller, C. Harris, D.E. Aspnes, N. Dietz,
H.T. Tran, S. Beeler, K. Ito, H.T. Banks and U. Rossow Appl. Surf. Sci. 112 (1997) 38

7) K.J. Bachmann, N. Sukidi, C. Hoepfner, C. Harris, N. Dietz, H.T. Tran, S. Beeler, K. Ito
and H.T. Banks, J. Crystal Growth 183 (1998) 323

8) N. Sukidi and K.J. Bachmann, J. Electrochem. Soc. (1998) to be published

9) N.I Buchan and J. Jasinski, J. Crystal Growth 106 (1990) 605

10) K.J. Bachmann and G. Kepler, Proc. IEEE 3123 (1997) 64

11) S.J. Kline, W.C. Reynolds, F.A. Schraub and P.W. Runstadler, J. Fluid Mech. 30 (1967)
741

12) G. Berkooz, P. Holmes and J.L. Lumley, Ann. Rev. Fluid Mech. 25 (1993) 539

13) P. Moin and R.D. Moser, J. Fluid Mech. 200 (1989) 471

14) P. Moin and K. Mahesh, Ann. Rev. Fluid Mech. 30 (1998) 539

Acknowledgements

The authors are indebted to Prof. N. Dietz for helpful comments and suggestions, to Dr. C.
Hoepfner - presently with Spire Corporation, Bedwell, MA - for valuable assistance in the
construction of the ground-based reactor. Also, we thank Prof. B.H. Bairamov of A.F. Ioffe
Physico-Technical Institute, St. Petersburg, Russia, for sharing of information regarding the use
of etalons in high resolution Raman spectroscopy. Furthermore, we acknowledge support for this
work by NASA Collaborative Agreement NCC8-95 and DOD MURI Grant F-49-620-95-1-0447.

56



Thermophysical Property Measurements of Te-based I1-VI Semiconductors

R. Michael Banish and J. Iwan. D. Alexander*
Center for Microgravity and Materials Research
University of Alabama in Huntsville
Huntsville, AL 35899
banishm @email.uah.edu ; 256-890-6050

*Department of Mechanical and Aerospace Engineering
Case Western Reserve University
Cleveland, OH 44106
ida2@po.cwru.edu
Introduction

The experimental determination of transport properties such as diffusivities and conductivities is
often contaminated by buoyancy-driven convective effects. The accurate determination of
transport properties requires convective flow velocities to be eliminated or significantly
suppressed. This is generally not possible under terrestrial conditions. While it can be argued
that mass diffusivity measurement techniques such as nuclear magnetic resonance and inelastic
neutron scattering, that probe rapid molecular motion, are insensitive to convective contributions,
they are not as precise as macroscopic, averaging techniques. However, all macroscopic
measurement techniques yield diffusivity data prone to be contaminated by gravity-driven
convection. The use of narrow capillaries to suppress convective transport has suggested poorly
understood wall effects. Magnetic fields, widely used for suppressing convection in conducting
liquids, modify the diffusive motion itself. Earlier liquid (metal) diffusion studies conducted on
spacecraft have demonstrated the gain in precision resulting from the drastic reduction of
convection in a low-gravity environments.

Simple scaling illustrates the difficulty of obtaining purely diffusive transport in liquids.
In a system of diffusivity 10-3> cm?Z/s and a typical diffusion distance of 1 cm, the characteristic
diffusion velocity is of order 10-3 cmy/s. Hence, if true diffusion is to be observed, convective
flow velocities parallel to the concentration gradient must be of order 10-7 cmys, i.e. 10 A/s, or
less! Thus, in liquids, the attainment of diffusion-dominated transport over macroscopic
distances at normal gravity is obviously not a simple task. This is illustrated by modelling
results [1] for diffusive-convective transport in capillaries with realistic thermal boundary
conditions, which indicate that temperature nonuniformities as low as 0.1K, across samples of
mm dimensions, are sufficient to cause convective domination of transport. Numerical
modelling results from our research indicate that at the high magnetic fields necessary to
decrease the convective flow velocity of 1% of the diffusive velocity, a similar, significant
influence on the diffusive motion will occur.

Thermal diffusivity measurements in melts are also prone to be contaminated by
convective contributions. The use of small measuring volumes increases the likelihood that
asymmetries and imperfections in the measurement apparatus itself leads to errors. The use of
larger cell volumes on the other hand is prone to result in convective contamination. These
problems can be especially troublesome with II-VI semiconductors, since their thermal
conductivity is smaller than that of typical container materials. Levitated drop techniques offer
little relief of this problem due to the high vapor pressure of II-VI compounds. Modelling of
these convective contributions is at best problematic since the assumptions for estimating or
modelling these contributions depends on ground-based data already influenced by convection.
The above analysis can be applied to thermal diffusivity and/or conductivity measurements as
well, although the requirements are not quite as stringent as for mass diffusivity [2,3]. Assuming
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a thermal conductivity of 0.0108 W-cm/K (CdTe) the melt thermal diffusivity is 0.010 cm?s.
Then for a 1 cm cell, convective velocities need to be less than 0.0001 cm/sec to obtain precise
thermal diffusivity values. Earlier liquid thermal conductivity/diffusivity studies conducted on
spacecraft have demonstrated the gain in precision, and lower absolute values, resulting from the
drastic reduction of convection in a low-gravity environments [2].

Diffusivity and thermophysical properties for the tellurium based II-VI binary
semiconductors (CdTe, HgTe and ZnTe) have been studied quite extensively in the solid state.
However, for the molten state only few values exist, and the temperature dependence is
practically unknown. We will extend our presently employed “novel” diffusivity technique to
the

* measurement of binary- and (selected) impurity- diffusivity in melts of Te-based II-VI
compounds over a temperature range approximately 100 °C above the melting point.

In addition, we will measure the following interrelated thermophysical parameters:

* density change on melting and the volume expansion coefficient of the melt for pure and doped
materials,

* melt thermal conductivity and thermal diffusivity.
Mass diffusivity measurements

For our MSAD funded proposal to study self-diffusion in molten melts we choose a
direct or tracer technique utilizing a mathematical algorithm developed by Codastefano [4]. Our
experimental hardware was designed to accommodate this mathematical algorithm. This
technique had previously not been applied to liquids, particularly for diffusivity measurements at
several temperatures in a single experiment run. This approach is particularly suited to the
limited availability of experiment time on space flights. Diffusivities are deduced in-situ and in
real-time from consecutive concentration profiles obtained from radioisotope emission using a
multiple detector arrangement. Two detectors are positioned symmetrically about the half-length
L/2 of the capillary; where the location of the detectors is determined by the sample length at the
(individual) measurement temperature. However, by a judicious choice of detector positions, 4
detectors (2 high, 2 low) may be used for measuring the diffusivity at several temperatures. At
periodic time intervals, the activity is simultaneously monitored at the two locations. A single
temperature hardware unit utilizing this approach to measure diffusion coefficients in molten
indium metal has flown under NASA sponsorship on a MIR flight. The self-diffusivity values
we have measured both on the ground and in space are among the lowest values reported for this
material.

The cell to be used for diffusion measurements is schematically shown in the Self-diffusion
in Liquid Elements paper in this volume. A small section of activated materials (typically I mm
long) is placed in an ampoule with a precast, nonradioactive, section (29 mm long, 3 mm ¢) of
the diffusion matrix material. Please see table for the isotopes to be used. A plunger, spring [19]
and screw cap are then added to complete the final ampoule assembly. The ampoule is then
placed in a metal cartridge (stainless steel) and welded closed.

The completed cartridge is then positioned in the concentric isothermally heater liner/shield
with holes that act as collimators. After melting, as the radiotracer diffuses through the sample
its’ photon predominately escape though the precisely positioned collimation bores in the sides
of the liner/shield. The diffusion of the radiotracer is monitored in real-time by a series of
CdZnTe detectors with their associated electronics. TTL pulses from the radiation detectors are
displayed and recorded for later data analysis.
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Since, in this method, the diffusivity determination does not depend on any particular initial
condition the sample temperature may be changed at any time. Estimates of the time necessary
at each temperature are precalculated. However, in actual practice, the sample temperature is
changed from preliminary analysis of the displayed data.

The three compounds to be used in these studies are CdTe, HgTe, and ZnTe. The radioactive
tracers of the II-VI elements, to be used in the binary and ternary-dopant (at 5 or 10 mole%
deviations from stoichiometry) diffusivity measurements are listed in the Table below. In
addition, we will determine the diffusivity of widely used, extrinsic dopants at concentrations of
about 0.1%. Their radiotracers are also listed in the Table.

Radiotracer Half-life [days] Photon Energies [keV]
Te-(123-131) 120 (ave) 27, 160
Zn-65 244 1115
Hg-203 46 2719
Cd-109 464 24, 88
In-114m 50 24, 190
Ag-110 250 22, 657
Au-195 183 65, 98,120
Cu-67 62 184

Thermal conductivity and/or diffusivity measurement

Both these parameters will be determined a small graphite cell which is schematically
shown in Figure 1. A CdTe melt (1-5 cm’) is contained in the crucible with a spring-loaded [19]
graphite plunger to assure good thermal contact with the melt. The cell/material is isothermally
heated to the measurement temperature using a close-fitting heatpipe arrangement. The input
energy is transmitted to the graphite cell via a silica optical fiber coupled to a argon laser (not
shown). The shape of the cell will be optimized for maximum sensitivity, thus the “H” shaped
depicted in Fig. 1 may not be the final configuration. Depending on whether the thermal
conductivity or diffusivity is to be measured, this input is pulsed or cw, respectively.

The temperature measurement system for this cell consists of a series of fine blackbody
optical fibers with associated (commercial) electronics, with a temperature resolution of 0.01 °C.
The use of blackbody optical fibers represents a major improvement in the resolution of
temperature measurement [5-8]. Blackbody optical fibers are capable of temperature resolutions
of 0.01 °C at 1200°C with a repeatability of 0.05% or 0.6 °C at 1100 °C [9].The final position of
the optical fibers’ location will be chosen after numerical modelling of the conductive/convective
heat transfer in the cell; therefore the positions shown here are for illustration only.

We will determine the thermal conductivity and diffusivity for the three Te-based

semiconductors and with various impurities starting at 10 mole%. If no effect is noticed at this
concentration we do not plan to determine either with lower impurity concentrations.
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Figurel. Cell for determining thermal conductivty

Thermal and solutal expansion measurements

The additional thermophysical parameters that we propose to determine, the melt volume
expansivity, the volume expansion on melting, do need not be measured in a low-gravity
environment. These parameters are important in establishing a data base for modelling of heat and
species transport. In addition they are necessary for establishing the correct sample length for our
mass diffusion measurements. It should be noted that although various authors typically cite
individual different references for each of the thermophysical parameters discussed in this
proposal, most of these can be traced back to a single source [10]. The values given there
determined by dilatometry or hydrostatic weighing, with a total error of 1.5% for the density (5.67
gm/cm’ at the mp). At the same time, however, this group reported a melt volume expansion
coefficient of 2 X 10-5/K and a density change on fusion of 0.4%; i.e., in both cases the
measurement error exceeds the measured change by several hundred percent! Thus, obviously,
more definitive values need to be determined. With respect to thermal diffusivity only one
reference is known for either pure CdTe [11] or HgTe [12], in both only two measurements were
conducted and with the author in [11] noting a large discrepancy in the between the data sets.
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The thermal and solutal expansion of solids and nonreactive liquids, at temperatures below
about 600°C, is readily measured by X-ray diffraction [13] or pycnometric techniques [14,15],
respectively. For higher temperature melts thermal expansion measurement by X-ray absorption is
accurate to better than 1% [16-18]. However, for reactive liquids, such as the Te-based
semiconductor alloys, with their low reported thermal expansion coefficients of 2 x 10-/K [10],
the X-ray absorption or pycnometric techniques do not provide sufficient resolution. However,
surfaces of these materials reflect visible light. Therefore, we plan to measure the thermal and
solutal expansion of these melts with an interferometric technique, see below.

The thermal expansivity of CdTe, ZnTe and HgTe melts will be determined via an optical
reflection (interference) technique. A collimated He-Ne laser beam will be reflected from the melt
surface and recombined with a reference beam to set up an interference fringe pattern. Changes in
the position of the melt surface will be determined by a counting the shift of the fringes. Changes
in position of the melt surface not due to thermal expansion of the melt will be detected by
reflection of part of the beam from a reference mirror. From the corrected fringe count, the known
mass of the sample and the geometry of the ampoule, the thermal expansivity of the melt can be
readily evaluated.

In the high temperature setup, we have to expect severe beam distortions. Hence, we
assume that the resolution for surface displacements will be limited to one fringe shift. For typical
dimensions of sample and ampoule, this results in a resolution for volume changes of 0.001%,
compared to the 1.5% of the earlier determinations [5] discussed above. We are also investigating
the use of a “low-coherence” length laser source. This would allow us to decrease our sensitivity
to 0.1%, which may be more reasonable for these systems.

Bubble formation within the melt may lead to fringe shifts. For instance, the formation of a
100 mm bubble is sufficient to cause one fringe shift. We assume that will either rise to the
surface, causing a sudden (detectable) shift in the fringes, or remain entrapped in the melt.
Trapped bubbles will result in some detectable hysteresis.

We will determine the expansion coefficient for the three Te-based alloys, undoped and
with a selection of dopants (Section 3.1) starting at 10 mole%.

Density change on melting

The density change on melting will be determined in the “T-shaped silica glass cell
schematically shown in Fig 2. This cell consists of a reservoir for the alloy (= 15 ¢cm®) and an
upper arm (= 5 cm®) with optical windows. After inserting the sample, the cell will be backfilled
with xenon prior to sealing. A heatpipe will be used to achieve the best possible temperature
uniformity.

As schematically shown in the figure, an optical beam will be passed times through the
upper arm of the cell to set up an interferometric fringe pattern. On sample melting, the
compression of the xenon gas will change the effective optical path length in the gas. This leads to
a shift of the interference fringes. For a total optical path length of 5 cm and a practical ratio of
sample volume to cell volume, again assuming that detectable path length changes are limited to a
whole fringe shift, this arrangement results in a resolution for density changes of 0.03 %. The
earlier determinations discussed above had a resolution of 1.5%.
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Introduction

With increasing conceptual insight into transport and segregation in solidification and
crystal growth, reliable data for diffusivities in liquid metals and semiconductors have become
essential for guidance in process development. However, at this point even self-diffusion in
elemental liquids is not well understood, let alone binary diffusion. In particular, there is little
insight into the temperature dependence of diffusivities, D(T), and its correlation to the
temperature-dependent structure of the liquid. Although various theories for D(T) have been
developed over the years, the uncertainties associated with most diffusivity data are too large to
allow for an unambiguous evaluation of these theoretical models. Currently, the differences
between several theoretical predictions are often less than those between different sets of data for
the same system. In addition, most D(T) data are limited to relatively narrow ranges in
temperature beyond an element’s melting point. Hence, for both theoretical and technological
developments, there is a clear need for diffusivity measurements of improved accuracy and
precision over wide temperature ranges for a variety of elements.
In the planned space experiments, the self-diffusivities of select liquid elements will be
measured. A technique will be used that yields diffusivities at several temperatures with one
sample. Thus, wide temperature ranges can be covered with a small number of samples. In this
aﬁproach, which circumvents solidification of the diffusion sample prior to the concentration
profiling, the evolution of the concentration distribution of a radiotracer is followed in real time
using two pairs of radiation detectors. Furthermore, by employing an isotope which emits photons
at (two) sufficiently different energies, transport in the bulk of the sample and near the container
wall will be distinguished.
The scientific objectives of the proposed space experiments include the
» accurate measurement of self-diffusivities over a wide range in temperature in elements
selected for their class-like liquid structure properties;

* interpretation of the measured diffusivities in terms of diffusion mechanisms and associated,
temperature-dependent liquid structures; and

* quantification of the “wall effect” believed by some to contaminate diffusivity measurements
in capillaries.

In the following we cover selected topics that either were not addressed during the 1996
Microgravity Materials Science Conference, or have been completed following this Conference. In
December of 1997 the Science Concept Review was held for SDLE. We successfully passed that
review. Additional tasks assigned by the Review panel will be addressed in the next Conference
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proceeding.
Background

For this research to study self-diffusion in molten melts we choose a direct or tracer
technique utilizing a mathematical algorithm developed by Codastefano [1]. Our experimental
hardware was designed to accommodate this mathematical algorithm [2]. This technique had
previously not been applied to liquids, particularly for diffusivity measurements at several
temperatures in a single experiment run. This approach is particularly suited to the limited
availability of experiment time on space flights. Diffusivities are deduced in-situ and in real-time
from consecutive concentration profiles obtained from radioisotope emission using a multiple
detector arrangement. Two detectors are positioned symmetrically about the half-length L/2 of the
capillary; where the location of the detectors is determined by the sample length at the (individual)
measurement temperature. However, by a judicious choice of detector positions, 4 detectors (2
high, 2 low) may be used for measuring the diffusivity at several temperatures. At periodic time
intervals, the activity is simultaneously monitored at the two locations. A single temperature
hardware unit utilizing this approach to measure diffusion coefficients in molten indium metal has
flown under NASA sponsorship on a MIR flight. The self-diffusivity values we have measured
both on the ground and in space are among the lowest values reported for this material.

Application of technique to indium-terrestrial and low-gravity results

Experimental runs were performed at a single temperature as a verification of the method
and hardware, both on Earth and aboard the space station Mir. In the ground-based tests we also
investigated the effect of the initial source activity levels on the signal-to-noise ratio. To ensure
mission success the hardware for these measurements included a backup set of detectors placed
180° from the primary set (left/right detectors). All experiments were run until diffusant/emitter
uniformity was obtained throughout the sample. Typically this requires 100 hours at the low
temperatures used in these experiments.

The first ground-based runs were performed at temperatures near 200 °C. In addition to
verifing viability of this technique for liquid diffusion measurements, these runs established tha
approximately 1 mCi of source activity would be sufficient for our experiments Radiation counts
were taken continuously and summed every 10 seconds. Diffusant source parameters and apparent
diffusivity results are summarized in Table 1.

Table 1. Summary of ground-based results at 200 °C.

Self-diffusivities in indium [10-> cm?/s]
Source activity Left detectors Right detectors
[uCi] 190 keV 24 keV 190 keV 24 keV
53 2.4410.16 (3.74)* (only one pair used)
75 2.60%0.17 2.47+0.16 2.6410.17 2.4310.16
150 2.4610.16 (3.69)* 2.4610.16 (2.36)*
600 2.1410.14 2.1610.14 2.2110.14 2.2440.14
5000 2.3310.15 2.0410.13 2.2410.14 2.0610.13

* ground loop/stray capacitance problems: calibration shifts during experiment.
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All three runs performed on Mir utilized samples with an initial activity of 1 mCi. Inruns I
and 3 the Microgravity Isolation Mount (MIM) was operated in the latched mode, i.e., without g-
jitter isolation. Run 2 was performed with active isolation. - Unfortunately, due to hardware
problems and time constraints, the planned defined input g-pulse runs were not carried out. The
resulting apparent diffusivities are summarized in Table 2.

Table 2. LMD Mir results.

Self-diffusivities in indium [10-5 cm?/s]
Run Temperature Left detectors Right detectors
[°C] 190 keV 24 keV 190 keV 24 keV

1(latched) 186.5 £ 0.8 1.99+0.13 2.07+0.13 1.98+0.13 2.06+0.13
2(isolated) | 185.0 £ 0.4 2.09+0.13 1.98+0.13 2.07£0.13 unusable
3(latched) 186.5 £ 0.4 2.08+0.13 2.09+0.13 2.05+0.13 unusable

Several aspects of these results are noteworthy. First, within the experimental uncertainty,
the results are reproducible. Furthermore, the agreement between the left and right detector pairs
indicates that at these low temperatures either convective transport contributions are insignificant
or, less likely, affect the concentration distribution in the measurement plane rather symmetrically.
The latter could result from a convection roll that is oriented normal to the plane of measurement.

Another important result is that the data obtained in space and on Earth are essentially the
same. However, what is important it the low scatter of the Mir-acquired data. It is significant to
note that the 6 data sets (three runs, high and low energy for each run) are within one-half a
standard deviation of each other. It is not surprising that the space measurements reveal no g-jitter
effects; due to both the rather low value of g and the g-jitter on the Mir and the relatively high
viscosity of the melt at the measurement temperature .

Overall, these results are on the low end of the range of published values for Dy, (200°C)
which are from (2.2 - 3.8 ) X 10-5 cm?/s.

Several diffusion runs with indium were carried out. Each run covered three consecutively
lower temperatures. The results are summarized in Table 3, together with the self-diffusivities of
In measured by other authors [3-7] are plotted in Fig. 1. The wide scatter of the data well
illustrates that diffusivities obtained in liquids at normal gravity are prone to be contaminated by
uncontrollable convection. As emphasized for liquid diffusivity measurements by Verhoeven [8],
any horizontal component of a density gradient results in convection without a threshold. We have
recently estimated convective contributions to transport in our experiments [9]. The numerical
modeling results for self-diffusion in In at 730 °C in 30 mm long capillaries with 3 mm diameter,
show that at normal gravity convective contributions become significant when an applied horizontal
temperature non-uniformity AT}, exceeds 0.01 K. Often, flow due to horizontal density gradients
can be reduced by keeping, as is the case in our experiments the top of the sample slightly warmer
than its bottom. However, the above simulations [9] show that this can be rather ineffective and
under certain conditions may even increase the apparent diffusivity.
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Table 3. Apparent self-diffusivities obtained with indium at the two photon energies in four

experiments.

Temperature [°C] 190 keV [ 10° D cm?/sec] 24 keV [ 10° D cm?/sec]
800 9.84 £ 0.59 10.07 £ 0.61
600 7.69 £0.48 8.02 £ 0.50
400 5.25 £ 0.34 5.01 £0.34
700 7.72 £ 0.47 -

500 6.20 £ 0.39 -

300 4.60 £ 0.33 -

900 8.95+0.54 8.61 £ 0.52
800 9.80 £ 0.59 10.16 £ 0.61
700 8.93 £ 0.55 9.62 £ 0.60
900 11.75 £ 0.70 1116341059
600 8.04 £ 0.49 8.09 £ 0.50
300 4.54 +0.29 478 £ 0.31

From the above, it is not surprising that our data show evidence of convection in the
samples. For instance, the apparent D at 700 °C deduced from the 900 - 700 °C run is significantly
higher than that of the 700 - 300 °C run. This may be due to the longer time the first sample was at
high temperature before the measurement at 700 °C was made. Thus there was more time for
convective contamination of the diffusive transport. Note however, that the uncertainties for the
two measurements at 900 °C do not overlap. We assign this to convective contributions

Finally, it should be noted that for all data, transport in the bulk of the sample and near the
container wall were indistinguishable, i.e., no 'wall effect' was detected.

66



A LEEAL SARES LALES EALE MRS G M LR G "R RAREE L
121 % -
: VA Al ;
10 .
E : 4 te % A 7
" i, = i
E o . .
D i
() L A g v x i
> 6f P - x * :
:E : v éAAv N :
i [ o A _
E 4 v AY A =
a oy !
i ¥ x y ]
2_A{§.§l A * =
O-IlllLlllllllllllléjlllllllIIIlllilllllllllllllllll
200 400 600 800 1000
Temperature [°C]

Fig. 1. Experimental data for self-diffusivities in indium: (O) this work ; (A) Foster and Reynik
[6]; (A) Lodding [4]; (®) Mathiak et al. [5]; (V) and (¥) Carreri, Paoletti and Vincentini [3] with

1.6 and 0.83 mm diameter capillary, respectively, (%) Oglobya, Lozovoi and Chumakov [7] with
0.5 mm diameter capillary.

Application of technique to tellurium

We have applied the multiple temperature hardware to 1237Te/Te over the temperature
range 500-740 °C. The two samples investigated had activities of approximately 200 pCi and
17 uCi, respectively. The diffusivity results for these experiments are shown in Table 4. Due to
the low initial activity we were only able to measure at two temperatures in the first run and a single
temperature in the second run.

Table 4. Apparent self-diffusivities obtained with tellurium.

Temperature [°C] 159 keV [ 103 D cm?/sec] 27 keV [ 103 D cm?/sec]
740 9.76 £ 0.59 9.60 £ 0.58
580 5.82 £ 0.36 6.02 £ 0.37
500 4.53 +0.28 426 £ 0.26
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In comparison to the published values [10], our measurement at 500 °C produced a lower
diffusivity. This can be attributed to less convective contamination of the transport using our
technique. The two diffusion coefficients at 580°C and 740°C are the only existing measured
values at higher temperatures. There is again no apparent difference between transport (diffusion)
in the bulk and near the wall. Within this small data set there does not appear to be any abrupt
change in diffusion at higher temperatures. This supports the gradual structural rearrangements
noted in the neutron scattering data after the initial change at just above Ty,.

Determination of Collimator Geometry

Geometric factors as well as radiation properties of the shielding material must be
considered in optimizing the collimator geometry. Obviously, the radiation shield must be thick
enough to absorb a large fraction of the radiation. Otherwise the detector signal is not
representative of the radiation escaping through the collimation bores. Furthermore, due to the
conical shape of the radiation beam transmitted by the collimation bore, r.'s larger than the sample
diameter will not result in a commensurate increase of the radiation dose received by the detector.
These arguments are further complicated by the scattering of and fluorescence induced by the
primary radiation [11]. Our samples (''*"In) emit about 95% gamma and 5% beta radiation, with
the average beta energy in excess of 750 keV. Both cause fluorescence in the shield. In addition,
gamma radiation is Compton-scattered in the shield and, in particular, upon grazing incidence on
the collimator surface. Each scattering process reduces the energy of the radiation. Thus, multiple
scattering and fluorescence can lead to photons that are counted in energy windows different from
those corresponding to the primary photons and beta particles.

We have experimentally investigated various collimator geometries for their effect on total
radiation received by the detector. Hence, we used lead for the collimator optimization
experiments, that were conducted at room temperature. Collimation holes of 1, 1.5, 2 and 3 mm
diameter were drilled into lead shields of 12.7, 25.5 and 38.3 mm thickness. A 3 mm diameter
cylindrical radioactive indium sample was placed consecutively behind the collimation bores. The
detector signals were energy-discriminated; see Sect. IV.C. Table 5 summarizes the results. The
signal-to-noise ratio is defined as the signal amplitude obtained in the energy window (£ 0.3 keV
about the chosen energy) divided by the sum of amplitudes measured in all other channels outside
the energy window.

From these data, we can draw the following conclusions. Since the signal to noise ratio
(SNR) for the 1 mm collimator hole is essentially 1, the smallest usable diameter is 1.5 mm. As
expected, with the 3 mm sample diameter very little additional radiation is received on expanding
the collimator diameter to more than 2 mm and, hence the SNR remains essentially unchanged or
even decreases. Furthermore, the signal-to-noise ratio increases with the increase in the thickness
of the radiation shield, from 12.7 mm to 25.5 mm, while a 38.3 mm thickness results in little
further improvement.
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Table 5. Signal to noise ratios obtained with various collimator geometries

Diameter Lead Thickness Signal/Noise Signal/Noise
[mm] [mm)] at 24 keV at 190 keV
1 12.7 1.1 1.1
1.5 12.7 1.4 1.25
12.7 1.67 1.5
3 12.7 2.1 2.0
1 25.5 1 1
) 25.5 1.6 1.6
255 2.0 1.8
3 2510 2.0 2.1
1 38.3 1 1
1.5 38.3 1.9 1.5
38.3 2.2 1.9
3 38.3 1.7 2.2

Copper, initially planned as the high-temperature radiation shield material, showed
intolerably high fluorescence levels. For the actual high-temperature experiments, the radiation
shield consisted of gold with a wall thickness of 15.5 mm. As calculated from absorption data
[11], this wall thickness provides the same absorption for 190 keV photons as the 25.5 mm of lead
used above. This results in an overall diameter of the radiation shield/isothermal liner of 41 mm.
With this collimator geometry and 10 mm square detectors, the maximum distance between the
outside edge of the collimator and detector must not exceed 30 mm if all radiation from the
collimators is to be collected.

References

[1] P. Codastefano, A. Di Russo and V. Zanza, Rev. Sci. Instrum. 48, 1650 (1977).

[2] Lyle B. Jalbert, R. Michael Banish and and F. Rosenberger, Physical Review E. 57, 1727
(1998).

[3] G. Careri, A. Paoletti and M. Vincentini, Nuovo Cimento 10, 1088 (1958).

[4] V.A. Lodding, Z. Naturforschg. 11a, 200 (1956).

[5] G. Mathiak et al., J. Non-Crystalline Solids 205-207, 412 (1996).

[6] J.P. Foster and R.J. Reynik, Metallurgical Transactions 4, 207 (1973).

[7] V.IL Oglobya, V.I. Lozovoi and A.G. Chumakov, Phys Metals 9, 455 (1990).

[8] J.D. Verhoeven, Trans. Met. Soc. AIME 242, 1937 (1968).

[9] ; Alexander , J.-F. Ramus and and F. Rosenberger, Microgravity Science and Technology

, 158 (1996).

[10] D.H. Kurlat, C. Potard and P. Hicter, Phys. Chem. Liqu. 4, 183 (1974).
[11] W.H. Tait, Radiation Detection, (Butterworths, London 1980).

69




Page intentionally left blank



Experiments on Nucleation in Different Flow Regimes

R. J. Bayuzick, W.H. Hofmeister, and C.M. Morton
Department of Chemical Engineering, Vanderbilt University
M.B. Robinson

Space Sciences Laboratory, MSFC

Introduction

The vast majority of metallic engineering materials are solidified from the liquid phase.
Understanding the solidification process is essential to control microstructure, which in turn,
determines the properties of materials. The genesis of solidification is nucleation, where the first
stable solid forms from the liquid phase. Nucleation kinetics determine the degree of undercooling
and phase selection. As such, it is important to understand nucleation phenomena in order to
control solidification or glass formation in metals and alloys.

Early experiments in nucleation kinetics were accomplished by droplet dispersion methods [1-6].
Dilitometry was used by Turnbull and others, and more recently differential thermal analysis and
differential scanning calorimetry have been used for kinetic studies. These techniques have
enjoyed success; however, there are difficulties with these experiments. Since materials are
dispersed in a medium, the character of the emulsion/metal interface affects the nucleation
behavior. Statistics are derived from the large number of particles observed in a single experiment,
but dispersions have a finite size distribution which adds to the uncertainty of the kinetic
determinations. Even though temperature can be controlled quite well before the onset of
nucleation, the release of the latent heat of fusion during nucleation of particles complicates the
assumption of isothermality during these experiments.

Containerless processing has enabled another approach to the study of nucleation kinetics [7].
With levitation techniques it is possible to undercool one sample to nucleation repeatedly in a
controlled manner, such that the statistics of the nucleation process can be derived from multiple
experiments on a single sample. The authors have fully developed the analysis of nucleation
experiments on single samples following the suggestions of Skripov [8]. The advantage of these
experiments is that the samples are directly observable. The nucleation temperature can be
measured by noncontact optical pyrometry, the mass of the sample is known, and post processing
analysis can be conducted on the sample. The disadvantages are that temperature measurement
must have exceptionally high precision, and it is not possible to isolate specific heterogeneous
sites as in droplet dispersions.

Experimental Method

Levitation processing of refractory materials in ultra high vacuum provides an avenue to conduct
kinetic studies on single samples. Two experimental methods have been identified where ultra
high vacuum experiments are possible; electrostatic levitation in ground based experiments and
electromagnetic processing in low earth orbit on TEMPUS [9]. Such experiments, reported here,
were conducted on zirconium. Liquid zirconium is an excellent solvent and has a high solubility
for contaminants contained in the bulk material as well as those contaminants found in the vacuum
environment. Oxides, nitrides, and carbides do not exist in the melt, and do not form on the
surface of molten zirconium, for the materials and vacuum levels used in this study.
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Ground based experiments with electrostatic levitation have shown that the statistical nucleation
kinetic experiments are viable and yield results which are consistent with classical nucleation
theory [9]. The advantage of low earth orbit experiments is the ability to vary the flow conditions
in the liquid prior to nucleation. The purpose of nucleation experiments in TEMPUS was to
examine the effects of fluid flow on nucleation.

The primary evidence for a change in nucleation behavior is a shift in the mean undercooling. It is
not necessary to know the functional form of the nucleation rate equation, or the operative
mechanism to make the comparison of nucleation behavior under two different flow conditions.
Simply stated, if the nucleation rate is different for two experimental conditions, then the parent
distribution of nucleation events is different and the mean undercooling is different.

Null hypothesis testing is used to determine if the difference in means of two samples reflects a
significant difference in the means of parent distributions for two experimental conditions. Two
sets of data (A and B) can be compared by analysis of means using the null hypothesis.

The null hypothesis (H,) is:

The mean nucleation temperature in experiment A and experiment B are identical.
and, the alternate hypothesis (H,) is:

The mean nucleation temperature in experiment A and experiment B are different.

If H, is rejected and H, supported, then the means of the parent distributions are different and
therefore the nucleation rate as a function of temperature is different.

The central limit theorem states that the means of samples from a population will be distributed
normally, even if the population is not normally distributed. Nucleation temperature
distributions, particularly those at low activation energies, are not normally distributed. However,
in invoking the central limit theorem, no assumptions about the underlying distributions are
necessary, and the means of two samples can be compared by using Student's "t" distribution [10].

Results and Conclusions

Statistical distributions of undercoolings were generated in “free cooling” experiments on
TEMPUS. During free cooling the heater power is set to the lowest value, and the power input to
the sample comes from the positioning field. One sample was repeatedly melted and cooled to
freezing, holding all experimental variables constant except for the positioner power settings on
cooling. Two different power supply settings were used; the lowest positioner power capable of
stable positioning of the sample, and a high positioner power. The pure radiation cooling rate for
this sample is 53Ks™. At the low positioner power the cooling rate was 50Ks™, and at the high
positioner power the cooling rate was 48Ks™. Fluid flow calculations for the lower positioner
power indicate the undercooled liquid is in the laminar flow regime with flows of approximately 4
cm s”' and Reynolds numbers of about 200[11]. Modeling is continuing to characterize the flow
regime corresponding to the higher positioner power which is know to be greater than the low
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power. The experiments were interspersed to minimize any effect of sample history on the
comparison.

The distributions of undercoolings for these experiments and the nucleation kinetic fits are shown
in figure 1. A t-test for mean undercooling at the 95% confidence level supports the null
hypothesis and rejects the alternate hypothesis. These experiments revealed there is no significant
change in the nucleation behavior in the range of flow conditions tested.

The kinetic determinations made from the distributions, assu}ning the classical nucleation
expression [12] are given in table 1. These kinetic determinations are consistent with ground based
experiments on zirconium using the electrostatic levitator. The kinetic values are similar to those
for arc melted samples, and are lower than the maximum values (ATmean=348K, K =10%,
AG*=88KkT) obtained on a machined sample in the electrostatic levitator. The kinetic
determinations are believed to be lower because of the temperature measurement uncertainty
caused by sample translations on MSL-1. The maximum mean undercoolings from MSL-1 scale
to the maximum achieved in the ESL if volume and cooling rate are considered.

Other experiments were conducted to determine the surface tension and viscosity of the
undercooled melt [13], and to examine the heat capacity by noncontact modulation calorimetry
[14]. To accomplish these experiments in the undercooled melt, the heater power was used to
hold liquid samples at the desired temperature and pulsing or modulation of the heater was used
to excite surface oscillations or to modulate the temperature of the sample. Experiments at low
temperatures (and heater powers) were followed by free cooling to the nucleation temperature,
which, in all cases was within the bounds of the distributions in the previous experiments. In
experiments near the melting temperature, at heater voltages above 220 V, the undercooling of
the samples was significantly limited as shown in figure 2. At 220 V heater the flows are estimated
to be 50 cm s™'. Initial analysis by Hyers and Trapaga indicates that at these flows the dynamic
pressure is equal to the static pressure in the samples, a condition which is known to cause
cavitation in fluid flows [15]. The collapse of cavitation bubbles creates sufficient pressures to
raise the melting point of the material through the Clapyeron equation such that nucleation of the
solid occurs [16-18].

Additional evidence of nucleation by cavitation can be found in the modulation experiments. A
compilation of specific heat/total hemispherical emissivity (Cp/€) determinations from the drop
tube, electrostatic levitator and TEMPUS is shown in figure 3. The drop tube data was derived by
measuring the release temperature of Zr pendant drops, the free fall time to recalescence in
vacuum, and the nucleation temperature. In 135 experiments with masses around 0.23 g, the
average ratio of specific heat to total hemispherical emissivity was 1.57 with a one sigma standard
deviation of 0.03. In the electrostatic levitator, 332 cooling curves (four samples, mass range from
0.013 to 0.057 g) were evaluated by a sliding boxcar fit of the cooling curves to the radiation
cooling equation solving for Cp/e. The average value over the temperature range was 1.54 + 0.12
(10). The TEMPUS modulation Cp/e data falls within the bounds of these other determinations
except for the experiment at the melting temperature. This determination is apparently 13-15%
higher than the rest of the data. Other determinations indicate that there is no temperature
dependence of Cp/e in the measured range and do not support the findings of the TEMPUS
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modulation experiment at the melting temperature. In essence, the melting temperature data
showed a smaller modulation in temperature for the applied power modulation. The temperature
modulations in this experiment were 10K above below the melting temperature at a frequency of
0.1Hz. A cyclic phase transformation including nucleation by cavitation and subsequent remelting
provides a heat source during cooling and a heat sink during melting which explains the decrease
in the temperature modulation around the melting point. This explanation is consistent with the
above fluid flow calculations.

These experiments indicate that fluid flow has no effect on nucleation until the cavitation
phenomenon occurs, and that cavitation induced nucleation is responsible for limiting bulk
undercooling in the higher flow regimes.
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Table I: Results of kinetic determinations of nucleation distributions from MSL-1R. The Classical
Turnbull-Fisher expression was used to fit the distributions.

Positioner Mean log K, AG’ (kT)
Power Undercooling (0=3.0) (0=7.0)
AT, *xlo (K)
Low 333.8+4.8 29 62
High 334.7+3.2 34 72

Scaled Events

310

Undercooling (K)

Figure 1: Two distributions from “free cooling” experiments on MSL-
1R. The Low Positioner distribution is in the laminar flow regime and
the High Positioner is believed to be in a transitional flow regime.
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Figure 3: The ESL data as a function of temperature is plotted as the
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represented with filled squares. The drop tube data temperature range is
represented with a thin straight line and the mean and one sigma points
as open squares. The modulation calorimetry results from TEMPUS are
given as filled circles.
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INVESTIGATION OF THE RELATIONSHIP BETWEEN UNDERCOOLING AND
SOLIDIFICATION VELOCITY
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Department of Chemical Engineering, Vanderbilt University,
Nashville, TN 37235

INTRODUCTION

The overarching driver for this work is the heart of Materials Science, namely the understanding of
microstructure and its genesis. For solidification processing, two dominant factors for microstructural
development are undercooling and solidification speed but these are not, at this time, nominally fully utilized
as parameters. One reason is that the effects of undercooling and solidification velocity on microstructure are
not quantitatively understood. Furthermore, the relationships between undercooling and solidification velocity
are not completely understood. Two pivotal aspects of the lack of understanding are disagreement between
theory and experimental results on “bulk”™ samples and the disagreement between experimental results.

Thus, the principal objective of this work is to accurately and systematically quantify the solidification velocity
as a function of deep undercooling for pure metals and alloys. The primary hypothesis to be tested is that
present theories on the effect of undercooling on solidification velocity do not predict the actual behavior.
Within this framework and the framework of flight definition, another objective is to pinpoint the adequacy of
ground based experimentation and, conversely, the need for microgravity experimentation.

The general approach is to use direct imaging at high frame rates (up to 1,000,000 frames per second) to
measure the speed of solidification at high undercoolings. Electromagnetic and electrostatic levitation
techniques are to be used to limit heterogeneous nucleation and to obtain an unobstructed direct view. Pure
nickel, pure titanium, pure silicon, nickel based alloys and titanium based alloys are the materials of interest.

EXPERIMENTAL METHOD

Utilizing electromagnetic levitation, six millimeter specimens are levitated, heated, melted and cooled. At
chosen undercoolings, nucleation is triggered by touching the side of the sample with a needle. The specimen
is observed over its lower hemisphere through a mirror by a high speed array of photodiodes to track the
solidification event'. Because of the release of the heat of fusion, a thermal field defining hot solid and
undercooled liquid is produced with the interface clearly delineated by the brightness difference. The
instrumentation that has been developed to follow the trace of the interface over the lower hemisphere
consists of a 10x10 array of 2.5 mm square photodiodes. Voltage outputs from each photodiode is monitored
simultaneously for up to a total of 8192 frames of data acquisition at speeds ranging from 2 msec to 1 psec
per frame at 8 bits per channel per image. The position of the interface is located by the voltage responses and
spatial transformations are used to place the position of the solidification interface within the specimen over
time. From this, the solidification velocity (V) can be obtained with an error of about 10 % V.

EXPERIMENTAL RESULTS

Table 1 shows a summary of alloys processed along with the range of undercoolings within which
solidification velocities have been determined. Figures 1, 2 and 3 give the graphical representations of the
solidification velocity determined as a function of undercooling for the nominally pure nickel specimens.
Figure 4 is an overlay of the previous three figures. Differences shown are attributed to effects of interstitial
solute on the solidification velocity. Nickel processed in He/H, results in a reduction of residual oxygen

77



content as compared to pure nickel. On the other hand, processing nickel with a leak results in an increase of
oxygen content as compared to pure nickel.

The effects on solidification velocity/undercooling relationships for carbon additions to nickel are graphically
illustrated in Figure 5. The graphs are overlaid in Figure 6. Significant effects of the carbon additions on
solidification velocity are evident. Figure 7 shows the behavior of solidification velocity with undercooling for
nickel-1.2a/o titanium and Figure 8 illustrates the graphical comparison between the alloy and pure nickel. The
solidification velocity dependence on undercooling for pure titanium is shown in

Figure 9.

COMPARISONS TO THEORY

The theory according to Boettinger, Coriell and Trivedi (BCT theory)’ is a theory relating solidification
velocity to undercooling that is somewhat further along the evolutionary ladder in that, in essence, it attempts
to describe behavior at higher undercoolings with non-equilibrium interface conditions. Hence, the theory is
being used as a benchmark with which to compare experimental results. Figure 10 shows some comparisons.

In all cases given in Figure 10, there is a major departure from the theory at high undercoolings. The theory
predicts a continual increase with undercooling whereas actual behavior shows an arrest in the solidification
velocity. Also, at low undercoolings, conformation with theory is obtained only if a smaller stability constant
than that used by BCT is applied. In contrast to the other materials studied, pure titanium does not exhibit an
arrest in solidification velocity with undercooling in similar undercooling regimes. In addition, no
conformation with theory can be obtained by simply changing the stability constant. Furthermore, in the
nickel-carbon alloys as well as in nickel containing residual elements, it is noted that solute effects are
indicated in a regime which is expected to be thermally dominated.

Figure 11 represents an attempt at comparing experimental results for nickel-carbon alloys with BCT theory
at lower undercoolings, incorporating solute drag’ into the theory. The correlation is less than satisfactory.
Solute drag incorporation for Nickel-2.8a/0 C predicts the form of the dependence but would predict lower
solidification velocities as a function of undercooling. In Ni-1.7a/o C alloys there is an indication of a fit but
only in a limited portion of the undercooling regime.

OBSERVED TRENDS

Some trends are evident from the data obtained thus far. With the exception of the behavior in pure titanium,
at high undercoolings, a transition in the dependency of solidification velocity on undercooling is indicated at
a critical undercooling. The undercooling and solidification velocity at the transition is a function of material,
solute type, solute concentration and processing environment. A second transition is indicated at intermediate
undercooling in higher solute alloys.

Three different stages of solidification velocity dependency are also indicated by microstructural analysis.
Stage 1 would correspond to coarse widely spaced dendrites; stage 2 would correspond to refinement and
closer spacing of dendrites; and stage 3 would correspond to closely spaced dendrites without secondary
arms. Since theory is based on a model of an isolated dendrite, stage 3 would depart significantly from the
assumptions, resulting modeling, and resulting predictions of the theory. Stage 2 would likewise be
compromised.

In nickel and the nickel alloys. the BCT theory correlates with experiment in the lower undercooling regimes
if the stability parameter is changed from the 1/4n° value of Langer and Miiller-Krumbhaar®. Fits are obtained
using 1/87 for Ni processed in He/H,. For Ni. Ni-0.6a/0 C, and Ni-1.2a/0 Ti, fits are obtained if the stability
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parameter is set at 1/12n°. The results for titanium can not be made to correlate with the theory utilizing the
Langer/Miiller-Krumbhaar value or any modification thereof.

Incorporation of solute drag into the theory brings experiment and theory closer together for the higher
nickel-carbon alloys. However, significant discrepancy remains.

NEAR TERM DIRECTIONS

The data base utilizing electromagnetic levitation and heating will be expanded. Work in nickel-carbon alloys
and nickel-titanium alloys will be continued. To this will be added experiments in nickel-silicon and nickel-tin
alloys. In addition, various titanium alloys will be investigated. Experiments utilizing electrostatic levitation is
of great interest. Development of the equipment and techniques for conducting these experiments will
continue. At the earliest opportunity, electrostatic levitation experiments will be carried out.
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Material Processing Liquidus Minimum Maximum
Environment | Temperature Ty | Undercoolin | Undercooling
g

Nickel UHP He 1726 K 4.4 %Twu 15.5 %Twm
Nickel He w/air leak 1726 K 5.0 %Twm 13.7 %Tw
Nickel He-20H, 1726 K 4.6 %Twu 15.8 %Twu
Titanium UHP He 1933 K 8.0 %Twm 14.4 %Twu
Ni-0.6 a/o C UHP He 1723 K 3.2 %Twm 14.1 %Tw
Ni-1.7 a/o C UHP He 1712 K 5.6 %Twm 14.9 %Ty
Ni-2.8 a/o C UHP He 1699 K 5.4 %Tw 13.6 %Twm
Ni-1.2 a/o Ti UHP He 1712 K 4.1 %Ty 14.1 %Twm

Table 1. Undercooling ranges of processed alloys.
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Figure 3 - Solidification velocity as a function of undercooling for pure nickel
processed in UHP He with an air leak in the gas inlet to the electromagnetic
levitator. The error bars represent +£10% of the velocity value.
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Figure 4 - Solidification velocity as a function of undercooling for pure nickel
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velocity value are not shown in order to present the data as clearly as possible.
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Figure 10 - The experimental data for pure nickel, Ni processed in He/H,, Ni-0.6a/0C, and Ni-1.2a/0Ti \
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was calculated using o*=1/4n2. The thin lines were calculated for Ni in UHP He using c*=1/12n2, for

Ni in He/H, using a concentration of 0.005a/0 H, and o*=1/8n2, for Ni-0.6a/0C using o*=1/12n?, and
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Figure 11 - BCT predictions without and with solute drag for Ni-1.7a/0C and Ni-2.8a/0C. Both
curves were calculated using the smallest ki, of each alloy and c*=1/4n2.
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EQUIAXED DENDRITIC SOLIDIFICATION EXPERIMENT (EDSE)
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OBJECTIVES

The objective of the research is to quantitatively determine and understand the fundamental
mechanisms that control the microstructural evolution during solidification of an assemblage of
equiaxed dendritic crystals. A microgravity experiment will be conducted to obtain benchmark
data on the transient growth and interaction of up to four equiaxed crystals of a pure and
transparent metal analog (succinonitrile, SCN) under strictly diffusion dominated conditions. Of
interest in the experiment are the transient evolution of the primary and secondary dendrite tip
speeds, the dendrite morphology (i.e., tip radii, branch spacings, etc.) and solid fraction, the tip
selection criterion, and the temperature field in the melt for a range of initial supercoolings and,
thus, interaction “strengths” between the crystals. The experiment thus extends the microgravity
measurements of Glicksman and coworkers for steady growth of a single dendrite [Isothermal
Dendritic Growth Experiment (IDGE), first flown on USMP-2] to a case where growth transients
are introduced due to thermal interactions between neighboring dendrites — a situation more
close to actual casting conditions. Corresponding earth-based experiments will be conducted to
ascertain the influence of melt convection. The experiments are supported by a variety of
analytical models and numerical simulations. The data will primarily be used to develop and test
theories of transient dendritic growth and the solidification of multiple interacting equiaxed
crystals in a supercooled melt.

NEED FOR MICROGRAVITY

Experimental validation of present equiaxed dendritic solidification models is very limited, with
only a few bulk solidification experiments conducted (on earth) using metal alloys [1]. There are
basically four issues that have hampered the testing of such models: (i) the inability to control
and quantify nucleation, (ii) the presence of uncontrolled, gravity-driven melt convection and
crystal movement, (iii) the difficulty to observe growth in metallic systems, and (iv) the
complications associated with coupled thermal and solutal undercoolings when using alloys.
The Equiaxed Dendritic Solidification Experiment (EDSE) is designed to be simple, yet
overcomes all of these limitations. In particular, even with an initially isothermal sample,
gravity-driven convection caused by latent heat release can only be minimized in a microgravity
environment. Due to our inability to analyze solidification microstructure evolution in the
presence of this convection, it is important to first generate benchmark data for the diffusion
limit.
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RESULTS
The research to date has concentrated on:
(1) development of the science requirements for the proposed microgravity experiment;
(11) design, construction, and testing of a ground-based version of the experiment;
(iii)  modeling of the growth of an assemblage of equiaxed dendritic crystals.
These efforts have culminated in the passing of the Science Concept Review (SCR) held at Nasa
Lewis in February of 1998. The research team is now preparing for the Requirements Definition
Review (RDR). Some of the experimental and theoretical research is described in greater detail
below.
Ground-Based Experiments
We have conducted preliminary experiments involving an assemblage of equiaxed crystals using
a setup that is functionally similar to the planned EDSE. A schematic of the setup together with
a photograph taken during an experiment is shown in Figure 1.

- ] , Thermisto Uniform Temperature

T Y R Y Bath
mn‘nﬁ:{j!. f \ -
/ ) : Carke:

P, — Stinger

Growth Chamber/ . \

Dendrite

Tetrahedron Arrangement of Dendrites Dendritic Solidification Apparatus

Fig.1 Schematic of the equiaxed dendritic solidification apparatus and a photograph
showing the tetrahedron arrangement of the dendrites

A glass growth chamber is contained within a temperature regulated bath. Four CCD cameras,
with light sources, provide orthogonal images from four sides. The growth chamber contains
pure SCN, several thermistors, and four stingers on which the dendrite growth is initiated. The
tips of the stinger tubes are located at the corners of a tetrahedron with edge lengths, and hence
spacing between the tips, of 10 mm. Thermoelectric coolers are mounted on the stinger ends
opposite to the tips. An experiment starts by melting the SCN, then cooling the liquid to
establish the desired supercooling in the growth chamber. The thermoelectric coolers are
initiated and, after some time, dendrites start to emerge at the stinger tips. Although the present
setup does not yet allow for a quantitative evaluation of the growth phenomena, we have
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performed image analysis in order to demonstrate some of the measurement techniques. We
have also used this setup to examine numerous issues regarding the design of the planned
microgravity experiment, including dendrite initiation, imaging requirements, stinger design, and
others. We have clearly established the feasibility of the proposed experiment and measurement
techniques.

Modeling

The proposed microgravity experiment is supported by several modeling efforts, that are not only
intended to provide the theories that will be tested using the microgravity data, but will also be
used to simulate the experiment. Work has concentrated on the development of four models:

(i) Modified Ivantsov Theory

A modification to the Ivantsov theory describing the heat flow around a dendrite tip has
been proposed that takes into account the presence of other dendrites at a finite distance. This
theory relies on the presence of a quasi-steady growth regime and the validity of the usual tip
selection criterion. Figure 2 shows the predicted effect of interactions on the growth Peclet
number for SCN and four crystals. By measuring the variation of both the tip velocity and radius
in the planned microgravity experiment it will be possible to verify this theory.

[—
o
)

—
o

Peclet Number

Supercooling, K

Fig. 2 Modified Ivantsov theory (EI): predicted effect of the dendrite proximity parameter, A, on
the Peclet number-supercooling relation for an assemblage of four equiaxed crystals (SCN);
the solid line is for an infinitely large proximity parameter (no interactions).
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(11) Modified Unit-Cell Model

We have developed a modified unit-cell model for predicting the internal solid fraction
evolution in equiaxed dendritic solidification. Such unit-cell models can be used as micro-
models in simulations of casting processes. While the original model for a single crystal was
recently verified using data from the IDGE (Figure 3a) [2], the modified model is designed for
an assemblage of multiple crystals and will be validated using EDSE data. As shown in Figure
3b, it predicts a transient variation in the tip speeds, as well as a transition from a fully dendritic
structure to a more globulitic structure with increasing thermal interaction.
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Fig. 3 Unit-cell model: (a) predicted evolution of solid fraction for a single dendrite and
comparison with IDGE data [2]; (b) predicted evolution of solid fraction, tip position, and tip
velocity for an assemblage of equiaxed crystals (initial supercooling is 0.2K, SCN).

(i11) Mesoscopic Model

In this model [3, 4], the thermal interactions between the equiaxed crystals are fully
accounted for by numerically calculating the three-dimensional, transient temperature field in the
supercooled melt. The shape evolution and crystallographic orientation of the crystal envelopes
are calculated by linking the numerical solution with a local analytical solution for the dendrite
tip speeds. The mesoscopic model was validated for the steady growth of a single crystal using
IDGE data. The full model is used to establish the requirements and parameters for the planned
EDSE. Ultimately, we also plan to use the model to simulate the microgravity tests, in order to
quantify the thermal field in the growth chamber and to test the validity of the local analytical
solution under transient growth conditions. An example of simulation results for multiple
equiaxed crystals is shown in Figure 4. Presently, the simulations are limited to diffusion
dominated (microgravity) conditions.
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Fig. 4 Simulation results for the growth of multiple equiaxed crystals using the mesoscopic
model; shown are the dendrite envelopes at an intermediate growth time
(SCN, supercooling is 0.4K).

(iv) Phase-Field Model

We have also performed direct numerical simulations on a microscopic scale using the
phase-field model [5, 6] to study the growth interactions of equiaxed dendrites and the resulting
transients in the dendrite tip speeds and radii. An example of such simulations is shown in
Figure 5. While simulations cannot yet be achieved for the conditions of the planned
experiment, they do provide fundamental insight into issues such as dendrite tip operating point
selection in the presence of growth interactions and transients.
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Fig. 5 Example of a phase-field simulation of two interacting equiaxed dendrites growing
towards each other (left panels: phase-field contours, right panels: isotherms).
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Investigations of Carbon Nanotube Growth and Mechanical Properties
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Introduction

The discovery of carbon nanotubes [1-3] has revitalized and refocused much of the
fullerene research. The interest and excitement in carbon nanotubes derives largely from
their unusual structural and electronic properties. Experiments and theory indicate that they
are superstrong fibers, with a remarkable resilience to extreme conditions of strain. Simply

put, because of the uniqueness of the graphene spZ bond, carbon nanotubes may be the
ultimate strength fibers produced by nature. Furthermore, nanotubes hold considerable
promise as composites, catalysts, field emitters, photonic material, molecular straws,
molecular devices, and as MicroElectricalMechanical Structures (MEMS) materials [4-10],
which should allow for unique space-oriented applications.

In this brief report, we give a description of some of our recent theoretical investigations of
carbon nanotubes, with a focus on aspects of their growth and mechanical properties. This
research has been carried out with a series of complementary theoretical methods covering
different length and time scales, including ab initio, classical molecular dynamics and
kinetic Monte Carlo simulations.

Noncatalytic Growth of Nanotubes

The problem of nanotube growth remains an important issue that needs to be understood if
nanotubes are ever to reach their full potential as a technological material. Because carbon
nanotubes typically form under highly nonequilibrium conditions, the kinetics of their
growth represents a problem of considerable complexity. While nanotubes were first
produced in carbon arcs [1-3], they have since been synthesized through laser vaporization,
catalytic combustion, chemical vapor deposition and ion bombardment [10-16]. Given
these different methods of synthesis, it is likely that a variety of mechanisms are operating
in the formation of the tubes and in their assembly into nanoropes [13-19]. However, two
common features have emerged. First, the type of nanotube that is produced is sensitive to
the presence and/or absence of catalysts: multiwalled nanotubes are the primary product
formed in the absence of catalysts, while single-wall nanotubes are the dominant product in
the presence of transition metal catalysts. Second, experiments have shown that carbon
nanotubes actually remain open during noncatalytic growth [3]. This is surprising, because
the large number of dangling bonds present at the open tips definitely favor a closed-tube
geometry.

A number of reasons have been given to explain the open-ended growth. Initially, it was
believed that it is the high electric fields present at the nanotube tips that keep them open
during growth [20]. However, detailed ab initio simulations [17,21], and the subsequent
development of other non-arc methods of synthesis, show that the electric field cannot be
responsible for keeping the tubes open. Similarly, other reasons such as the temporary
saturation of the dangling bonds with hydrogen, or thermal gradient effects, may similarly
be eliminated. There are, however, strong indications from theory that tube closure is
associated with the formation of curvature-inducing defects such as adjacent pentagon pairs
and other related structures [17]. This suggests that nanotube growth may indeed proceed
in an open-ended fashion provided that the formation of such defects is somehow
suppressed. Energetically, we have shown that the formation of these defects is favored
only for narrow nanotubes, so that tubes with diameters greater than about 3 nm should
remain open. Under conditions of catalytic growth, it is believed that the presence of small
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metal particles encased by the nanotube [17,22], a root growth mechanism [18], or the
action of Co or Ni atoms on the tips of the nanotubes (the so-called "scooter" mechanism)
prevents the nucleation of such defects and leads to the formation of single-wall nanotubes
with narrow diameters [19].

Multiwall carbon nanotubes, however, have another kinetic alternative open to them in the
form of the so-called "lip-lip" interaction [13]. Such an interaction arises when atoms or
small clusters deposit themselves at the tips of the nanotubes. These then form bridges or
"spot-welds" between the adjacent tube tips, which are thereby kept open for continued
growth. Lip-lip interactions are also conjectured to be particularly important in stopping the
unraveling of carbon nanotube under conditions of field emission [9].

To investigate the importance of the lip-lip interactions in keeping carbon nanotubes open,
we have carried out extensive molecular dynamics (MD) simulations [23]. Surprisingly, we
find that the lip-lip interaction itself does not stabilize open-ended growth, but rather
facilitates the closing of the tubes by mediating the transfer of atoms between the inner and
outer shells. Details of our simulations are as follows. Carbon atoms were modeled with a
classical many-body Tersoff-Brenner potential, which is known to adequately reproduce
many of the important features of carbon bonding [24]. We then constructed a number of
double wall tubes, with a height of 12 to 24 atomic layers. These were uniformly heated up
to 3000 K over a 40 ps period of time, keeping the bottom layer of the tube fixed. Although
there was no initial interaction between the open tube tips, bridging bonds were first
observed to form at about 900 K, when the radial distortions were large enough to bring
the carbon atoms of the tips within the interaction range. These bonds have a fluctuating
character, breaking and reforming into similar configurations on a time scale of several
picoseconds. Continuing with the annealing process, we find that the various double-wall
tubes close spontaneously on a time scale of hundreds of picoseconds, as illustrated in Fig.
1. Because of the fluctuating nature of the lip-lip interactions, at some point a curvature-
inducing defect nucleates on the inner tube, which then curves inwards. However, because
of the lip-lip interaction connecting the two tubes, the outer shell is also forced to curve
inwards and there is a transfer of atoms between the two shells further enhancing the
inward bending of the nanotube tips. Ultimately, there is a general collapse of the upper
parts of the tubes, which then forms a two-layer cap closing off the double-wall tubes.
Simulations of nanotubes with different numbers of shells and different chiralities display
similar behavior, showing that the lip-lip interaction itself cannot maintain the tubes open,
and that the time scale for tube closure is set by the diameter of the inner tube.

How then can growth proceed in the absence of catalysts? A possible scenario is that
initially a single nanotube with a reasonably large diameter forms. Shells can then readily
nucleate and grow via a "step-flow" and/or coalescence mechanism, using the initial
nanotube surface as a template. This process is under current investigation. For step flow,
atoms or small clusters landing on the surface of the nanotube make their way via diffusion
over to edges of shells, where they are more readily incorporated into the growing tube.
Diffusion itself takes place via a kick-out mechanism, with an energy
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Figure 1: Top and side views of (18
(b) 45 ps; (c) 180 ps.

barrier that is about 1 eV [25]. Larger nanotube fragments on the surface of the nanotube
are actually expected to be more mobile, because of the relatively weak interaction between
the different nanotube shells. Provided that there is sufficient feedstock and the carbon flux
is sufficiently high, the outer shell is likely to catch up with the inner tube. The growth of
the resulting multiwalled tube will then continue for some transient period of time, and then
the tube will close. These notions are supported by the apparent independence of the
lengths of different shells, the varying number of shells per nanotube, and the observations
of multiwalled nanotubes with nested inner caps of varying lengths.

If the lip-lip interaction does not prevent nanotube closure, the maximum time to closure of
the inner tube severely limits the lengths of nanotubes that can be formed during growth.
To address this issue, we have carried out an extensive annealing study of the time to
closure of open, single-wall tubes, both as a function of temperature and tube diameter
[25]. We concentrated on single-wall tubes, as the time to closure of the largest and the
smallest diameter shells provide both an upper and lower bound estimate for the closing of
a given multiwalled tube within the context of the lip-lip interaction. In turn, these estimates
were combined with the fastest growth rate for defect-free growth, as obtained from MD
simulations. This procedure gives an upper bound estimate for the length of carbon
nanotubes that can be grown. Qualitatively, the results are as follows. As expected, the
higher the temperature, the shorter the length of nanotube that can be formed. This 1s due to
a more rapid nucleation of defects at higher temperatures and suggests that lower
temperatures are needed to optimize the lengths of non-catalytically grown nanotubes.
Indeed, these results are consistent with experimental data from both carbon arc and laser
ablation methods. For instance, laser ablation leads to defect-free nanotubes with diameters
in the 2-20 nm range and with lengths of about 200-300 nm at about 1500 K, consistent
with our theoretical results. At lower temperatures of about 1200 K, nanotube with a large
number of defects are observed to form. This is likely due to a chamber growth rate that is
larger than the maximum rate for defect-free growth. In a carbon arc growth temperatures
are consistently higher, in the 2400-3000 K regime. Here, large diameter 10 nm tubes are

observed to grow out to several _m's, which is also in agreement with our theoretical
results.
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Mechanical Properties

Many of the unique applications of carbon nanotubes are intimately related to their
mechanical properties. For instance, there is considerable experimental and theoretical
evidence that nanotubes display a remarkable resistance to bending, twisting, and other
deformations [4,26,27]. Our theoretical investigations show that it is the extraordinary
flexibility of the hexagonal network that allows the system to sustain very large bending
angles, kinks and other highly distorted regions. In addition, nanotubes are observed to be
extremely resilient, suggesting that even largely distorted configurations can be due to
elastic deformations with no atomic defects involved.

Our recent investigations of the mechanical properties of nanotubes have focused on the
strain release mechanisms under both uniaxial tension and compression [27]. Using
dynamical first-principles and classical molecular dynamics simulations, we have been able
to identify the initial stages of the mechanical yield of tubes. Beyond a critical value of the
tension, the system releases its excess strain via the spontaneous formation of topological
defects. The first defect to form corresponds to a 90 degree rotation of a carbon-carbon
bond about its center, the so-called Stone-Wales transformation [28], which produces two
pentagons and two heptagons coupled in pairs (5-7-7-5). Static calculations under a fixed
dilation show a crossover in the stability of this defect with respect to the ideal hexagonal
network. This crossover is observed at about 5% tensile strain in (5,5) and (10,10)
armchair tubes. For example, in a (5,5) tube, the formation of such defects costs about
2.34 eV in the absence of strain. Under a 10 % strain, such a defect costs -1.77 eV,
showing that this defect is effective in releasing the excess strain energy in a nanotube
under tension. Moreover, through its dynamical evolution, this defect acts as a nucleation
center for the formation of dislocations in the ideal graphitic network and is the cause of
possible plastic behavior in carbon nanotubes. An example of this shown in Fig. 2, which
illustrates a long-time 2.5 ns simulation of a (10,10) tube at 2000 K under 10 % axial
strain. Within the first 1.1 ns a few (5-7-7-5) defects are formed in the tube, and each one
remains localized in its region of formation. After 1.5 ns another defect forms with a
distinctive time evolution. Approximately 100 ps after its formation, the two pentagon-
heptagon pairs split and eventually one of them starts diffusing within the helical structure
of the tube, while the other defect remains trapped in its original position. After another 350
ps, the 5-7 defect that has migrated transforms into a (5-7-5-8-5), i.e., an octagon and a
pair of pentagons were added to the original pentagon-heptagon pair.

The introduction of topological defects can change the index of the nanotubes. A 5-7 defect
is the smallest defect that can change the tube index or chirality without drastically altering
the local curvature of the nanotube. What we observe during the simulation is actually an
index change in the (10,10) tube, and the strain-induced formation of a
(10,10)/(10,9)/(10,10) heterojunction. This is produced by the splitting of the two
pentagon-heptagon pairs comprising the original defect. It is important to note that a (5-7-7-
5) defect does not introduce any changes in the tube index. Similarly, the addition of an
octagon and a pair of pentagons to the pre-existing pentagon-heptagon pair, as in the last
simulation, also leaves the index unchanged. The unique electronic and transport properties
of heterojunctions formed by joining carbon nanotubes of different indices have already
been extensively investigated [29]. Here, we show that the formation and splitting of the
(5-7-7-5) defect, followed by dislocation glide, can also lead to the formation of
heterojunctions.
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8) Figure 2: Time evolution of a particular
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» ‘f" - =32 simulation for a (10,10) tube at 2000 K
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i = Formation of defect; (b) defect splits and
starts to diffuse; (¢) another bond rotation
leads to the formation of a (5-7-5-8-5)
defect.

Summary
In summary, we have investigated

aspects of both carbon nanotube growth
and their mechanical properties with both
quantum and classical molecular
. dynamics simulations. Our recent
+. investigations of nanotube growth have
focused on the role of the so-called lip-
lip interaction, which is important during
the noncatalytic growth of multiwalled
carbon nanotubes. We have shown that
the lip-lip interaction does not keep the
tubes open for growth, but actually aids in the closure of the outer tube by facilitating the
transfer of atoms between the inner and outer nanotube shells. Based on this mechanism
for closure, we have estimated the lengths of defect-free nanotubes that can be formed as a
function of temperature and nanotube radius. Turning to the mechanical properties, we
investigated the behavior of nanotubes under uniaxial tension. At high temperatures, the
spontaneous formation of a double pentagon-heptagon pair was observed for tubes under
strains greater than about 5 %. These topological defects act as nucleation centers for the
formation of dislocations in the originally ideal graphite network, and mark the onset of
plastic or brittle behavior. The mechanism of the formation, the energetics and kinetic
transformations of these and similar defects as a function of the nanotube indices are under
current investigation.
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Introduction

Ceramics provide a potentially very useful class of materials owing to their physical
properties; they are light, hard, resistant to abrasion, chemically inert, stable at high
temperatures, and excellent thermal and electrical insulators [1]. Further, by casting from a
liquid suspension and subsequently sintering, many complex parts and shapes can be
fabricated [2]. Although the resultant properties of ceramics can be outstanding, they often
suffer from extreme brittleness. This brittleness is caused by the propagation of cracks,
which is in turn due to microstructural defects. These defects may be caused by a number
of different factors, such as particle agglomeration, migration or segregation prior to
sintering, or due to inhomogeneous volume change upon sintering. If a ceramic's
microstructure can be controlled and rendered homogeneous prior to (and after) sintering
optimal material properties may be realized in an economic way.

Typically, high-performance ceramics are produced using monodisperse submicron-sized
particulate suspensions from which the ceramics are cast. By controlling the size and
processing a dense uniform microstructure may be formed prior to sintering. This route has
met with limited success even though the maximum volume fraction of ceramic particulates
that can be achieved prior to sintering is 0.74. The limited success may stem from the fact
that a perfect crystal of mono-sized particles has slip planes that yield easily, and from the
fact that there is still a large amount of void space that must be eliminated upon sintering.

An alternate approach is to use a mixture of particle sizes [3,4]. It is well know that solids
fractions of 90% can be obtained with a bidisperse suspension of spherical particles. And
even greater loadings are possible with tridisperse systems. Crystalline slip planes can be
eliminated with a mixture of particle sizes. In addition to achieving high solids fractions,
and therefore reducing potential sintering inhomogeneities, a mixture of two different types
of particles can also impart desirable properties in a 'composite' ceramic. For example,
zirconia in alumina has been used to arrest crack propagation owing to the transformation
toughening of zirconia under stress [5]. Of critical importance for processing is the fact
that particles that differ in size or composition are subject to gravitational phase separation.
Hence, processing in a gravity-reduced environment offers substantial benefits.

Research Obijectives

For bi- or poly-disperse suspensions to be successful, the microstructure must be
controlled during processing. It has been observed experimentally that for the same total
volume fraction, a mixture of two particle sizes leads to a reduction in the suspension
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viscosity, with obvious advantages for ease of processing [6-14] . Although there are
several heuristic models to explain this viscosity reduction phenomena, there is no
fundamental explanation and very little theoretical work has been done. Furthermore, the
viscosity reduction is only one factor. Of much greater importance is the microstructure
formed during processing, for this determines the ultimate success or failure of the ceramic.
As an example of the importance flow has on microstructure, figure 1 shows the flow-
induced ordering that can occur in monodisperse Brownian suspensions [15,16]. To date
there have been no studies of microstructure formation during flow of bidisperse
suspensions.

Results

Figure 2 shows the results for the steady shear viscosity of a bidisperse suspension of
Brownian hard-spheres at a total volume fraction of 0.45 determined by Brownian
Dynamics. The size ratio is 2 to 1. The figure shows the variation in the total viscosity as
a function of the fraction of small particles, X, and nondimensional shear rate or Peclet

number based on the radius of the small particles, Pe, = ya*/D, with a the radius of the

small particles and Aa that of the large. The bidisperse viscosities are intermediate between
the monodisperse results as one would expect. This is in agreement with the intuitive
notion that the maximum packing of solids is largest at this ratio and therefore at a total
solids content of 0.45, one is further from the maximum packing than at either extreme of
large or small particles. The shear thinning viscosities can all be collapsed onto a single

curve if the Peclet number is based on the volume mean particle size, Pe = y<a>>/<D>, and

<D> = kT/6mn<a>. These results are in agreement with the recent experiments of
Rodriguez et al [8] and Shikata, et al [18].

Also of interest is the microstructure formed during shear. As seen in figure 1 the
monodisperse suspension at the same solids concentration and shear rate orders completely
into flowing strings. For the bidisperse suspension at X = 0.25 the small particles are
disordered, but the large particles order, although not as completely as the monodisperse
case. How this ordering extends over a range of total solids concentration, size ratio and
fraction of small particles is not known.

Future Work

Future work will be to extend the simulations to a greater range of volume fractions and
size ratios. Over what range does the ordering persist? Can one see evidence of phase
separation by depletion forces? And how is this influenced by flow? Also, the simulation
results are for Brownian particles that do not interact hydrodynamically. For the shear
thinning behavior shown here, it is known that hydrodynaimc interactions have only a
quantitative, and not qualitative, effect on the results. Does this carry over to mixtures as
recent experiments suggest? At high shear rates, however, hydrodynamically interacting
hard-spheres show shear thickening due to the formation of lubricationally bound clusters
of particles. Will these clusters be disrupted by the addition of small particles that can get
into the lubrication gaps between the large particles and break the connectivity and thereby
prevent shear thickening? To answer this question, we will need to improve the speed of
the simulation of hydrodynamically interacting particles, and work is in progress in
developing a fast O(N In N) Accelerated Stokesian Dynamics simulation capability.
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Bidisperse Ordering: X, = 0.25
Pe, = 1000, vorticity-gradient plane

monodisperse large-large small-small

Figure 1. Projections of the pair-distribution function for monodisperse and bidisperse
suspensions of Brownian hard-spheres at a volume fraction of 0.45 determined by
Brownian Dynamics simulation. The size ratio is 2 to 1. The projections are in the
velocity-gradient -- vorticity plane and show the suspension to be completed ordered into
strings in the flow direction (monodisperse), partial ordering of the large particles and no
ordering of the small particles in the bidisperse suspension. The nondimensional shear rate
or Peclet number is 1000 based on the radius of the small particles.
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Shear thinning for all relative concentrations
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Figure 2. Shear thinning viscosities determined by Brownian Dynamics simulation for a
bidisperse mixture of hard-spheres at a total volume fraction of 0.45. The size ratio is 2/1.
The viscosities for intermediate fractions of small to large (by volume) particles X_ fall
between those for the monodisperse suspensions.

99



Scaled viscosities
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Figure 3. Scaled shear thinning viscosities determined by Brownian Dynamics simulation
for a bidisperse mixture of hard-spheres at a total volume fraction of 0.45. The size ratio
is 2/1. The viscosities for intermediate fractions of small to large (by volume) particles X,
fall between those for the monodisperse suspensions. The shear rate is scaled with the
volume averaged particle size and self diffusivity.
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INTRODUCTION

Several investigators have studied the self propagating high temperature synthesis
(SHS) of titanium nitride during the past decade and found that one of the most important
scientific issues is increasing the conversion yield of the nitride. In general, conversion
yield has been limited by the melting of titanium particles during the combustion
synthesis because the melting point of titanium is lower than the combustion temperature.
The titanium liquid tends to penetrate into interstitial spaces between the unreacted or
unmelted particles especially in earth gravity leading to reduced reactant porosity. The
reduction in porosity leads to less contact of nitrogen with the remaining titanium
particles and low nitride conversion results. Recently, a technique was developed to
increase the conversion yield of titanium nitride by using a fixed powder bed and
supercritical nitrogen [1]. The high initial nitrogen density at the supercritical condition
provides the reactant particles with enough initial nitrogen that the conversion yield
achieved was 74%, without significant formation of liquid barriers. The yield achieved
was a significant improvement over those obtained by other techniques.

PRELIMINARY EXPERIMENTAL RESULTS

In order to increase the yield further, the fixed powder bed has been transformed
into a fluidized bed with homogenous uniform dispersion. The dispersion is produced in a
quartz tube thirteen-millimeters in diameter. The dispersion is comparable to the static
dispersion to be achieved eventually in microgravity. The fluidized dispersion obtained
in the laboratory and which is being studied in preparation for microgravity experiments
is created by purging particles through a dual particle injection system into a co-flowing
nitrogen stream that has passed through a sintered stainless steel base plate, Fig. 1. The
titanium particle dispersion appears to be both homogenous and uniform. As a result of
fluidization, the interparticle distances are increased and controllable so that nitrogen
accessibility to the titanium surface is increased. Testing of the yield dependence of the
combustion synthesis on nitrogen accessibility is achieved by using a tungsten igniter coil
affixed medially in the quartz tube.

For the tungsten igniter to be able to initiate the combustion synthesis process, the

fluidized bed must provide a homogenous dispersion of titanium dense enough to reach
the ignition limits in nitrogen. Particle loading and corresponding densities have been
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found for successful ignition of the fluidized titanium particles. Successful ignition leads
to propagation of a flame counter to the direction of the flow of fluidizing nitrogen. The
dispersion density necessary for flame propagation is maintained by the addition of
purging particles throughout the experiment including an observed afterburn period.
During this afterburn period, after the propagation of the flame, conversion to nitride
continues apparently without significant melting of the remaining titanium. The final
titanium nitride product recovered from the successful fluidized bed experiments is a
sintered matrix with some unreacted titanium particulates as indicated by scattered silver
colored titanium particles in a mostly yellow-brown titanium nitride matrix. The titanium
nitride from these investigations shows a spherical morphology with diameters ranging
from sixty to one hundred microns, Fig. 2. These spherical products are produced from
rodlike titanium precursors. The titanium nitride product also is more porous than that
reported in published investigations and is probably due to the fluidization process.
During fluidization, the percolating titanium-nitrogen mixture aids in dissipating heat as
well as forming the dispersion. This additional heat dissipation decreases the molten
titanium that has lowered the yield in reported investigations. The product from these
experiments do not show regions of molten titanium plated by titanium nitride, rather a
sintered matrix of titanium nitride with some titanium sparsely intermixed. The measured
yield of this sintered matrix of titanium nitride based on the weight of the initial titanium
powder is approximately 61%. This yield is much higher than the value of 24% obtained
at much higher pressures (2.28MPa) in room temperature nitrogen [1]. Fluidization
clearly improves conversion yield.

FUTURE WORK

Currently, the morphology of the titanium nitride product is examined using
scanning electron microscopy (SEM). Photographs of the initial pure titanium as well as
the titanium nitride are taken using SEM for comparison and are the basis for the
discussion above. In future experiments, X-ray diffraction analysis also will be performed
to determine the microstructure of the resultant titanium nitride. Similarly, in future
experiments the flame propagation speed will be measured using two type-C
thermocouples (W-5%Re by W-26%Re) as a function of temperature fluctuations at the
flame fronts.

Preparations are currently underway to continue these investigations using
supercritical nitrogen in the KC-135 parabolic flight plane, where microgravity effects
will be attained. Better results in microgravity are expected since a true homogenous,
non-stratified dispersion can be created without gravitational field effects and without the
mixing effects due to the turbulent flow required to maintain fluidization on earth.
Without turbulence, microgravity is expected to further increase the conversion yield and
produce a dispersed particulate product instead of the sintered product presently found.
The KC-135 will be used for these investigations due to the long observation time in the
SHS of titanium nitride, which surpasses the five seconds allotted by the drop tower. The
use of supercritical nitrogen has already been shown to increase the yield [1].

Before progressing to microgravity conditions, further investigations aimed at
optimizing the fluidized bed will be conducted at normal gravity. Further investigations
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are expected to lead to a more uniform product and increased product yield based on
recent preliminary experiments with a fluidized bed of spherical titanium particles, Fig. 3.
The combustion synthesis of TiN from these particles showed better fluidization, more
well defined flame propagation and more spherical product particles.
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Figure 3. Morphology of spherical titanium powder
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Introduction

The quality of metal oxide and semiconductor crystals grown from the melt depends fundamentally
on heat, mass, and species transport in the melt and crystal and on the interactions of these fields
with the formation of microstructure, microdefects, dislocations, and voids in the grown crystal.
Modeling of these individual processes for understanding their complex interactions is essential to
the successful growth of crystals in a microgravity environment and to the interpretation of
experiments from ground-based and microgravity research. The complexity of mathematical
models of these phenomena makes numerical simulation essential. The goal of this project is to
develop modern numerical simulation methods for calculation of complex models of transport
processes in crystal growth and of microdefect formation using modern scaleable parallel
computing.

Research to date has focused on the development of numerical methods for two types of
mathematical models: development of parallel numerical algorithms for solutions of complex
models of transport processes in material processing, and the development of algorithms for
computation of mesoscale microstructure in materials processing. In parallel, we have continued
our investigation of the dynamics of small-scale crystal growth systems of interest in microgravity
applications, especially of the thermal-capillary and hydrodynamic dynamics of small-scale floating
zone systems. This later research will not be discussed in this report.

Parallel Solution of Materials Processing Models

In the first study, implementation of scaleable parallel numerical algorithms are developed for the
solution of the large, sparse systems of linear algebraic equations that arise when Newton’s
method is applied to the solution of the nonlinear algebraic equations formed from finite element
discretization of transport problems, such as the description of natural convection in crystal growth
melts, or of the free-boundary problem that describes heat transfer, phase change, and convection
in solidification systems. Here we have focused on the development of Schwarz-Krylov methods
for solution of the discrete modified-Stokes problems that arise at Newton iterations of nonlinear
fluid mechanical problems. We have developed a block preconditioned Krylov iterative method
based on the bi-conjugate gradient stabilized (Bi-CGSTAB) algorithm. The preconditioner is a
Schur compliment factorization of the Jacobian based on the pressure variables and coupled with
an additive Schwarz, domain decomposition iterative solution of the associated linear system. A
coarse-grid preconditioner for the pressure variables also is used and direct LU decomposition is
applied to the coarse-grid problem and to the domain-sized problems within the additive Schwarz
method. This block-preconditioned Bi-CGSTAB method was implemented for a prototype
problem of nonlinear, two-dimensional natural convection and tested on a single processor Hewlett
Packard 735 computer. The iterative method compared well with a state-of-the-art direct solution
method for varying Grashof number. Because the i of Schwarz-Krylov method does not require
the storage of any zeros, larger problem sizes also are tractable than for the direct method.
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The Schwarz-Krylov method was implemented in parallel using the recursive spectral dissection
method to partition elements to processors, as implemented in the program CHACO. The code
was written in the MPI language. Parallel efficiencies scaled well with increasing problem size and
number of processors. These results suggest that the Schwarz-Krylov method will be robust for
the solution of much more complex materials processing problems; application to a representative
solidification problem is underway.

Parallel Simulation of Microstructure in Silicon Crystals

The second class of applications has been the development of models and numerical algorithms for
simulation of microdefect formation in crystalline silicon, as occurs during the cooling during
Czochralski and floating zone crystal growth. Although commercial semiconductor silicon is
nearly perfect, comparison of the predictions of our models with experiments have shown that
native point defects — self-interstitials and vacancies — in silicon diffuse, combine, and aggregate
to form mesoscopic clusters that affect semiconductor device performance. We have constructed
models of point defect dynamics and aggregation using statistical mechanical concepts for
diffusion-limited reaction to model the interactions of point defects as chemical reactions. The
distribution of point defect aggregates is modeled by combining discrete kinetic rate equations for
small cluster sizes (n < 20) and a continuous size distribution governed by a Fokker-Planck
equation for the description of very large cluster sizes (20 <n < 1 x 10'°). The numerical solution
of these equations combines two very different discretizations: a variable finite difference
approximation constructed to maintain the monotonicity of the continuous cluster size distribution
for discretization of the n-space Fokker-Planck equation and a Galerkin finite element discretization
of variables in physical space. Because clusters of point defects cannot diffuse, the Fokker-Planck
and discrete rate equations describing their dynamical evolution are hyperbolic equations in
physical space and diffusive only in the state-space n of the size distribution, as written in the
Fokker-Planck equation.

The solution of these models involves parallel implementation transient methods for simultaneous
solution of the models describing point defect formation and aggregation. We have developed a
mesoscale-macroscale splitting method for time integration formed from a couple discontinuous
finite element/finite-volume solution of the Fokker-Planck equation and discrete rate equations for
the non-diffusing clusters with an implicit transient finite element analysis of the reaction-diffusion
point defect equations. The result gives a decoupled algorithm in which the discretized
representations of the defect distributions are easily computed sequentially at each point in the
crystal, and so are very amenable to parallel computing by considering simultaneous solution along
parallel solution characteristics. This approach, coupled with implementation of the Schwarz-
Krylov method for solution of the discrete-diffusion reaction problem, will yield a highly parallel
and robust algorithm for simulating very complex microdefect formulation.

The application of these models is already bearing fruit. Comparison of experiments and quasi-
one-dimensional simulations for the formation of microvoids — voids in silicon of 50 to 500 nm in
radius — that are formed by vacancy aggregation during crystal growth show the accuracy of the
calculations for predicting the formation of these defects in silicon and for connecting microdefect
formation with macroscale processing conditions. These simulations are the first detailed
description of the formation of microdefects in silicon and are the foundation for detailed analysis
of the evolution of defects throughout silicon processing. The parallel transient analysis will yield
the first fully two-dimensional simulation of microdefect dynamics in silicon.
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Abstract

We report on the effects of melt processing temperature on structure formation in Poly(ether-ether-
ketone), PEEK. Real time Small Angle X-ray Scattering, SAXS, and thermal analysis are used to
follow the melting behavior after various stages of processing. Assignment of peaks to structural
entities within the material, the relative perfection of the crystals, and the possibility of their
reorganization, are all influenced by the melt processing history. With the advent of high intensity
synchrotron sources of X-radiation, polymer scientists gain a research tool which, when used
along with thermal analysis, provides additional structural information about the crystals during
growth and subsequent melting.

PEEK is an engineering thermoplastic polymer with a very high glass transition temperature (145
°C) and crystal melting point (337 °C). PEEK has been the subject of recent studies by X-ray
scattering in which melt and cold crystallization were followed in real-time. X-ray scattering and
thermal studies have been used to address the formation of dual endothermic response which has
been variously ascribed to lamellar insertion, dual crystal populations, or melting followed by re-
crystallization. Another important issue is whether all of the amorphous phase is located in
interlamellar regions, or alternatively whether some is located in “pockets” away from the
crystalline lamellar stacks. The interpretation of scattering from lamellar stacks varies depending
upon whether such amorphous pockets are formed. Some groups believe all of the amorphous
phase is interlamellar. This leads to selection of a smaller thickness for the crystals. Other groups
suggest that most amorphous phase is not interlamellar, and this leads to the suggestion that the
crystal thickness is larger than the amorphous layer within the stacks. To investigate these ideas,
we used SAXS and Differential Scanning Calorimetry to compare results of single and dual stage
melt crystallization of PEEK using a treatment scheme involving annealing/crystallization at T,,
followed by annealing at T ,, where either T, <T,, or T, >T,,.

We proposed a model to explain multiple melting endotherms in PPS, treated according to one or
two-stage melt or cold crystallization. Key features of this model are that multiple endotherms: 1.
are due to reorganization/recrystallization after cold crystallization; and, 2. are dominated by
crystal morphology after melt crystallization at high T. In other words, multiple distinct crystal
populations are formed by the latter treatment, leading to observation of multiple melting.

PEEK 450G pellets (ICI Americas) were the starting material for this study. Films were
compression molded at 400 °C, then quenched to ice water. Samples were heated to 375 °C in a
Mettler FP80 hot stage and held for three min. to erase crystal seeds before cooling them to T,, =
280 °C . Samples were held at T, for a period of time, then immediately heated to 360 °C. In the
second treatment samples were held at T, = 310 °C for different crystallization times t_, then cooled
to 295 °C and held 15 min.

In situ (SAXS) experiments were performed at the Brookhaven National Synchrotron Light Source
with the sample located inside the Mettler hot stage. The system was equipped with a two-
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dimensional position sensitive detector. The sample to detector distance was 172.7 cm and the X-
ray wavelength was 1.54 A. SAXS data were taken continuously during the isothermal periods
and during the heating to 360 °C at 5 °C/min. Each SAXS scan was collected for 30 sec. Since the
samples were isotropic, circular integration was used to increase the signal to noise ratio.

After dual stage melt crystallization with T, <T,, the lower melting endotherm arises from holding
at T,,. During cooling a broad distribution of crystals forms, and the low-melting tail is perfected
during T,,. Heating to T,, melts these imperfect crystals and allows others with greater average
long spacing to form in their place. After dual stage crystallization with T, > T,,, the amount of
space remaining for additional growth at T, depends upon the holding time at T,,. The long period
of crystals formed at T, is smaller than that formed at T,, due to growth in a now-restricted
geometry.

Perfection of crystals is seen as an increase of the intensity of the population scattering at higher s,
while the intensity of the population scattering at lower s stays constant. During heating from
below to above the minor endotherm, we see rapid decrease of the intensity of the X-ray scattering
corresponding to the population of crystals scattering in the shoulder. Another important
observation is that after the sample is annealed at 295 °C, the shoulder intensity is restored once
again. The population scattering at higher s remains longer before it disappears in the sample
treated to the second stage of melt crystallization, compare to the sample crystallized with a single
stage. This could be interpreted as an effect of continued perfection of the less perfect population,
which is also reflected in the increased melting temperature of the smaller endotherm as the holding
time at 295 °C increases. In the corresponding DSC scans we see a shift in the area and the peak
temperature of the lower melting endotherm with an increase of the annealing time.

Research was supported by NASA Grant NAGS8-1167.
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Introduction

The integrity of crystal structures is strongly influenced by the existence of thermally-induced
flows as well as local nucleation particles and their growth in the melt, which may act in a
detrimental manner. In both ground-based and microgravity experiments, these physical
properties that involve three-dimensional (3-D) fluid or particle motions need be characterized to
identify their effects on material processing. In spite of the efforts to alleviate detrimental flow
problems, their influence cannot be completely eliminated. Such 3-D flows make instantaneous
gross-field evaluation practical impossible with existing point probes. Two-dimensional two-
component measurement methods such as particle imaging velocimetry (PIV) can provide
valuable information but still pose limitations in investigating 3-D fields. Consequently,
providing means for detecting 3-D three-component (3-C) velocity or particle fields and
characterizing pertinent solidification parameters is very important for crystal growth
experiments in optimizing production parameters. It is also vital to validation and improvement
of numerical modeling for material processing.

In the effort to overcome the intrinsic limitations of the current techniques, two complementary
optical techniques have been developed and tested for measurement of 3-D 3-C particle or flow
motions, which reflect the peculiar aspects of restricting experimental conditions in crystal
growth and material processing. One, termed Holographic Diffraction Image Velocimetry
(HDIV),"” utilizes double-reference-beam off-axis holographic recording and reconstruction of
two independent time-sequence images of a particle field. The other, called Stereoscopic
Imaging Velocimetry (SIV),” is based on dual solid-state camera observation from different
vantage points. These two techniques are believed to meet a broad range of experimental
requirements, being complementary with respective strengths and limitations. The HDIV
technique offers velocity extraction of an extended area with high spatial resolution and dynamic
range from a single observation direction but it does not provide a real-time capability. It is also
complex in setup. In contrast, the SIV technique is appropriate for observing a restricted area
only with limited resolution and dynamic range but it allows continual near-real-time velocity
monitoring. Its experimental configuration is also simple, including hardware and software. In
both of these techniques, the illumination beam is not restricted to any specific plane of focus as
in PIV, and can be reasonably thick to provide true volume illumination since the images are
recorded in three-dimensions.
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Description of the Methods and Experimental Results

In HDIV, two successive exposures of a displacing particle field are recorded on a single
holographic plate, using a separate reference beam for each exposure. It thus provides the
capability of measuring an instantaneous 3-D 3-C velocity field from a single observation
direction. After recording, each individual scene of particle diffraction is independently
reconstructed and scanned section-by-section with a solid state camera without requiring specific
particle focusing. Intensity data from the resulting local particle fields is then computationally
processed by employing statistical correlation algorithms for matching local sections in the time-
sequence 3-D images to extract velocity components. The HDIV system provides a large
effective angular aperture defined as the smallest value among scattering lobe angle of the
particles, subtended angle 6 of the holographic plate, and angular aperture of the imaging system.
This serves to give the technique the capability to reconstruct a 3-D particle field with high
resolution and short depth of field.

In the research, a breadboard setup for HDIV has been built and testing has been conducted for
evaluation of the concept, data acquisition system, and processing algorithms. Initially, some
simple experiments were performed using spherical particles 10um in diameter dispersed on a
plane surface or imbedded in a transparent plastic volume. In the plate-field experiment, the
entire particle fields were captured twice on a holographic plate, once before and again after
rotation of the plane. These rotations thus produced known particle displacements for assessing
measurement accuracy, which increase with distance from the center of rotation. Figure 1 shows
a typical results for out-of-plane displacement measurement. Our experiments with static
particles undergoing in- and out-of-plane rotations demonstrated the ability of the HDIV
technique to extract 3-D 3-C particle displacements with good accuracy and dynamic range.
While in-plane accuracy was shown to be limited by the finite pixel size of the CCD array,
typical uncertainty in out-of-plane detection from these experiments was found to be on the order
of ~0.2d*/A, where d=A/0 is the in-plane resolution corresponding to the smallest identifiable
image structure and A is the laser wavelength. This is without interpolation in correlation peak
detection and with a relatively low resolution translation stage. It is a significant improvement
over other techniques which generally can only produce lower out-of-plane resolutions. Further
testing was conducted with a 3-D flow for the flow around a 12mm diameter sphere, which was
dropped in a vertical test section containing glycerin seeded with Sum diameter polystyrene
spherical particles. A double-pulsed laser was employed to holographically record a horizontally
illuminated particle volume including the bottom-front quarter of the sphere. The resulting
velocity field at a typical plane is shown in Fig. 2. Without the exact field known for
comparison, only qualitative interpretation is possible for this experiment. As can be seen, the
symmetrical character of this type of flow is evident as well as the increase in velocity for planes
closer to the sphere. For some of the upper scans, velocity vectors did not show at the points
where the surface of the sphere was present.

The HDIV technique was tested in various situations and operational modes for fundamental
investigations to characterize the important experimental parameters, which affect its
performance, as well as to identify some remedial solutions to minimize the effects. These
include emulsion shrinkage, wavelength change, and plate mispositioning in recording and
reconstruction. To further enhance the out-of-plane resolution, the approach of comparing the




intensity variances of the diffraction images of individual particles is being investigated. The
approach appears to be promising to provide the measurement accuracy much better than the
current value of 0.2d*/\.

The SIV measurement consists of camera calibration, particle identification through superposed
image decomposition and centroid detection, particle tracking for each camera image,
stereoscopic 3-D matching of individual particle tracks, and velocity vector extraction and
validation. Images of individual particles or equivalently data points are not completely
recoverable. The data loss mostly occurs during the processes of centroid identification of
individual particles and the optimization phase of particle tracking. The lost becomes more
prominent as the particle density increases. In order to maximize the data recovery and to
enhance the measurement accuracy, artificial neural networks were implemented in these two
phases of processing. A very important feature of these networks is their adaptive nature, where
learning by example replaces programming in solving problems.“’5 The back propagation neural
network has proven to be very useful in particle identification and overlap decomposition
because of its ability and efficiency in pattern recognition and classification. The test results
demonstrated higher efficiency and speed in identifying single or superimposed particles as
compared with conventional models. The tracking algorithm takes as its input the particle
positions found in the particle identification process. It then provides the output of particle
image track assignments across time-sequence image frames. The Hopfield neural network was
utilized to select an ideal track from the database of potentially-valid tracks found through four
time-sequential frames. It identifies those that correspond to a global optimization scheme in
order to get a high successful recovery rate. The utilization of the Hopfield neural network has
proven to be very successful in attaining valid tracks.

For the SIV approach, computer simulations and experimental measurements have been
conducted with the developed prototype hardware and software to assess the performance of the
technique. The results have shown that on the average the success rates for particle identification
decomposition are better than 98%, 87%, and 91% for single, double, and triple particles,
respectively. The particle tracking was also tested but with the synthetically generated data in
order to compare its output with the tracks contained in a known flow field. The particles
position in the flow were randomly produced. Figure 3 shows the flow field with 600 particle
tracks. The success rates for tracking were 100%, 98.5%, and 97.7% with 200, 400 and 600
particles, respectively, in the field. To investigate and test the performance in a more realistic
manner, a laminar water jet emerging from a circular tube was measured with the SIV system.
At the tip the velocity profile was parabolic, as expected, in good agreement with the analytical
profile.

Conclusions

Our initial testing has proven HDIV and SIV to be a viable candidate for reliable measurement of
3-D 3-C flow velocities of a particle field, intentionally seeded or formed by natural nucleation.
The strengths of the technique include greater experimental freedom in volumetric field
illumination and observation, both of which can be arbitrary in direction and shape unlike
conventional PIV and in-line holographic techniques. For SIV, the results have demonstrated
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significant advantages in using the neural networks. For HDIV, no specific particle focusing is
required and seeding of higher concentration particles is possible during recording unlike other
two-dimensional techniques. These features of HDIV and SIV are very appropriate in
conducting flow experiments. With current activities are focused on further improving the
processing efficiency and overall accuracy and automation, it is believed that these methods can
become important flow diagnostic tools with the ability to meet the increasing demands for
applications to flow velocity and particle size characterization of crystal growth and material
processing.  Future investigation will be focused on the applications to crystal growth
investigations including microgravity experiments. These involve miniaturization of the
experimental systems and further refinement of the processing algorithms.
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Figure 1. Measured out-of-plane displacements from a rotated plane particle field.
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Figure 2. In-plane velocity components for a typical plane in the flow around a falling sphere.

£ S = = = E = -
e S = =
- TS = =9 = = e g
200 |~ - - - - - - o
— - - —
L - . S
-~ ~ - - - s
BT =S - = == —_ -==- = e ~
~_— e~ - T o~ R el - -
[~ - -~ = - =
T3 S e - c e =TS
r ~ ~ - -
~ -
~ ~~ z < o -~
100 = ~— ~ S > .
— ~ X S~ 4 > 7 - =
[ <o -~ = 7 - =
[T} = ~ ~ o v ' s T, = -
> oS Mo -
.a BT S N - = B o’ e T
L . =
S = \\\\\ A\ \\, ’ - e
= T~ - ==
S = NV vooos
— NN \\ 7 —~
- o
=] |~ -~ > \\\& s ~ - 5
D ~ \\\\\ 2
| ~ > X T~ e
o] o I e =
=
Q. — = = ~ \\}i 2ol e =
~— ~ S s = A
> - - ™ Sl R
~ g -
— ~ — L - —
100 ="~ o == — =
P -~ = — = ——
- = - -
— ~ o~ _ - =
— T TR —— - . = A —
— —~ = = e, — — =
IR - - - ~— —_— — - S
- = — s
- - —
- = — o — . = —
200l = = = - = ' e
- S o —
e -, — = S —
- —— =2 . = — - . e
— — — e =
B 2 . — — ——— ——
PP T R O S Pt I T v |G s Y] [

-200 -100 0 100 200
X Position (pixel)

Figure 3. Flow field with 600 particles.
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Step Bunching: Influence of Impurities and Solution Flow
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1. The Problem

Step bunching results in striations even at relatively early stages of its development and in inclusions of
mother liquor at the later stages. Therefore, eliminating step bunching is crucial for high crystal
perfection. At least 5 major effects causing and influencing step bunching are known:

1.
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