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Abstract

In this paper a time-of-flight probe system incorporating the two integrated fiber optic probes which are tilted equally relative to the probe holder centerline, is applied for the first time to measure the tip clearance of an advanced fan prototype. Tip clearance is largely independent of the signal amplitude and it relies on timing measurement. This work exposes optical effects associated with the fan blade stagger angle that were absent during the original spin-rig experiment on the zero stagger rotor. Individual blade tip clearances were measured with accuracy of ±0.127-mm (±0.005-in). Probe features are discussed and improvements to the design are suggested.

Introduction

In an earlier paper Dhadwal and Kurkov described the dual-beam time-of-flight tip-clearance probe and applied it to measure controlled spacing between the probe face and a specially designed non-deflecting rotor. Figure 1. The spacing measurement was performed in a direction perpendicular to the plane of rotation near the outer diameter of the rotor in a vacuum spin rig. As depicted in Fig. 1, the plane of the rotation was horizontal, and probe was mounted on a vertical traversing stage so that the clearance between the tip of the probe and the rotor could be varied at will. This spacing measurement simulates the tip clearance measurement and it relies on the timing of the interval that it takes a rotor tooth (at the tip of its radius) to cross the space between the two beams generated by the two independent integrated fiber-optic probes. The two probes were tilted relative to each other in the plane perpendicular to the centerline radius of the rotor tooth.

In this paper a symmetric dual-probe arrangement, in which the two integrated fiber optic probes are tilted equally relative to the probe holder centerline, is applied to measure the tip clearance of an advanced fan prototype. Figure 2 is a photograph of the probe holder. The design of a 3.175 mm (0.125 in) integrated fiber optic probe was reported in previous papers (Dhadwal and Kurkov, and Dhadwal et.al.)

Tip Clearance Measurement

Figure 3 presents a sketch of a symmetric tip-clearance probe that defines all the pertinent geometrical parameters. The two legs of the symmetric probe assembly are actually separate integrated fiber-optic probes designated as P7 and P1. Because the face of the probe assembly was slightly recessed below the rub strip, its precise location relative to the rub strip diameter was difficult to determine. Therefore, in addition to determining clearances relative to the face of the probe they were also evaluated relative to a reference speed of 1000 rpm. The change in the tip clearance in the Z direction when speed is increased corresponds to a shift in the blade tip trajectory from DE to FG. Blade radii R’s are used to approximate DE and FG with arcs as shown in the sketch, where α’s are in radians. When α’s are converted into degrees, the shift in the Z direction can be expressed as

\[ ΔZ = -\frac{π}{360\tanφ}(R2\sinα2 - R1\sinα1) \]  

where subscript 1 corresponds to 1000 rpm, subscript 2 to either 4460 or 7950 rpm, and the half included angle φ is 20 degrees. The clearance gap evaluated in the negative Z direction relative to the face of the probe is given by

\[ Z_ε = -Z = \frac{BC - DE}{2\tanφ} \]
where the beam separation distance at the face of the probe, $BC$, is evaluated from probe calibration, and the distance $DE$ corresponds to any speed and is approximated as an arc, as in the previous equation.

The digitized traces for a particular blade (number 6) are illustrated in Figs. 4 and 5. Note that the probe P1 has a lower noise floor than the probe P7. This occurs, probably, because the probe P7 is swept in such a way that it faces an approaching blade, Fig. 3, and consequently, it picks-up some of the reflected light from a blade prior to its encounter with the beam. The probe P1, on the other hand, is swept in such a way that it minimizes light pickup from an approaching blade. The logical choice for a trigger point for the probe P1 is the start of the rise of signal amplitude (i.e., the leading corner of the trace). Because of the relatively low noise and a fairly sharp rise in amplitude this is also a reasonable choice for probe P7 as well; however, one must ensure that the trigger point is above the expected noise level. In this way, the dependence of the trigger point on the signal amplitude is minimized.

Comparison of the leading and trailing slopes expressed in terms of spatial coordinates at low and high speeds in Figs. 4 and 5, shows that they are invariant with speed, indicating that the signal response time was sufficiently high to factor out possible speed dependence of the signals when they are viewed in spatial coordinates. The digitizing rate for 7950 rpm traces was 50MHz; for 1000 rpm, 5MHz; and for the 4460 rpm it was 25MHz. The resolution was 12 bits for all speeds.

A reference once-per-revolution signal was generated by reflecting a He-Ne laser beam from the mirror mounted on the shaft. The central rays from the reflected beam passed through a small aperture to narrow the beam which then impinged on an avalanche photodiode. This signal was used to sort the continuous stream of data into single revolution segments, enabling conversion of the time coordinate into a spatial coordinate—such as the angle associated with circumferential blade-tip orbit. Specifically, since the
PI and P7 signals were digitized simultaneously, angle \( \alpha \) (Fig. 3) can be determined at a given speed by subtracting P7 from PI point counts (relative to the once-per-revolution signal), dividing the difference by the revolution count associated with the particular trace, and multiplying the result by 360.

To calibrate the tip clearance probe, relative to the values computed from Eq. 2, the clearance gap was varied remotely while speed was kept constant. The results are illustrated in Fig. 6. They are consistent up to 2000 rpm. Because the comparison of the signals at low and high speeds revealed no degradation with speed, as shown in Figs. 4 and 5 for the wind tunnel data, the inconsistencies at 4000 and 8000 rpm, apparently, result from an axial motion of the rotor. In Fig. 7, 500 rpm data were used to obtain the least square linear fit to the measured points. (Any other low-speed set of data at or below 2000 rpm could have been used as well). The tip clearance relative to the face of the probe can be expressed as

\[
Z_e = \frac{(0.235911 - 0.251641 \alpha) / (1 - 0.022752 \alpha)}{(1 - 0.022752 \alpha)}
\]

where the appropriate rotor radius was used and angle \( \alpha \) was expressed in degrees. The non-linear term in the denominator arises because of the slight dependence of \( R_z \) on \( AZ \) and, therefore, on \( \alpha \). This relationship was used to obtain clearances for the fan rotor tested in the wind tunnel.

In order to evaluate this system in a controlled environment, a test was performed in the NASA’s spin-rig facility using a specially designed non-deflecting rotor, Fig. 1. It consisted of a tapered titanium bar, 73.66-cm (29-in) in diameter with three teeth on each end. The middle tooth measuring 1.295-mm (0.051-in) in width simulated a blade tip. The bar and measuring teeth were in a horizontal plane in the spin rig and the axis of rotation was vertical. The probe was mounted on an optical stage so that the rotor tooth trajectory traverses PI-P7 plane and is perpendicular to the radius extending through the centerline of the middle tooth. The clearances were set dynamically with accuracy of better than 0.025 mm (0.001 in).

---

We have retained digitized point counts as units for the independent variable, rather than converting these units into time units.
The tip clearance relative to the face of the probe, \( Z_g \), for 1000, 4460, and 7950 rpm is plotted in Fig. 8. Only half of the rotor blades (3 to 11) are included in the figure, because of the on-board memory limitation of the A/D board. For the two higher speeds, clearances relative to 1000 rpm are presented in Figs. 9 and 10.

Currently, the accuracy of measurements is about \( \pm 0.127 \) mm (\( \pm 0.005 \) in) and is essentially limited by the signal to noise ratio of the probe (P7) that faces the approaching blade (Fig. 3). To improve the signal-to-noise ratio and therefore enhance the consistency of the trigger point, Dhadwal and Kurkov\(^1\) tested an asymmetric configuration of the tip clearance probe that replaces the P7 (Fig. 3) leg of the current probe with a probe that is lined-up with the Z axis. The results of the tests in the vacuum spin rig indicate a noticeable improvement in the quality of the signal for this probe. Further improvement of the signals can be achieved by increasing the laser power and then operating in the non-linear range of the receiver module (Dhadwal and Kurkov\(^1\)).

To achieve the optimum calibration for the symmetric probe in the spin rig, the negative (or falling) slope of the P7 signal, rather than positive (as for P1 signal) was chosen. To account for this fact, the results were subsequently compensated by subtracting the number of counts corresponding to the known thickness of the middle tooth of the rotor. Note that this procedure cannot be applied to the fan rotor test because there the blade thickness cannot be assumed to be constant. However, the background level of optical noise is somewhat alleviated there by the blade stagger. In the future, it is also expected that the nonsymmetrical probe design will additionally improve quality of the positive slope of the P7-leg signal.

Although the described method of measurements is reasonably independent of the pulse amplitude, the timing measurements are still subject to errors caused by possible surface irregularities (such as nicks) at the blade pressure- and suction-surface corners in the beam-plane crosssection. A change in timing measurement from these imperfections is indistinguishable from that caused by actual change in the tip clearance. In order to minimize the impact of the surface irregularities, one could perform a series of measurements over a small range of rotational speeds bracketing the desired speed. Because the sensor is stationary and the blade tip deforms slightly in response to the change in operating conditions associated with the slight change in speed, different points on blade edges will be intercepting the beams. By averaging the timing measurements over this speed range, the impact of surface imperfections should be significantly reduced.

This problem can also be resolved in another way, by incorporating probe actuation in the radial direction as discussed in the following section.

Figure 8.—Clearance gap relative to the probe face.

Figure 9.—Clearance at 7952.2 rpm relative to 1006.7.

Figure 10.—Clearance at 4464 rpm relative to 1006.7.
The Scanning Probe

Figure 11 illustrates the measurement principle. The new probe head integrates the two fiber-optic probes into one compact unit. The beam separation and the standoff distance between the base of the probe and the beam intersection are much smaller than in the time-of-flight probe, and the probe can be traversed in the radial direction with a remote-controlled actuator. The object is to position the intersection of two beams onto a passing blade tip, by establishing confluence of the two pulses associated with each beam of light, as illustrated in the lower part of Fig. 11. In regions I and II, there are two closely spaced pulses each associated with a separate beam. As the probe is advanced in the positive X direction, the separation between the two pulses decreases when a blade tip is in region II, whereas it increases it is in region I. The two pulses merge in the focal region. The goal is to attain the minimum width of the merged pulse signature on the oscilloscope by manipulating the probe actuator. The tip clearance at a given operating condition can be simply deduced from the amount of probe travel from the established position of the probe face relative to the inner edge of the rub strip, and the statically calibrated focal length $X_f$. The pulse coincidence can be established by displaying the two probe signals on a deep-memory, high frequency, digital oscilloscope. The probe actuation control can be performed either manually via a remote controller with a graphical user interface, or automatically, by programming a microcomputer and accomplishing pulse coincidence detection through a suitable algorithm. The oscilloscope should be triggered with a once-per-revolution pulse generated by an optical probe.

As an alternative to capturing pulse coincidence for each blade in turn, one could first obtain the maximum tip clearance, which occurs for a blade that requires the actuator to be in the extreme right position in Fig. 11. Once it is found, a controlled radial sweep moving the actuator away from the blades would suffice to catch the clearance of all blades. The sorting of blades into separate revolutions and searching for pulse coincidences would be performed in software on a microcomputer. The clearance would fall out from correlating the position of the actuator to the specific pulse coincidences.

Because the width of the focal region is much smaller than the blade width, as the beam coincidence is approached, the receiving fibers from one probe will receive some light transmitted by the other probe, in addition to the light transmitted by the particular’s probe single-mode fiber. Thus, the source of the displayed signals will be somewhat uncertain; however, it follows from Fig. 11 that in region I, the upper (or the pressure) surface of the blade will be the one that generates the rising slope of the signal from the light emanating strictly from probe P2. Similarly, the falling slope of the signal in region I is strictly generated from the light passed by probe P1, as the lower (or the suction) surface of the blade leaves this region. Thus, the pulse edges are well defined, all the way to the minimum pulse width. Because the cross section of the blade tip as traced by a stationary beam changes as the blade deforms, the minimum pulse width will change with operating conditions; however, the minimum pulse width will always be associated with the focal plane. The design of the probe actuation mechanism should be integrated with probe seal design, which will dictate the required force to be generated by a servomotor. The employment of a servomotor guarantees the precise knowledge of the radial position of the probe. Kurkov and Dhadwal have successfully implemented an optical probe traverse in the circumferential direction. Implementation of the traverse of a much smaller probe in the radial direction should be easier.

![Diagram of Scanning Tip Clearance Probe](image-url)
The advantage of the scanning optical tip-clearance sensor over the existing commercially available sensors, such as capacitive sensors, is that the tip clearance can be measured directly. Its disadvantage is that it requires actuation. However, because for accurate measurements, calibrations are usually required for the capacitive sensors, the added complexity of incorporating probe actuation is likely to be less costly than running a sensor calibration test. The scanning probe can also be used to calibrate a capacitance probe or a time-of-flight tip-clearance probe in-situ, if high accuracy is desired, and the installation of the scanning probe is not feasible because of spatial restrictions.

Another advantage of a scanning tip clearance probe over a time-of-flight probe is that pulse coincidence does not necessarily have to rely precisely on any particular trigger point, regardless how it is defined, but rather on minimizing the combined width of the two pulses collected during a probe traverse. It is therefore anticipated that the measurement with this probe could be made to be less prone to errors caused by surface imperfections. It also may prove advantageous to employ a coincidence-detection algorithm that relies on pulse-width comparison involving a series of points from rising and falling slopes of both pulses.

Concluding Remarks

Initial application of the Time-of-Flight probe indicates that with further development it will likely offer a viable, and in some cases advantageous, alternative to the currently available tip clearance probes. Within the range of practical tip-clearance gaps its response is linear, and once its characteristics are established, calibration of the probe may not be necessary for a broad scope of applications. It is likely that with additional development the current accuracy of ±0.127-mm (±0.005-in) will be improved.
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