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ABSTRACT
Detailed heat transfer measurements and predictions are given for a turbine rotor with 136° of turning and an axial chord of 12.7 cm. Data were obtained for inlet Reynolds numbers of 0.5 and $1.0 \times 10^6$, for isentropic exit Mach numbers of 1.0 and 1.3, and for inlet turbulence intensities of 0.25% and 7.0%. Measurements were made in a linear cascade having a highly three-dimensional flow field resulting from thick inlet boundary layers. The purpose of the work is to provide benchmark quality data for three-dimensional CFD code and model verification. Data were obtained by a steady-state technique using a heated, isothermal blade. Heat fluxes were determined from a calibrated resistance layer in conjunction with a surface temperature measured by calibrated liquid crystals. The results show the effects of strong secondary vortical flows, laminar-to-turbulent transition, shock impingement, and increased inlet turbulence on the surface heat transfer.

LIST OF SYMBOLS

- $q''$ - heat flux [W/m$^2$]
- $r$ - recovery factor, $r = P_r^{1/3}$
- $Re_{in}$ - Reynolds number, $Re_{in} = \rho U_{in} C_p / \mu$
- $s$ - blade surface coordinate [cm]
- $St$ - Stanton number
- $t$ - thickness [cm]
- $T$ - temperature [K]
- $T_u$ - turbulence intensity
- $U$ - total velocity [m/s]
- $y^+$ - equivalent normal distance
- $z$ - spanwise (radial) coordinate
- $\gamma$ - specific heat ratio, $\gamma = 1.4$
- $\delta$ - 99% boundary layer thickness [cm]
- $\epsilon$ - emissivity
- $\theta$ - nondimensional surface temperature $= (T_e - T_{aw})/(T_c - T_e)$
- $\mu$ - dynamic viscosity [kg/s-m]
- $\mu_t$ - turbulent eddy viscosity [kg/s-m]
- $\rho$ - density [kg/m$^3$]
- $\sigma$ - Stefan-Boltzmann constant

Subscripts
- $aw$ - adiabatic wall temperature
- $cu$ - copper substrate
- $lc$ - liquid crystal
- $\infty$ - exit freestream value
- $\inlet$ - inlet freestream value
- $Is$ - isentropic value

Superscripts
- $t$ - total conditions
INTRODUCTION

Highly detailed heat transfer data at conditions approximating those in actual engines are needed to verify computational fluid dynamic (CFD) predictive analyses. Accurate local heat transfer predictions are required to improve blade service life and to reduce cooling requirements. Accurate heat transfer measurements for CFD verification require the good spatial resolution of a large-scale facility. The large scale, combined with high Reynolds and Mach numbers, in turn requires high mass flow rates per passage. A linear cascade, with fewer blades than a full annular cascade, provides better spatial resolution for the same overall flow rate. Previous studies have shown that rotor geometries in linear cascades provide good midspan data as compared to their rotating counterparts. See, for example, Baugh et al. (1995) or Guenette et al. (1989). Also, Graziani et al. (1980) studied the effects of thick and thin endwall boundary layers on rotor heat transfer in a low speed linear cascade. Blair (1994) measured heat transfer in a low speed facility on a rotating blade that had the same midspan section as the blade of Graziani et al. (1980). Similar three-dimensional heat transfer patterns were observed at and below midspan of those two tests. Linear cascades can and have also been used to study tip clearance heat transfer, but the current study emphasizes blade data away from the tip region.

Although many turbine applications use film cooling for blade temperature control, data without film cooling are needed to validate predictions of heat transfer coefficients. With film cooling present, differences between the analysis and data could be due to differences in either heat transfer coefficients or in the film effectiveness distribution. Transition influences blade heat transfer, while endwall flows are more likely to be turbulent. Transition is not an issue in film cooled blades, where the film cooling trips the flow to turbulent. However, it is important to accurately predict transition, both for heat transfer on a non-film cooled blade, and for the aerodynamics of the low pressure turbine where heat transfer data can be used to verify transition predictions. Secondary flow effects on heat transfer differ between the blade and endwall.

Aerodynamic and heat transfer data are needed at the same flow conditions to thoroughly understand the flow physics. The objective of the current study is to provide a detailed, high Mach number rotor blade heat transfer data set to CFD code developers and users so that they can better manage the uncertainty associated with heat transfer predictions. The current study, along with the aerodynamic study (Giel et al., 1996a), and the endwall heat transfer study (Giel et al., 1998), provide a complete and detailed data set for CFD code and model validation. A baseline 3-D CFD analysis is included to illustrate where improved modeling is needed.

Along with the studies mentioned above, detailed measurements were reported by Goldstein and Spores (1988) and Goldstein et al. (1995) for rotors in large scale low speed linear cascades. These studies used a naphthalene sublimation technique while Graziani et al. (1980) used heated blade and endwall surfaces. Dunn et al. (1994) measured rotor heat transfer at discrete chordwise and spanwise locations in a shock tube facility at engine-typical gas-to-wall temperature ratios and Mach numbers. These measurements were on engine-size hardware using heat flux gauges. Consequently, the resolution was less than for the large scale facility measurements. Martinez-Botas et al. (1994) used a liquid crystal technique to measure heat transfer for an uncooled stator in a blowdown annular cascade at transonic conditions.

The NASA Glenn Research Center Transonic Turbine Blade Cascade provides heat transfer and aerodynamic data to verify CFD analyses. Data were obtained for eight different flow conditions, and illustrate the effects of varying Reynolds number, exit Mach number, and inlet turbulence. Measurements were made at inlet Reynolds numbers of 0.5 and 1.0 × 10⁶, and exit pressures corresponding to isentropic Mach numbers of 1.0 and 1.3. Tests were conducted at high and low inlet turbulence levels. Twelve blades ensured good periodicity. The axial chord was 12.7 cm. The Reynolds and Mach numbers are relevant to high pressure turbines where heat transfer is critical. Results herein show the effects of shock/boundary layer interactions and of longitudinal vortices on blade heat transfer, which become more significant as Mach numbers and flow turning increase.

The rotor, of constant cross section, is highly loaded with 136 degrees of turning, and an inlet flow angle of 63.6 degrees. The cascade geometry is two-dimensional, but the flows are highly three-dimensional due to thick boundary layers developed on the long cascade inlet. Each boundary layer was one-third of the half-span. The full span-to-axial chord ratio was 1.2. The thick boundary layers and high flow turning resulted in spanwise flow variations as large as those seen in rotating turbines. See, for example, Joslyn and Dring (1992) or Thulin et al. (1982). These variations result from secondary flows, and accurately predicting them is a significant test of a three-dimensional analysis. Tests were done with and without a blown, square bar grid upstream of the blade row.

Using liquid crystals to measure heat transfer gave good spatial resolution. Several versions of liquid crystal measurement techniques have been used for gas turbine related measurements. A transient technique was used by Martinez-Botas et al. (1994), and a steady-state technique was used by Hippensteele et al. (1985). The roughness of the liquid crystals is documented because of its heat transfer importance.
Rotor shape was influenced by both aerodynamic and heat transfer considerations. Predicted rotor profile loss was consistent with current design practice. Arts et al. (1997), Dunn et al. (1994), and Blair (1994) among others, showed midspan rotor blade leading edge heat transfer rates nearly twice the highest values seen elsewhere on the blade. Civinskas et al. (1990) showed heat transfer in this region was reduced using a large leading edge diameter, and aerodynamic losses were not significantly increased. The rotor shape was chosen to achieve acceptable aerodynamics with a lower than typical ratio of peak-to-average heat transfer. This lower peak-to-average heat transfer had a secondary benefit in that measuring heat transfer over a narrower range inherently reduces experimental uncertainty.

DESCRIPTION OF FACILITY

Cascade Description An initial facility description was given by Verhoff et al. (1992). The cascade inlet section was analyzed and redesigned (Giel et al. 1996b) to improve inlet flow pitchwise uniformity. Figure 1 shows an overall view of the redesigned facility. Passage 1 is at the upper left and passage 11 is at the lower right.

High pressure, ambient temperature air was throttled to an inlet total pressure near one atmosphere for the high Reynolds number tests. Low Reynolds number tests had an inlet total pressure near one-half atmosphere. The air discharged into an exhaust header maintained at a nominal pressure of 15.9 kPa (2.3 psia). A valve between the test section and exhaust header was used to maintain the desired exit Mach number. Figure 1 shows the test section mounted on a large disk, which can rotate to vary inlet incidence angle. Results herein were obtained at the design inlet flow angle of 63.6 degrees. Upstream inlet boards were used, but to minimize downstream shock reflections no exit tailboards were used. Thick boundary layers developed in the long inlet section. Aerodynamic probe and blade loading data verified the existence of strongly three-dimensional passage flow.

Blade and cascade details are given in Table 1. The two blades forming passage 5 were instrumented: one for the suction surface and one for the pressure surface with some leading edge overlap. Both endwalls were 6.35 cm (2.50 in.) thick clear acrylic for optical access.
Measurement Blade Description High strength metal blades were fabricated from high-conductivity, oxygen-free copper to withstand large pressure differentials due to high exit Mach numbers. They were undercut by 0.66 mm (0.026 in.) to accommodate a composite low thermal conductivity layer across which heat transfer rates were measured. Figure 2 shows the layer to be 0.15 mm (0.006 in.) of double-faced adhesive film and 0.51 mm (0.020 in.) of neoprene rubber. Liquid crystals were sprayed on the outer surface. The adhesive film and the neoprene rubber were rolled carefully onto the copper surface. The following transient tests were performed to verify uniform bonding of both. A heat gun was used to quickly heat the surface until the liquid crystal yellow line was visible. The surface was then allowed to cool. Any regions with air bubbles trapped in the composite layer responded more slowly to the transient heating and cooling and thus appeared as obvious distortions in the yellow line. The layer in this region was then punctured with a fine hypodermic needle to eliminate the bubble. In another test, the blade heaters were turned on abruptly while the test section was under a vacuum. A spanwise liquid crystal yellow line was observed to move from the thinner sections of the blade slowly towards the thicker sections. The two-dimensionality of this line further verified uniform composite layer bonding.

Cylindrical electrical cartridge heaters extended the entire span of the blades just under the surface. They were positioned to maintain copper temperature uniformity within 0.15°C (0.25°F). Sheathed Type E 0.51 mm (0.020 in.) thermocouples, in copper surface grooves, were used by feedback control circuits and a D.C. power supply to maintain the copper substrate at a uniform temperature. For most flow conditions the midspan copper thermocouple temperature was maintained to within ±0.06°C (±1°F). An additional row of thermocouples at the same surface distances as the midspan row was located 6.4 mm (0.25 in.) from the endwall nearest the cameras. The four thermocouples surrounding any point on the blade were used in a bilinear (s, z) interpolation procedure. This interpolation gave the local $T_{Cu}$ and thus the local heat flux at any surface location, eliminating the need to correct for endwall heat loss.

The composite layer conductance, $k/t$, was calibrated in a separate test. A small rectangular test plate was made of the same copper material and was instrumented with the same thermocouples, adhesive film, neoprene rubber, and liquid crystals that were used in the blade tests. A thin-film electrical heater was bonded to the bottom surface and the current and voltage were carefully monitored to determine the heat flux through the plate. Thermal insulation, thermocouples, and guard heaters were placed on the bottom surface and around all four edges. Compressed air was blown on the surface at various flow rates to in order to vary the external heat transfer coefficient. At each blowing rate, the heater power was adjusted until the liquid crystal yellow line was visible. The conductance was then calculated from the heat flux and the temperature difference between the copper substrate and the liquid crystals. The composite layer conductance, $k/t$, was calibrated as 408 W/m²K, ±5% (82.5 BTU/hr·ft²·R) and was not found to vary significantly over the range of heat fluxes tested. The heat transfer measurement technique was first tested on a circular cylinder in cross-flow, and results agreed with well-established data.

A profilometer measured several 5-mm traces after the liquid crystals were sprayed on. A 60× photomicrograph showed that the profilometer stylus did not alter the crystals. The arithmetic mean roughness was 0.5 μm and the r.m.s. roughness was 7.8 μm. The average spatial frequency of roughness was 10.4 mm⁻¹ so the average peak-to-peak distance was 0.097 mm. The equivalent roughness height was estimated to be 7 μm. The maximum normalized roughness height, $k'/t'$, was estimated to be 3.5, so from a surface roughness standpoint the blade surface was hydraulically smooth. More details of the surface characteristics including digitized traces and surface FFT’s are available from the authors.

Turbulence Grid Description A 74% open area square bar turbulence grid, 6.9 Cf. upstream of the measurement passage, positioned normal to the inlet flow, was used for some tests (see Fig. 1). Square 25 mm (1 in.) tubes, one extending between the inlet boards at midspan, interconnected to three spanwise tubes located on 150 mm centers formed the grid. Balanced air at 965 kPa (125 psig) entered the entire grid through both ends of the spanwise tubes, and exited upstream through 75.3 mm (1/8 inch) diameter holes. The holes were spaced uniformly on 12.7 mm (1/2 inch) centers with 11 on each spanwise tube and 42 on the tube extending between the inlet boards. Each row of holes was centered on its respective square tube. The flow from each hole directly opposed the mainstream flow. Total mass flow from the grid was 0.65 kg/s (1.4 lbm/s) for all cases, corresponding to 5% of the cascade mass flow at $Re_{in} = 1.0 \times 10^6$. This grid was used in a previous end-wall heat transfer study (see Giel et al., 1998), but with no grid air. Boyle et al. (1998a) showed that upstream blowing produced a more uniform mean and fluctuating flow field compared to an unblown grid.

MEASUREMENT TECHNIQUES

Inlet Flow Measurements Aerodynamic probe measurements were made on a plane one axial chord upstream of the blade leading edge plane. In the pitch-
wise direction, the measurements covered the primary heat transfer measurement passage, passage 5, and half of the adjacent passages 4 and 6. Spanwise, the measurements started near the endwall, $z/span = 0.042$, and extended to midspan, $z/span = 0.50$. Time mean flow measurements were made with a calibrated 5-hole pitch-yaw probe. Details of the measurement techniques are given by Giel et al. (1996a). Turbulence intensity and integral length scale were measured with a single 5 μm hot wire. The wire output voltage was calibrated against a density-velocity product in a free air jet; this compensated for the fact that pressure in the rig was lower than atmospheric. Data was recorded at a sampling frequency of 76.2 kHz with an antialiasing filter cutoff frequency of 25.4 kHz. 1048576 data points were recorded for each length scale. The data was analyzed in 32768 blocks with 50% overlap. This resulted in a lowest distinguishable frequency of 2.3 Hz. The resulting 63 autocorrelations were then averaged and the result fit with an exponential curve of the form $r(t) = \exp(-C^2t)$. Length scale was then computed as $L_x = U_{arg}/C$ as discussed in Van Fossen et al. (1995).

**Blade Static Pressure Measurements**

Surface static pressures were measured using a separate blade set. The two blades forming passage 5 were instrumented with 149 static pressure taps on 9 spanwise planes extending over the entire blade span. Details of the blade static pressure measurements are given by Giel et al. (1996a).

**Heat Transfer Measurements**

An array of dots, visible through the liquid crystals, were first painted on the outer surface. Next, two micro-encapsulated chiral nematic liquid crystals with different yellow-band temperatures were mixed and sprayed onto the surfaces, and onto a separate instrumented calibration plate to determine their temperature characteristics. Moffat (1990) showed that micro-encapsulated crystals are less sensitive to illuminating and viewing angles than non-encapsulated crystals. No differences in isotherm location were detected between overlapping photographs.

Two liquid crystals, each with a full color bandwidth of ±1°C, were used due to surface temperature limits. Low surface temperatures give high uncertainty, and high surface temperatures cause the neoprene to separate from the surface. The higher temperature crystal measured low Stanton number regions and the lower temperature crystal measured high Stanton number regions. For an inlet air temperature of $18^\circ C (65^\circ F)$, crystal temperatures of $38.1^\circ C (100.6^\circ F)$, and $48.1^\circ C (118.5^\circ F)$ were used. In regions where data were available from both crystals, agreement between the crystals verified that the correct definition of Stanton number was used and that the adiabatic wall temperature was reasonably accurate.

**Fig. 3 Sample digitized liquid crystal data distribution**

(Re$_W$ = $0.5 \times 10^5$; $M_{st}$ = 1.32; no grid)

When steady state was achieved, four 35 mm color slide cameras photographed the blade surface. Each camera viewed a subset of the blade surface, with some overlap between camera views. High speed photographic strobes were used to prevent radiative heating of the liquid crystals. The photographic slides were projected onto paper marked with the same dot pattern as on the blades. Slide image dot patterns were aligned with the paper dot patterns. Drawings of the isotherms were made for each camera and crystal temperature. These lines were digitized, with between 2000 to 5000 digitized points for each flow condition. Each point was mapped onto the unwrapped blade coordinates, and the mapping corrected for distortions due to blade curvature. Typically, 20 heater settings covered the full range of surface Stanton numbers. Figure 3 shows a sample digitized data distribution. Gray areas are regions with no available data because of shadowing from other surfaces.

The local surface heat flux, $q''$, was corrected for radiative heat transfer loss:

$$q'' = \frac{(k/l)(T_{cw} - T_{ic}) - \epsilon 0.98(T_{ic}^4 - T_{aw}^4)}{\rho u U_{in} \rho_{in} C_p(T_{in} - T_{aw})}$$

With $\epsilon = 0.98$, radiative losses were at most 6% of the net heat flux and typically much less. Variations in the radiative sink temperatures from $T_{aw}$ to between the exit adiabatic wall temperature and the inlet total temperature produced no significant variations in Stanton numbers. The Stanton number, $St$, was defined as follows:

$$St = q''/\rho u U_{in} \rho_{in} C_p(T_{in} - T_{aw})$$

The local adiabatic wall temperature, $T_{aw}$, is:

$$\frac{T_{aw}}{T_{in}^*} = r + \frac{1 - r}{1 + 0.5(\gamma - 1)f^*}$$

These definitions ensure that the measured Stanton number is independent of liquid crystal crystal temperature. The inlet total temperature, $T_{in}^*$, was measured by two probes located one axial chord upstream of the blades. The isentropic Mach number, $M_{st}$, was determined from CFD calculations, and a recovery factor of $r = Pr^{1/3}$ was used everywhere.
Uncertainty Analysis An uncertainty analysis was performed using the method of Kline and McClintock (1953). The major sources of uncertainty are the conductance of the low conductivity layer, \( \delta (k/t)/(k/t) = \pm 5\% \); the adiabatic wall temperature, \( \delta T_{aw} = \pm 0.6^\circ C \) (\( \pm 1.0^\circ F \)); the liquid crystal temperature, \( \delta T_c = \pm 0.3^\circ C \) (\( \pm 0.5^\circ F \)); and the copper substrate temperature, \( \delta T_{cu} = \pm 0.3^\circ C \) (\( \pm 0.5^\circ F \)). The uncertainty in \( T_{aw} \) assumes no uncertainty in the recovery factor, \( r \), although it is not precisely known as shown by Schlichting (1979). The overall uncertainty in \( St \) was determined to be less than 13%. This maximum uncertainty is in regions of Stanton number less than 1 \( \times 10^{-3} \). For Stanton numbers greater than 2 \( \times 10^{-3} \) the uncertainty is less than 8%. Another possible source of bias uncertainty with this method is two-dimensional conduction within the low conductivity layer in regions of high spatial Stanton number gradients. A conduction analysis was performed to examine this error. It was found that the distance from the minimum to the maximum temperature in the region of largest spatial gradient was over 10 times the thickness of the low conductivity layer. A gradient of this magnitude was found to have virtually no adverse impact on the measurements.

CFD ANALYSIS

To illustrate where analysis improvements are needed, baseline CFD results were done using the three-dimensional Navier-Stokes analysis code, RV/C3D, described by Chima and Yokota (1990) and by Chima (1991). C-type grids were generated using the method of Arnone et al. (1992). Predictions were made using a 289 \( \times 49 \times 49 \) grid with a near wall spacing, \( y^+ < 1 \). A uniform wall temperature was specified.

A two-layer algebraic turbulence model, described by Chima et al. (1993), was used. The \( tanh \) blending between the inner and outer layers was modified to give better agreement with the data. The turbulent eddy viscosity is given by: \( \mu_t = F \mu_{to} \tanh(\mu_{TI}/\mu_{TO}) \). Subscripts \( TI \) and \( TO \) refer to the inner and outer layers. In the unmodified blending \( F = 1 \). Since the \( \tanh(1) = 0.76 \), this \( \mu_t \) is less than either the inner or outer value when both are equal. Other formulations, such as the Baldwin-Lomax model rely on an abrupt change between the inner and outer regions. In the modified blending \( F = \sqrt{1 + \text{min}((\mu_{TI}/\mu_{TO})^2, (\mu_{TO}/\mu_{TI})^2)} \). Figure 4 compares the original and modified \( tanh \) blending with an abrupt crossover model. The difference between the modified blending and the abrupt crossover model is small when \( \mu_{TI} < \mu_{TO} \), the near wall region. However, the modified \( tanh \) blending is higher after the crossover point, but rapidly returns to the outer layer value.

Transition start was specified using Mayle’s (1991) model. \( Tu \) at transition start was the upstream \( Tu \) times the ratio of the upstream velocity to the local isentropic velocity. The transition length model of Boyle and Simon (1998b), an extension of the one by Solomon et al. (1995) to include Mach number effects, was used.

MEASUREMENT RESULTS

Inlet Flow Measurements Inlet mean flow and turbulence quantities measured one axial chord upstream of the blades are shown in Fig. 5. With no turbulence grid in place, the turbulence intensity was spatially uniform with values of 0.5% at \( Re_{in} = 0.5 \times 10^6 \) and 0.25% at \( Re_{in} = 1.0 \times 10^6 \).
seen by comparing alternate pairs of figures. Reynolds numbers were used for heat transfer data reduction because some of the adjacent blade to impinge on the suction surface. Heat transfer is enhanced by the relatively cool secondary flow fluid impinging on the endwall regions of the suction surface. The vortices lift off the endwall and approach midspan. Previous measurements showed the vortices exit the rotor at approximately 25% span. The throat is located at \( s/span = 1.046 \) on the suction surface. The supersonic exit flow causes an oblique shock from the trailing edge of the adjacent blade to impinge on the suction surface.

The effects of the shock/boundary layer interaction are evident at \( s/span = 1.3 \). The shock impingement causes a thickening of the boundary layer resulting in lower heat transfer. After the shock, secondary flows again cause higher heat transfer rates near the endwall. The Stanton number then decreases as the suction surface boundary layer again grows as the flow approaches the trailing edge.

Figure 7(b) shows the results for Case 2, which differs from the previous one by a reduction in exit Mach number from 1.32 to 0.98. The measurements show, as expected, that the heat transfer on the pressure surface and on the suction surface upstream of the throat are the same for these two cases to within the experimental uncertainty. Downstream of the throat, however, no shock is present to interrupt the suction surface boundary layer and the Stanton number contours continue smoothly to the trailing edge. The secondary flow effects on heat transfer are similar to those observed by Graziani et al. (1980) and by Blair (1994) in the region between the hub and midspan.

Figure 7(c) shows measurements also taken at \( Re_{in} = 0.5 \times 10^5 \) and at \( M_{ex} = 1.32 \), but with no inlet turbulence. 

**Table 2 Description of blade heat transfer cases**

<table>
<thead>
<tr>
<th>Case</th>
<th>( Re_{in} )</th>
<th>( M_{ex} )</th>
<th>( Tu ) grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( 0.502 \pm 0.003 \times 10^6 )</td>
<td>1.322 ( \pm 0.003 )</td>
<td>yes</td>
</tr>
<tr>
<td>2</td>
<td>( 0.500 \pm 0.002 \times 10^6 )</td>
<td>0.985 ( \pm 0.001 )</td>
<td>yes</td>
</tr>
<tr>
<td>3</td>
<td>( 0.498 \pm 0.005 \times 10^6 )</td>
<td>1.313 ( \pm 0.003 )</td>
<td>no</td>
</tr>
<tr>
<td>4</td>
<td>( 0.488 \pm 0.001 \times 10^6 )</td>
<td>0.992 ( \pm 0.001 )</td>
<td>no</td>
</tr>
<tr>
<td>5</td>
<td>( 1.003 \pm 0.007 \times 10^6 )</td>
<td>1.322 ( \pm 0.001 )</td>
<td>yes</td>
</tr>
<tr>
<td>6</td>
<td>( 1.006 \pm 0.002 \times 10^6 )</td>
<td>0.981 ( \pm 0.001 )</td>
<td>yes</td>
</tr>
<tr>
<td>7</td>
<td>( 0.999 \pm 0.003 \times 10^6 )</td>
<td>1.314 ( \pm 0.001 )</td>
<td>no</td>
</tr>
<tr>
<td>8</td>
<td>( 0.989 \pm 0.003 \times 10^6 )</td>
<td>0.998 ( \pm 0.001 )</td>
<td>no</td>
</tr>
</tbody>
</table>

(all repeatibilities based on 95% confidence limits)
grid. The absence of an upstream grid results in thicker endwall boundary layers, leading to more pronounced secondary flow effects near the pressure surface endwall. Away from the endwalls, Stanton numbers are reduced by one-third to one-half. The pressure surface heat transfer is laminar-like, consistent with low turbulence level and strong favorable pressure gradients. As reported by Baughn et al. (1995), the pressure surface liquid crystal traces were far more nonuniform than those obtained with the grid. The traces had a finger-like appearance.

The width and spanwise extent of the stagnation region contour line of \( St = 6 \times 10^{-3} \) are both reduced over those of Case 1. The width reduction indicates a reduction in the peak heat transfer, as is expected with reduced freestream turbulence. The reduction in spanwise extent results from the thicker inlet endwall boundary layers.

No transition is observed between the stagnation region and the adverse pressure region on the suction surface. The adverse pressure gradient causes the laminar boundary layer to grow rapidly and to possibly separate. The heat transfer reaches a minimum, \( St < 1 \times 10^{-3} \), over a significant portion of the span. The induced freestream turbulence from the secondary flows is apparently sufficient to trip the flow near the endwalls thus preventing separation. The flow appears to separate, or to have the characteristics of a very abrupt transition. The transition, or separation combined with a flow reattachment, causes an extremely high gradient in Stanton number. The levels increase from less than \( 1 \times 10^{-3} \) to over \( 7 \times 10^{-3} \) in a streamwise distance less than one-tenth of the span.
Rivir et al. (1994) observed a similar sharp increase in heat transfer in a reattachment region downstream of a turbulent separation bubble. Further downstream, the Stanton number distribution of this no-grid case looks remarkably like that of the turbulence grid case. Case 1. Downstream of the shock, the levels are again generally in agreement with Case 1, but the distribution is much more distorted. Although the midspan symmetry appears to be quite good, the figure shows that two-dimensional midspan calculations would be inappropriate without accounting for midspan inflow.

Figure 7(d) shows the measurement results for a sonic exit case, Case 4. Again, $Re_{in} = 0.5 \times 10^6$ with no grid present. Again, there is excellent agreement with the previous supersonic exit case on the pressure surface and on the suction surface upstream of the throat. Downstream of the throat, the contour lines generally follow the streamwise direction but again were more distorted than those of the turbulence grid case.

Figure 7(e) shows the results of the first $Re_{in} = 1.0 \times 10^6$ case, Case 5. The turbulence grid was installed and the exit was supersonic. Comparing this case to Case 1 shows the effects of increased Reynolds number on heat transfer. The effects are small on the pressure surface because high freestream turbulence gives early transition at either Reynolds number. As expected, the peak stagnation Stanton number is reduced about 20% with increased Reynolds number. Around midspan the high freestream turbulence and high Reynolds number cause very early suction surface transition, and $St$ levels are hardly reduced from their peak stagnation region levels. The $St$ levels decrease slightly as the suction surface boundary layer thickens. Because the flow is highly turbulent by this point, the slight adverse pressure gradient near $s/span = 0.5$ has almost no effect on the heat transfer, and $St$ levels remain at about $4 \times 10^{-3}$ until the shock impingement location. The core region following the shock impingement location again appears to be independent of Reynolds number, taking on values of about $3 \times 10^{-3}$. Near the endwall the Stanton number levels are nearly independent of Reynolds number. Recall however, that for equivalent Stanton numbers, doubling the Reynolds number doubles the heat transfer coefficient.

The measurement results for this case clearly verify that the blade design objective of more uniform heat transfer rates over the blade surface has been successfully met. Those design objectives are most relevant for this case because the high Reynolds number and the high freestream turbulence levels are most similar to a high pressure turbine rotor operating environment.

Comparing Fig. 7(f) to Fig. 7(e) shows the effects of exit Mach number on the heat transfer for two cases with $Re_{in} = 1.0 \times 10^6$ and with an inlet turbulence grid. The peak stagnation values for this case were just under $5 \times 10^{-3}$ while for Case 5 they were just over $5 \times 10^{-3}$. The two cases again look very similar on the pressure surface and upstream of the throat on the suction surface. Downstream of the throat, the contour lines again generally follow the streamwise direction.

Figure 7(g) shows the results at $Re_{in} = 1.0 \times 10^6$, $M_e = 1.32$, with no turbulence grid. The peak stagnation region Stanton number is just under $4 \times 10^{-3}$. The pressure surface is transitional because of the high Reynolds number. Suction surface transition is more complicated than any of the previous cases. At about 30%, 50%, and 70% span, the flow starts to transition just downstream of the stagnation region and continues the transition process relatively slowly. At 40% and 60% span however, the flow remains laminar until it reaches the slight adverse pressure gradient at $s/span = 0.54$ where it appears to separate, then reattach and become fully turbulent. The behavior at these two discrete spanwise locations resembles that of the entire core region of the $Re_{in} = 0.5 \times 10^6$, no grid cases. The most likely cause of the relatively early transition spots was the dots painted on the surface at 33%, 50%, and 67% span at $s/span = 0.33$. The dots were barely perceptible to the touch, but the high Reynolds numbers apparently made the boundary layer very sensitive to small disturbances. Following this region, the Stanton number contours again resemble all of the other supersonic exit cases.

Figure 7(h) shows that the pressure surface and the suction surface upstream of the throat again agree very well with the previous supersonic exit case. Downstream of the throat, the Stanton number contours again follow the streamwise direction.

The measurement technique produces a blade surface that is not uniform in either surface temperature or surface heat flux. A sample non-dimensional blade surface temperature, $\theta$, is shown in Fig. 8 for the Case 3 which had the largest $\theta$ variation. $\theta$ is independent of the particular measurement temperatures and is inversely proportional to the Stanton number, so that boundary conditions for all cases can be found from the Stanton numbers.

![Figure 8 Sample nondimensional surface temperature, $\theta$](image)
An example using Case 3 (Fig. 7c) will now be discussed to relate actual temperatures to values of $\theta$. Measurements near the stagnation region with $T_{\infty}/T_{in} = 1.09$ showed $St = 6.1 \times 10^{-3}$ and $\theta = 1.09$. These measurements required a copper temperature of $T_{\infty}/T_{in} = 1.18$. Because the copper temperature was essentially uniform, regions of low heat transfer had higher surface temperatures. For example, in the separated flow region the minimum Stanton number was approximately $0.7 \times 10^{-3}$, $\theta$ here was approximately $8.6$, resulting in a surface temperature of $T_{surf} = T_{in} = 1.16$. Had these measurements been made with a uniform heat flux technique, the surface temperature in the low $St$ region would have been approximately $T_{surf}/T_{in} = 1.73$, showing that the present measurement technique produces a thermal boundary condition much closer to a uniform surface temperature than a uniform heat flux.

The liquid crystal Stanton number data were interpolated onto lines at $z/span = 0.10$, $0.25$, and $0.50$. Line plots of this data are shown in Figs. 9(a) through 9(h). The contour plots of Fig. 7 show overall trends and spanwise variations, but line plots can be useful for extracting more details of the data. Computational results at the same spanwise locations are also shown in the figures.
Some general comments can be made that are common to all of the cases presented above. First, the peak stagnation heat transfer occurs to the suction side of the geometric stagnation line, in contrast to the aerodynamic stagnation line which is slightly towards the pressure surface. Second, Stanton numbers of $3 \times 10^{-3}$ were observed in the shock impingement region of all supersonic exit cases, regardless of Reynolds number or turbulence grid. Third, secondary flows significantly increase suction surface heat transfer rates near the endwalls. Fourth, the data with the grid in place was smoother than the no-grid data, which was felt to be due to the strong mixing effects of the freestream turbulence. Finally, excellent midspan symmetry is observed.

**COMPUTATIONAL HEAT TRANSFER**

The predicted heat transfer rates are shown in Figs. 10(a) through 10(h) in the same order as the experimental data. The analysis assumed midspan symmetry, but full span solutions are shown for comparisons with data. An inlet $Tu = 8\%$ was used for predictions with the grid installed, and $Tu = 1\%$ for the no grid cases.

**Low Reynolds number comparisons** Figure 10(a) shows results for $Re_{in} = 0.5 \times 10^6$, $M_{ex} = 1.32$, and with the grid. In the analysis, the turbulence intensity affected start of transition and gave increased laminar region heat transfer. Leading edge and nearby suction surface heat transfer are well predicted. The analysis and data both show suction surface minimums near $s/span = 0.5$. The minimum experimental Stanton number in this region is
3 × 10⁻³. At s/span = 0.5 predictions show a region at this level, and a minimum at 2.5 × 10⁻³ close to one quarter span. The midspan peak Stanton number of 4 × 10⁻³ is downstream of the experimental peak, indicating the transition length is overpredicted. However, overall the agreement with the data in the transition region is good. At s/span = 0.5 a high heat transfer region forms near the endwall. This region expands downstream consistent with the data. The peak experimental Stanton number is 7 × 10⁻³, while the peak predicted value is 6.5 × 10⁻³. Heat transfer behavior in this region is due to secondary flows as discussed by Goldstein et al. (1995), and is not just due to cross channel flows passing over the unheated endwall. An analysis with the blade and endwall both heated showed blade heat transfer very similar to the predictions. The effect of the shock on the heat transfer is clearly seen, as it was in the data. After the shock, the predicted midspan heat transfer decreases, but this is not seen in the data. Close to the endwalls both the analysis and the data show regions of increased heat transfer after the shock. The peak computed value in this region is 4.5 × 10⁻³, while the peak data value was 5 × 10⁻³.

Both the computations and experiment show a very rapid decrease in pressure surface heat transfer away from the leading edge. The minimum experimental contour level is 4 × 10⁻³, and encompasses nearly two thirds of the pressure surface. The absolute minimum measured pressure surface Stanton number was close to 3 × 10⁻³. Except close to the endwall, the minimum predicted Stanton number is 2.5 × 10⁻³. Transition was predicted to begin at close to 30% of the surface distance, and was not complete until after 50% of the surface distance. Underpredicting the minimum Stanton number appears to imply a poor start of transition prediction. However, if the analysis underpredicted the effects of freestream turbulence on the pressure surface heat transfer, it would also underpredict the heat transfer, even if the start and length of transition were correctly predicted. Close to the endwall at 40% of the pressure surface distance a region of low heat transfer is predicted, but is not seen in the data. At close to 90% of the surface distance there are Stanton number levels of 5 × 10⁻³ in both the experimental and computational contours.

Figure 10(b) shows predictions for the lower exit Mach number case. A change in heat transfer is only seen from the throat region to the trailing edge of the suction surface. At this lower Mach number there is little evidence that the much weaker shock affects the heat transfer. Over the last 40% of the suction surface the Stanton number lines are nearly horizontal. This location is governed by the cascade aspect ratio. The cascade symmetry forces the secondary and vortex flows to stop moving closer to midspan at some chordwise location. Close to midspan the analysis shows lower than measured heat transfer. In addition to a deficiency in the turbulence modeling, the analysis could be overpredicting the amount of secondary flows forced into the midspan region, giving a thicker boundary layer and reduced heat transfer.

Figure 10(c) shows heat transfer levels on the pressure surface, and the suction surface prior to transition. are affected when the grid is absent. The pressure surface heat transfer is much lower at the 1% inlet T/μ level. At the leading edge the midspan Stanton number is slightly less than 4.5 × 10⁻³. This corresponds to a Frossling number, Nu_d/√Re_d, of 1.04. The experimental leading edge Frossling number is higher, 1.39. There is no mechanism for the model to augment the heat transfer at low turbulence intensity, so the analysis gives the same result as laminar flow at the stagnation point of a cylinder. The calculations predicted laminar flow on the pressure surface. In the experimental data there is a large pressure surface area enclosed within the St = 2 × 10⁻³ contour. In the calculations there is a minimum contour of 1.5 × 10⁻³ and at midspan it extends into the region where the experimental data show increased heat transfer. Closer to the pressure surface trailing edge the experimental Stanton number level is 3 × 10⁻³, while the calculated value is only 2 × 10⁻³. These results indicate that there is a mechanism increasing the pressure surface heat transfer that the analysis does not account for.

Suction surface heat transfer also differs between the high and low T/μ cases due to turbulence modifying the transition start location. Data show a minimum Stanton number contour of 1 × 10⁻³. The prediction shows a minimum contour level of 1.5 × 10⁻³, enclosing a somewhat larger area. The start of transition is accurately predicted. Prior to transition, the suction surface of the blade shows the same relative behavior as the pressure surface. In these laminar regions the predicted heat transfer is lower than the data.

In the midspan region, after the minimum suction surface heat transfer, the predicted heat transfer shows a much lower peak than the data. These differences may be due to flow separation and reattachment, rather than transition. The analysis predicted a low shear value at the start of transition, and a very short transition region caused by the adverse pressure gradient. If the actual transition was slightly later than predicted, separation would have occurred. Very high heat transfer is expected at reattachment. The experimental heat transfer shows two small contour areas above and below midspan at a level of St = 7 × 10⁻³. The analysis showed a contour level in the same region between 3.5 × 10⁻³ and 4.0 × 10⁻³. The algebraic turbulence model used did not correctly predict the heat transfer in this region, and improved
turbulence models should give better agreement. Calculations were done with the wall temperatures varying in the same manner as that shown in Fig. 8, but did not improve the agreement with data.

The increased near-endwall heat transfer due to secondary flows is very similar to the no grid case, and is well predicted. The peak predicted Stanton number is \(6.5 \times 10^{-3}\), while the peak measured value is \(7 \times 10^{-3}\). The behavior in the shock impingement region is also well predicted. Both data and predictions show contour levels of \(3 \times 10^{-3}\). Downstream of the shock, near midspan, the data show Stanton number levels above \(4 \times 10^{-3}\). The prediction shows a decrease in heat transfer towards the trailing edge. This behavior is similar to that for the corresponding high \(Tu\) case. Away from midspan the grid case data show a higher average heat transfer level, and a more chaotic distribution. The analysis, however, shows similar behavior but at a slightly lower level. The surface pressure distributions were the same for the high and low \(Tu\) analyses. There was no mechanism in the analysis that would account for higher freestream turbulence after the flow was fully turbulent.

Figure 10(d) shows that decreasing Mach number from 1.32 to 0.98 for the no grid case resulted in changes similar to those for the same Mach number change at the high \(Tu\) grid case.

High Reynolds number comparisons The primary effect of increasing the Reynolds number by a factor of two on the heat transfer distribution is to change the transition location. Prior to transition the Stanton number is expected to decrease by \(\sqrt{2}\) when the Reynolds number is doubled. For fully turbulent flow the Stanton number is expected to decrease by 13% when the Reynolds number is doubled, assuming \(St \propto Re^{-0.2}\).

The first comparison is between the two Reynolds numbers at \(M_x = 1.32\) and the grid installed. Figure 10(e) shows that downstream of the leading edge on the suction surface the Stanton number is higher for the higher Reynolds number, as it is in the data. This is due to transition moving forward at the higher \(Re\). The leading edge heat transfer decreases only by about 15%. However, this is consistent with the high turbulence intensity and high \(Re_d\). The correlation of Van Fossen et al. (1995) predicts a 26% reduction in \(St\) due to the change in Reynolds number. However, the correlation also predicts that at higher Frossling numbers, seen in the data, the effect of a Reynolds number variation is less. Elsewhere on the blade, the change in Stanton number is as expected. The flow is turbulent, and there is a decrease of 10-20% in the Stanton number when the Reynolds number is doubled.

Comparing Figs. 10(e) and 10(f) shows the same heat transfer changes at the high Reynolds number for a Mach number change as were seen at the low Reynolds number. Overall, the agreement with the data is good. However, again the predictions show too low a heat transfer on the suction surface midspan region downstream of the throat.

Figure 10(g) shows that, with no grid in place, instead of decreased \(St\) when \(Re\) doubles, the Stanton number more than doubles near the pressure surface trailing edge. This is due to transition. At the lower Reynolds number, pressure surface transition did not occur. At the higher Reynolds number transition was predicted to begin near 30% of pressure surface distance, and end at 60% of the surface distance. This is consistent with the experimental data, although the change in \(St\) is not as dramatic in the data. Suction surface transition was predicted to occur at nearly the same location for both Reynolds numbers. Prior to transition the lower Reynolds number had a region between \(St = 1.5\) and \(2 \times 10^{-3}\). For the higher Reynolds number the same region shows Stanton numbers less than \(1.5 \times 10^{-3}\). This is consistent with what one would expect for laminar flow. Figure 10(h) shows that the change in Stanton number with decreased Mach number is the same at both Reynolds numbers.

Overall the analysis underpredicts the heat transfer, which may be partly due to differences in the manner in which the heat transfer coefficient was defined. For consistency with the experimental data the Stanton numbers are based on the wall heat flux divided by the difference between the wall temperature and the adiabatic wall temperature. The same adiabatic wall temperature distribution was used to determine the experimental and computational Stanton numbers. Therefore, differences are due to differences in the wall heat flux. Calculations were done with different wall temperatures. From the resultant heat fluxes the adiabatic wall temperature was calculated for each grid point on the blade surface. The recovery factor determined from the Navier-Stokes analysis was closer to unity than the recovery factor used to calculate the Stanton numbers. The recovery factor was also greater than most of the recovery factors given by Schlichting (1979). If the inlet total temperature was used to calculate Stanton numbers instead of the local adiabatic wall temperature, predicted Stanton numbers would be up to 40% higher. Differences arising from differences in the recovery factor only help to explain differences in the suction surface heat transfer. Only heat transfer in high Mach number regions is affected by variations in the recovery factor.
SUMMARY AND CONCLUSIONS

The primary effect of a factor of two variation in Reynolds number was to move the transition locations. For the low inlet turbulence intensity cases, flow on the suction surface remained laminar up to an adverse pressure gradient region. Subsequently, the Stanton number rose rapidly to a high level. At low Tu, pressure surface transition was observed at high, but not at low, Reynolds numbers. The shock in the supersonic exit cases impinged on the suction surface, where measurements and calculations showed Stanton number levels of $3 \times 10^{-3}$ independent of Reynolds number and turbulence grid. The subsonic cases showed Stanton number contours generally following the expected streamlines and remaining unchanged after the throat. The data showed that the turbulence grid increased leading edge heat transfer and moved the transition locations forward. For the high Reynolds number and turbulence grid case the suction surface transition moved almost to the stagnation point.

Even with high turbulence the midspan leading edge heat transfer did not greatly exceed that seen elsewhere along midspan. The good spatial resolution due to the large scale and the liquid crystal technique allowed the secondary flow effects to be clearly quantified.

Comparing computational and experimental results illustrated regions of good agreement and regions where modeling improvements are needed. Transition was well predicted, as were the effects of secondary flows on the suction surface heat transfer. High heat transfer in the near endwall region was well predicted. The leading edge heat transfer was well predicted for the high turbulence intensity cases, but was underpredicted for the low turbulence intensity cases. For the low Reynolds number, no grid cases, the analysis predicted a very short suction surface transition region, due to an adverse pressure gradient. Experimentally, the laminar flow may have separated and reattached rather than smoothly transitioned, which may be the reason that the analysis underpredicted the heat transfer. The analysis also underpredicted the heat transfer near midspan downstream of the throat on the suction surface. This could be due to turbulence model deficiencies, or an overprediction of the amount of fluid forced into the midspan region by secondary flows. The latter would cause the calculated midspan boundary layer to be thicker than the experimental one, leading to lower heat transfer.

The blade heat transfer data presented here, the endwall heat transfer data of Giel et al. (1998), along with the aerodynamic data of Giel et al. (1996a) comprise a complete set of data for CFD code and model validation.

Electronic data tabulations for all eight cases, including raw digitized data to allow contour plotting at any level, are available upon request.
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Detailed heat transfer measurements and predictions are given for a turbine rotor with 136° of turning and an axial chord of 12.7 cm. Data were obtained for inlet Reynolds numbers of 0.5 and 1.0×10⁶, for isentropic exit Mach numbers of 1.0 and 1.3, and for inlet turbulence intensities of 0.25% and 7.0%. Measurements were made in a linear cascade having a highly three-dimensional flow field resulting from thick inlet boundary layers. The purpose of the work is to provide benchmark quality data for three-dimensional CFD code and model verification. Data were obtained by a steady-state technique using a heated, isothermal blade. Heat fluxes were determined from a calibrated resistance layer in conjunction with a surface temperature measured by calibrated liquid crystals. The results show the effects of strong secondary vortical flows, laminar-to-turbulent transition, shock impingement, and increased inlet turbulence on the surface heat transfer.