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1. New DSMC Procedures

(a) Transient adaptive sub-cells

Several recent applications of the DSMC method have shown that unsteady two-dimensional flows can now be studied without resorting to ensemble averaging. For Knudsen numbers well under 0.01, this requires the flow output to be based on computational cells that are large in comparison with the mean free path. However, a basic requirement of the DSMC method is that the mean spacing between collision partners should be small in comparison with the local mean free path. The two requirements can be reconciled by the specification of a large number of sub-cells in each cell. Sub-cells are required only by the collision routine and the latest DSMC programs employ ‘transient’ sub-cells in the form of a rectangular grid that is temporarily overlaid on each computational cell when collisions are to be calculated. The number of divisions in each cell is adapted to the number of simulated molecules in the cell at the time such that there is only one or two molecules in each grid location. The molecules are indexed to this grid in the usual way and the selection process effectively yields nearest-neighbor collisions in a computationally efficient manner.

These transient adaptive sub-cells have been implemented in Version 3 of the DS2G program and have proved to be highly advantageous. Not only is less computation time and memory required for a given mean separation distance of the collision partners, but the new procedures lead to far smaller separation distances than the smallest possible distances with the traditional sub-cells. A further advantage is that the user is not only relieved of the responsibility for choosing the sub-cell size, but there is no longer a need to set different cell and sub-cell sizes over complex flowfields. Instead, the smallest possible spacing of the collision partners is automatically achieved in all regions of the flowfield.

In order to check the efficacy of the transient sub-cells in the DS2G program, diagnostic output was added to the TECPLLOT file for the flowfield properties. This displayed the ratio of the local mean separation between collision partners to the local mean free path. The ratio of the time step to the local mean collision time was also displayed and this highlighted a problem that has been well known, particularly for hypersonic flows with large variations in density. If the time step is smaller than the mean collision time in the regions of highest density and/or temperature, it is much smaller than the values that are needed in the other regions of the flowfield and the calculation is inefficient. This has led to a tendency to set an excessively high time step. The general guideline is to set the time step such that the number of collisions in the step is about one quarter the number of simulated molecules, but the diagnostic output showed that this is much too large for problems with large variations in density or temperature. Cell-dependent time steps have been successfully employed by some workers, but these lead to problems with efficient programs that do not calculate trajectory intersections with cell boundaries.
(b) **Molecule and cell dependent time steps**

New procedures have been introduced that make the time step *vary with every molecule as well as with every cell*. To this end, separate time variables are associated with every molecule and every cell. The procedures keep all these variables concurrent with the overall time variable.

The overall time variable is advanced in very small time steps, but only a small fraction of the molecules are moved and collisions are calculated in only a small fraction of the cells at any one time step. The mean collision time is kept for each cell and collisions in a cell appropriate to a time interval of 0.3×the local mean collision time are calculated whenever the cell time variable falls 0.15×the local mean collision time behind the overall flow time. Similarly, a molecule will generally be moved through 0.3×the mean collision time of its current cell when its time variable falls 0.15×this local mean collision time behind the overall flow time. However, there may be other constraints on the length of the molecule time step based. These include the well-established limit on the time step near the axis when “two-dimensional logic” is employed in axially symmetric calculations. Also, the logic can often be simplified if there is a molecule velocity dependent restriction that limits the distance that a molecule can move in a single step. The step through which the overall time is advanced is kept under 0.15×the minimum mean collision time in any cell. The values of these multiples will be optimized as experience is gained with the new procedures.

Because of the very small overall time step and the small number of cells for which collisions are calculated at each step, the implementation of the traditional indexing routine at each step would involve a prohibitive computational effort. This problem has been solved through the introduction of “bi-directional” indexing. The traditional index array is comprised of the molecule numbers in order of the cells. If the address of the corresponding entry in this array is stored for each molecule, the indexing may be kept up to date continuously as molecules move from cell to cell. The index array must also be extended with sufficient free space between cells to cope with the fluctuations in the number of molecules in individual cells. Some general rearrangement takes place from time to time to allow for particularly large fluctuations or systematic changes in the distribution of molecules. An additional but minor change is that the entering molecule flux must be associated with the cells and the entry of new molecules must occur during the collision routine rather than during the move routine. In many other procedures, the ability to assign different times to molecules leads to a simplification of the program.

These new procedures have been implemented in a “test” version of the DS2G program. The computational speed of the first demonstration case increased by a factor of more than three. This was for a flow with a stream Mach number of two and a realistic hypersonic test case showed a speed gain factor between four and five. Other test cases, such as uniform flows, were calculated and there was no sign of undesirable side effects.

The new procedures are not only more efficient but, because of the automatic setting of the time step, it is no longer possible for this to be incorrectly specified. The transient-adaptive sub-cells effectively prevent the incorrect setting of cell size and a poor calculation can be made only if the total number of simulated molecule is too small. This could cause the mean separation of collision partners to exceed the local free path but, since this is continuously checked, the program can be made to stop if a bad calculation is attempted. These new procedures enable DSMC programs to be made foolproof.
2. The DS3W and DS2A Programs

The introduction of the transient-adaptive sub-cells permits the use of the simplest possible cell structure – a uniform rectangular grid. However, there are difficulties when a thin body causes sections of a single rectangular element to be on the opposite sides of the body. In addition, there are demonstrable advantages at low Knudsen numbers in having surface cells that conform to the geometry. The solution is to wrap cells layers of uniform thickness around all surfaces, with the total depth of this surface cell layer set to be larger than the basic rectangular cell size. This scheme requires the calculation of the distance of a molecule from the surface when it is within the surface cell layer. Fast scaling can then be used to determine the layer within a cell group. Also, for steady flows, it is possible to implement the “DTM-FNUM” scaling that has proved to be very advantageous for entry type calculations.

For three-dimensional flows over surfaces that are defined by triangular elements, surface cell layer groups are defined by their distances above the triangle, above edges that are sufficiently convex to the flow, and above vertices that are sufficiently convex to the flow. Depending on the degree of convexity, the edge-based layer may have to be further divided on the basis of the elevation angle and vertex-based layers may have to be divided in both elevation and azimuth. The solid geometry is not trivial, but expressions have been derived for the definition of all these types of surface defined cells. The junctions between cell groups can be define analytically, but it is computationally more efficient to allow some degree of ambiguity and, when more than one cell is valid, the closest one is chosen.

This geometry scheme is being implemented in a program DS3W for the flow past three-dimensional bodies. The program is in structured FORTAN 90 and is being written such that it can be progressively debugged, subroutine by subroutine, while it is being written. While the geometry and cell definition routines have been completed, the introduction of the variable time step procedures has created an urgent need for a new general program for two-dimensional and axially symmetric flows. Work on DS3W has therefore been suspended until program DS2A has been completed.

Program DS2A employs the two-dimensional version of the geometry in program DS3W, but is more general in that there can be multiple surfaces. It can therefore be applied to internal as well as external flows. The user will specify the geometry, the flow conditions and the number of megabytes of memory that are available. The computational parameters will be set automatically and, if the available memory does not allow a sufficient number of simulated molecules for a good calculation, the program will stop with an appropriate warning. To date, the geometry and cell definition subroutines have been completed for this program also.

3. Papers Presented

The following conference papers were presented during this period:


4. Miscellaneous Applications and Program Modifications

Check calculations for Mars entry flows indicated that the procedures in the DS2G program for vibrational relaxation rates were less than satisfactory for carbon dioxide. The variable relaxation rates had been linked to the macroscopic temperatures in the cells. This was satisfactory with gases such as nitrogen and oxygen, but in the case of carbon dioxide the large number of internal degrees of freedom produced much larger differences between the translational and overall temperatures. This led to anomalous relaxation rates and the procedures were modified to make all relaxation processes dependent on the energy in the individual collisions. This was a reversion to earlier procedures in which dependence on macroscopic temperatures had been avoided on the grounds that it was physically unrealistic. The vibrational relaxation behavior of carbon dioxide was then consistent with expectations.

The transient sub-cells in the general program DS2G made it possible for this program to deal with unsteady flows without resort to ensemble averaging. The necessary changes to the sampling procedures were incorporated into version 3.1. A number of CFD and DSMC studies have recently been made of hypersonic biconic flows that include an extensive region of separated flow. While these studies have assumed steady flow, the flow conditions bordered on those at which unsteady flow would be expected. The unsteady DS2G calculations have shown that the unsteady flow development phase is more protracted than had been thought and may involve secondary vortices and some oscillation of the shock location. The 25°-65° biconic, $M=10$ test case is currently being calculated by Version 3.1 of DS2G at a Reynolds number approaching 50,000. The single-vortex separated region that was characteristic of the lower Reynolds number cases has been replaced by a multi-vortex system with the first secondary vortex appearing on the 25° surface well upstream of the corner. This calculation on a 450 MHz Pentium II system with 512 Mb memory will last 10 weeks. The introduction of the new DS2A program is expected to cut the execution time for this type of flow by a factor of ten. It should then be possible to extend these calculations into the regime where the separated region becomes permanently chaotic, although the assumption of axially symmetric flow would then be dubious.

The demonstration of a transition to a permanently chaotic state in axially symmetric Taylor-Couette flow has been the most important result from the flow studies under this series of subcontracts. Stefanov, Roussinov, Cercignani, Giurin and Struckmeier have recently shown (21st RGD Symposium, Marseille, 1998) that a similar transition occurs in two-dimensional Rayleigh-Benard flows. Both DSMC and Navier-Stokes solvers were employed in this study and a similar transition to a permanently chaotic state occurred for both the particle and continuum approaches. They characterized this behavior as a "strange attractor" and state unequivocally that it represents the first stage of the transition to turbulence in the flow. To be physically meaningful, transition calculations must be three-dimensional. The N-S and DSMC computations were of similar magnitude in this case but, since N-S calculations do not scale linearly with the number of grid points, DSMC could well be faster when three-dimensional calculations are made. Also, because the ratio of the minimum vortex size to the mean free path is expected to be inversely proportional to the Mach number, the Navier-Stokes equations may not be valid for transition in the case of hypersonic flow. It will be ten to fifteen years before three-dimensional DSMC studies of the initiation of turbulence become possible on personal computers. These calculations are possible on the largest of the contemporary parallel machines, but the very long runs that would be required would probably not be cost effective. The calculations will become feasible within the next few years.
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Modeling enhancements are investigated for transition and turbulence in hypersonic blunt-body flows. The current approach combines the k-\(\omega\) (Enstrophy) compressible turbulence model with a new transition mechanism appropriate for free shear layers, such as those encountered in blunt-body wakes. Prediction of transition onset is provided by a minimum shear-stress criterion applied along the sting. This method is applied to several perfect-gas Mach 10 flows over 70-deg blunted cones. Improved prediction of the peak sting heating rates is indicated when compared to results obtained using streamwise instability modes. Grid refinement is also investigated, and is found to provide additional improvement in the agreement between the present approach and experimental data. The favorable comparisons are a further indication that transition to turbulence is indeed present in the blunt-body wake flows examined.

Nomenclature

\(k\) Turbulent kinetic energy
\(p\) Pressure
\(\bar{Q}\) Reynolds- or time-averaged value of \(Q\)
\(\tilde{Q}\) Favre-averaged value of \(Q\)
\(q\) Heat-transfer rate
\(R_n\) Nose radius
\(Re\) Reynolds number
\(s\) Linear surface distance
\(T\) Temperature
\(U\) Velocity magnitude
\(u_i\) Velocity vector
\(\bar{x}\) Distance measured along sting support
\(\tilde{j}\) Boundary- or shear-layer thickness:
- \(k-\omega\) model constant
- \(\delta^*\) Boundary-layer displacement thickness
- \(\delta_{ij}\) Kronecker delta
\(\Gamma\) Intermittency
\(\lambda\) Transition-extent parameter
\(\mu\) Dynamic viscosity
\(\nu\) Kinematic viscosity
\(\rho\) Density
\(\tau\) Characteristic time scale

\(\tau_{ij}\) Reynolds stress tensor
\(\omega\) Transitional frequency
\(\omega_i\) Vorticity vector
\(\zeta\) Enstrophy

Subscripts
- \(1\) Value at edge of shear layer
- \(D\) Value based on cone diameter
- \(e\) Value at edge of boundary layer
- \(T\) Total value
- \(t\) Turbulent value
- \(tr\) Transitional value
- \(\infty\) Freestream

Superscripts
- \(l\) Laminar (non-turbulent) value
- \(t\) Turbulent value
- \(*\) Dimensional transitional quantity

Introduction

Current and proposed planetary exploration missions, such as the recent Mars Pathfinder project, have spurred renewed interest in the physics of blunt-body wake flowfields. Accurate characterization of the near-wake environment is important for the design of entry configurations, since the nature of the wake closure typically places constraints on payload size and location. Recent activity in this discipline has included a number of experiments on blunt-cone models, such as the work carried out by several teams of researchers in support of AGARD Working Group 18. These WG 18 tests have been conducted in several hypervelocity facilities with the objective of characterizing the fluid dynamic phenomena present in the wake region.
for flows exhibiting real-gas behavior (Fig. 1). The tests were conducted at nominally identical test conditions to help assess and quantify facility-to-facility performance. Initial comparisons of measurement with prediction indicated that the measured peak heating rates along the model sting support were two to three times greater than those predicted by laminar Navier-Stokes computations. A variety of explanations were proposed (such as flow establishment, real-gas phenomena, and wake rarefaction) to explain this disparity. Subsequent perfect-gas tests performed by Horvath and coworkers on the AGARD WG 18 geometry, as well as studies by Hollis and Perkins using a similar configuration, suggested instead that wake shear layer transition was responsible for the higher-than-anticipated heating levels at reattachment.

Accurate predictions of such high-speed transitional flows are important for the design of hypersonic vehicles. However, there has been little effort to date towards development of computational tools capable of predicting transitional and turbulent flow in blunt-body wakes.

Previous efforts by Nance, Horvath and Hassan to predict transitional blunt-body flow at a freestream Mach number of 6 yielded improved agreement with experimental heat-flux data obtained by Horvath, McGinley and Hannemann. In the present work, we use the same general approach as in Ref. 8, but the mechanism responsible for transition is different. The earlier work utilized streamwise instabilities, namely Tollmien-Schlichting and Mack modes. Currently, however, we consider transition as a result of free-shear-layer instability. Two configurations shall be considered here, both of which were tested in the 31" Mach 10 Air Tunnel at NASA Langley Research Center. These geometries, shown in Figures 2 and 3, correspond to those tested by Horvath and Hannemann and Hollis and Perkins, respectively.

**Modeling Approach**

This work is based on solution of the Favre-averaged Navier-Stokes equations in conjunction with a two-equation model modified for use in transitional flowfields. In this context, we seek to determine the influence of the transitional or turbulent fluctuations on the mean flow variables, instead of predicting the fluctuations themselves. Closure is obtained by specifying equations for the modeled variables, as well as expressions for disturbance-related quantities in the non-turbulent portions of the flow.

**Transport Equations for Modeled Quantities**

Fluctuation velocity and time scales are provided in this work by the compressible $k-\omega$ model first proposed by Robinson, Harris and Hassan. This approach is
Very similar as that used in Ref. 8, with minor modifications to some of the terms and constants appearing in the model. The \( k-\zeta \) equation set used in this work is listed below, and model constants are listed in Table I.

\[
\frac{Dk}{Dt} = \tau_{ij} \frac{\partial \omega_i}{\partial x_j} - \frac{\partial}{\partial x_j} \left[ \left( \frac{\mu}{3} + \frac{\mu_T}{\sigma_T} \right) \frac{\partial k}{\partial x_j} \right] - C_1 \frac{\tilde{p}_k}{\rho} - \frac{\rho}{\rho} - \frac{1}{\rho} \frac{\partial \rho}{\partial x_k} \frac{\partial \rho}{\partial x_k} \tag{1}
\]

\[
\frac{D \zeta}{Dt} = \frac{\mu_T}{\sigma_T} \frac{\partial \omega_i}{\partial x_j} \left( \frac{\partial \omega_i}{\partial x_j} + \frac{\partial \omega_j}{\partial x_i} \right)
\]

\[
+ \left( \frac{\alpha_3 b_{ij} + \frac{2}{3} \delta_{ij}}{\delta_{ij}} \right) \frac{\rho \zeta S_{ij}}{k \omega}
\]

\[
- \frac{2\beta_3 \tau_{ij} \nu_T}{k \nu} \bar{w}_i \bar{w}_j + \frac{\gamma_T k}{\omega} \bar{w}_i \bar{w}_j \delta_{ij}
\]

\[
+ \max \left( P_e, 0 \right) - \frac{C_{1t} \mu_T \bar{w}_i}{k \tau_p} - 2\rho \zeta S_{kk} \tag{2}
\]

where

\[
\tau_{ij} = \frac{\mu_T}{k} \left( 2\delta_{ij} - \frac{2}{3} \delta_{ij} \delta_{kk} \right) - \frac{2}{3} \delta_{ij} \beta k
\]

\[
b_{ij} = \frac{\tau_{ij} + \frac{2}{3} \beta k \delta_{ij}}{\beta k}
\]

Specific alterations to the \( k-\zeta \) equation set include reformulation of the density-gradient timescale and reduction of the pressure-work constant \( C_k \). These modifications were made to preserve Galilean invariance while maintaining good agreement with experimental data when applied to transonic airfoils. Note that the Reynolds stress tensor is modeled using the Boussinesq approximation. Preliminary investigations of these flowfields employing a partial differential stress model, wherein the Reynolds normal stresses are predicted using model transport equations, yielded no improvement in predictions when compared to the Boussinesq approach.
Fig. 3 70-deg blunt cone and sting geometry employed by Hollis and Perkins

Table 1 $k$-$\zeta$ model constants

<table>
<thead>
<tr>
<th>Constant</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_\mu$</td>
<td>0.09</td>
</tr>
<tr>
<td>$\sigma_3$</td>
<td>0.35</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>0.42</td>
</tr>
<tr>
<td>$\beta_5$</td>
<td>2.37</td>
</tr>
<tr>
<td>$\beta_6$</td>
<td>0.10</td>
</tr>
<tr>
<td>$\beta_7$</td>
<td>1.50</td>
</tr>
<tr>
<td>$\sigma_p$</td>
<td>0.065</td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>0.07</td>
</tr>
<tr>
<td>$\sigma_p / \sigma_r$</td>
<td>65.0</td>
</tr>
<tr>
<td>$1 / \sigma_k$</td>
<td>1.80</td>
</tr>
<tr>
<td>$1 / \sigma_\zeta$</td>
<td>1.46</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.10</td>
</tr>
<tr>
<td>$C_1$</td>
<td>0.60</td>
</tr>
<tr>
<td>$C_2$</td>
<td>1.00</td>
</tr>
<tr>
<td>$C_{\zeta_1}$</td>
<td>2.10</td>
</tr>
</tbody>
</table>

Instability Mechanism

An advantage of the $k$-$\zeta$ formulation is that the model terms are derived without explicitly declaring the nature of the fluctuation. Hence, the model may be used to predict the entire flowfield, including transitional and fully turbulent regions, provided an appropriate stress-strain relation is employed. Such a relationship is obtained in part by defining the total eddy viscosity in terms of a fully turbulent contribution and a contribution due to non-turbulent fluctuations:

$$\mu_T = (1 - \Gamma) \mu_{tr} + \Gamma \mu_t$$  \hspace{1cm} (3)

Eq. 3 can be rewritten as a combination of terms of non-turbulent and fully turbulent timescales as follows:

$$\mu_T = \frac{C_\mu \bar{p}k \tau_\mu}{\frac{C_\mu \bar{p}k \tau_\mu}{\nu} + \frac{0.6 \xi}{\nu}}$$  \hspace{1cm} (4)

$$\tau_\mu = (1 - \Gamma) \tau_{\mu}^f + \Gamma \tau_{\mu}$$  \hspace{1cm} (5)

where the fully turbulent timescale is given as

$$\tau_{\mu}^f = \frac{k}{\nu \zeta}$$  \hspace{1cm} (6)

and the non-turbulent timescale is dictated by the mechanism responsible for transition. In Ref. 8, non-turbulent disturbances were considered through a model accounting for Mack's first and second modes. Hence, the non-turbulent characteristic timescale was originally defined as

$$\tau_{\mu}^f = \tau_1 + \tau_2$$  \hspace{1cm} (7)

where the two timescales are defined in terms of first- and second-mode characteristic frequencies, and the frequencies are correlated as
Fig. 4  Base plane and sting heating results obtained using earlier model—Mach 6, \( \text{Re}_D = 2 \times 10^6 \)

\[
\tau_1 = \frac{a}{\omega_{TS}} : \tau_2 = \frac{b}{\omega_{SM}} \tag{8}
\]

\[
\frac{\omega_{TS}}{U_e^2} = 3.2 \text{Re}_e^{-3/2} \tag{9}
\]

\[
\omega_{SM} = \frac{U_p}{25} \approx \frac{U_p}{M_e^2} \sqrt{\frac{\text{Re}_e}{s}} \tag{10}
\]

where \( U_p \), the phase velocity, is taken to be 0.94 times the edge velocity \( U_e \). As illustrated in Ref. 8, this mechanism yielded good agreement between computation and the experimental heating data for a representative Mach 6 case, also using the AGARD WG 18 geometry. Freestream conditions for the Mach 6 cases discussed here are listed in Table 2. The Mach 6 result shown in Fig. 4, which was obtained using the original instability model, demonstrates that this approach is capable of providing reasonable predictions of the location and magnitude of the peak heat-transfer rate along the sting for this case. The vertical arrow in the figure denotes the location of transition onset predicted by the computation. When this model is applied to representative Mach 10 flowfields, however, the agreement is considerably poorer, as illustrated in Figures 5 and 6. The degradation of agreement with increasing Mach and decreasing Reynolds number is a sign of an improperly modeled transition process.

A correct transition mechanism should yield good results for both Mach 6 and Mach 10 experiments over a range of Reynolds numbers. Because the mechanism used in Ref. 8 was inadequate for the Mach 10 flowfields, the new model focuses instead on transition in the free shear layer emanating from the shoulder of the cone, shown in Fig. 1. Such free shear layers are always unstable. The most amplified frequency, which is required for the present formulation, is obtained from linear stability theory predictions for compressible mixing layers. For all the Reynolds numbers, Mach numbers, and velocity ratios considered in Ref. 11, the nondimensional value of the most amplified frequency was found to be relatively invariant, always falling in the range \( \omega = 0.05 \) to \( \omega = 0.15 \). This nondimensional frequency is related to the dimensional value by

![Fig. 5 Base plane and sting heating results obtained using earlier model—Mach 10, \( \text{Re}_D = 1 \times 10^6 \)]

![Fig. 6 Base plane and sting heating results obtained using earlier model—Mach 10, \( \text{Re}_D = 2.8 \times 10^5 \)]

Table 2  Freestream conditions for representative Mach 6 cases

<table>
<thead>
<tr>
<th>( \text{Re}_D )</th>
<th>( \rho_\infty \text{kg/m}^3 )</th>
<th>( U_\infty \text{m/s} )</th>
<th>( T_\infty \text{K} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2 \times 10^6 )</td>
<td>( 6.45 \times 10^{-2} )</td>
<td>943.8</td>
<td>62.7</td>
</tr>
<tr>
<td>( 0.5 \times 10^6 )</td>
<td>( 1.68 \times 10^{-2} )</td>
<td>931</td>
<td>63.3</td>
</tr>
</tbody>
</table>
Table 3  Freestream conditions and grid dimensions for Mach 10 cases

<table>
<thead>
<tr>
<th>Case</th>
<th>Geometry</th>
<th>Re(_\infty)</th>
<th>(\rho_{\infty} k g/m^2\cdot)</th>
<th>(U_{\infty}, \text{m/s})</th>
<th>(T_{\infty}, \text{K})</th>
<th>Grid 1</th>
<th>Grid 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Horvath and Hannemann</td>
<td>(1 \times 10^6)</td>
<td>(1.613 \times 10^{-2})</td>
<td>1426</td>
<td>51.27</td>
<td>139</td>
<td>75</td>
</tr>
<tr>
<td>2</td>
<td>Horvath and Hannemann</td>
<td>(2.80 \times 10^4)</td>
<td>(4.471 \times 10^{-2})</td>
<td>1415</td>
<td>53.15</td>
<td>119</td>
<td>75</td>
</tr>
<tr>
<td>3</td>
<td>Hollis and Perkins</td>
<td>(3.15 \times 10^3)</td>
<td>(1.646 \times 10^{-2})</td>
<td>1425</td>
<td>51.48</td>
<td>125</td>
<td>90</td>
</tr>
<tr>
<td>4</td>
<td>Hollis and Perkins</td>
<td>(8.23 \times 10^4)</td>
<td>(4.51 \times 10^{-2})</td>
<td>1416</td>
<td>53.31</td>
<td>125</td>
<td>90</td>
</tr>
</tbody>
</table>

\[ \omega^* = \omega U_1^*/\delta^* \quad (11) \]

where \(U_1\) is the velocity of the higher-velocity stream, and \(\delta^*\) is proportional to the thickness of the mixing layer:

\[ \delta^* = \sqrt{\mu U_1^2/\rho U_1^2} \quad (12) \]

In the above, \(\bar{z}^*\) represents the dimensional distance from the start of the mixing layer, which in this case is taken to correspond to distance along the sting support. The dimensional frequency can be used to define the non-turbulent characteristic timescale:

\[ \tau_\mu = \frac{d}{\omega^*} \quad (13) \]

For the present work, the nondimensional frequency appearing in Eq. 11 is taken as 0.10, and the model constant \(d\) is chosen as 5.0.

The dissipation term in the \(k\) equation is also modified to account for transitional effects by computing the representative decay time for turbulent kinetic energy as

\[ \frac{1}{\tau_k} = 1 - \Gamma + \frac{\Gamma}{\tau_k^{1/3}} \quad (14) \]

where

\[ \frac{1}{\tau_k} = C^2 \nu \bar{s}; \quad \tau_k^{1/3} = \tau_\mu^{1/3} \]

\[ \bar{s}^2 = \bar{s}_{ij} \bar{s}_{ij} \]

and the model constant \(C\) is chosen as 0.01. While a more rigorous approach would correlate \(\omega\) with parameters such as Mach number and Reynolds number, there is insufficient data for performing such a correlation at present. The values listed above were calibrated through application to the Mach 6, \(Re_\infty = 2 \times 10^6\) blunt-body flow previously considered in Ref. 8.

**Transition Prediction and Intermittency Calculation**

As in Ref. 8, we choose the transition onset location as the location of minimum shear stress along the sting. The minimum heat-flux criterion proposed earlier is not considered here, since it was found to yield poorer agreement with available data. A criterion based on location of flow reattachment along the sting was also considered, but was discarded because it also yielded degraded comparisons.

The intermittency correlation due to Dhawan and Narasimha\(^{12}\) is retained from the previous work:

\[ \Gamma = 1 - \exp(-0.412\xi^2) \quad (15) \]

However, the intermittency determination in Ref. 8 utilized a distance parameter \(\xi\) based on linear surface distance starting from the forward stagnation point. In keeping with the notion of shear-layer instability, the parameter \(\xi\) is now based on distance along the sting. That is,

\[ \xi = \max(\bar{z} - \bar{z}_t, 0) \quad (16) \]

where

\[ Re_\lambda = 9.0 Re_0^{0.75} \quad (17) \]

and the Reynolds numbers appearing above are based on conditions at the edge of the layer. In Eq. 16, \(\bar{z}_t\) is the location of transition onset, and is determined as part of the solution to correspond to the location of minimum skin friction along the sting.

**Numerical Method**

The modeling proposed here has been incorporated into Olynick's\(^{13}\) two-dimensional/axisymmetric implicit solver for hypersonic flows. This algorithm solves the governing equations for 5-species air in thermochemical nonequilibrium. The solver uses Roe's flux-difference splitting\(^{14}\) for the inviscid flux, extended to higher order using MUSCL variable extrapolation\(^{15}\) with a minmod slope limiter. Time integration is accomplished using the diagonal implicit variant of Yoon and Jameson's Lower-Upper Symmetric Gauss-Seidel method,\(^{16}\) which only requires the inversion of diagonal matrices. This property is attractive for nonequilibrium flows, where a large number of partial differential equations must be solved.

Since the current flowfields under investigation are perfect-gas, vibrational relaxation and chemical reactions are disabled to obtain the results in this study. Additionally, the high-temperature transport-property calculations originally used in the code were replaced with Sutherland's law for viscosity and a constant laminar Prandtl number of 0.72. Closure for the Favre-averaged energy equation is accomplished using a constant turbulent Prandtl number of 0.89.

To promote physically realizable solutions, the computed values of \(k\) and \(\zeta\) are required to remain positive throughout the computational domain. How-
ever, no artificial limitation on turbulent kinetic energy production was imposed in the numerical method. Transitional solutions are started by running the solver in a laminar-flow mode for about 100 iterations.

Results

As mentioned earlier, two blunt-cone configurations were considered in this study. Two flow conditions are examined for each geometry, for a total of four cases. In addition, some Mach 6 conditions were revisited. The freestream Reynolds numbers for each case, as well as dimensional freestream conditions, are listed in Table 3. Since no data are available regarding the freestream disturbance conditions in the Langley 31\(^{\circ}\) Mach 10 facility, a freestream turbulence intensity of 0.9% was assumed for all four of the Mach 10 cases.

Grid Refinement Study

We shall begin by examining the influence of grid resolution on the heating predictions for each of the four cases. In each case, the results shown are obtained using the newly developed instability mechanism described above. Fig. 7 shows heating results for the first of the four cases, with separate graphs for the forebody/shoulder heating distribution and the base plane/sting heating distribution. The results are separated in this manner because of the large differences in forebody and base plane heating magnitudes. As shown in Fig. 7(a), both the coarse-grid and fine-grid

Fig. 7 Influence of grid refinement for case 1—Mach 10, Re\(_D\) = 1 \times 10\(^6\)

Additionally, the wall temperature in each solution is fixed at 300 K. Table 3 also lists the dimensions of the two grids used for each condition.

Fig. 8 Influence of grid refinement for case 2—Mach 10, Re\(_D\) = 2.8 \times 10\(^6\)

b) Base plane and sting
heat-transfer predictions agree fairly well with the experimental data. This plot also demonstrates that the present forebody results agree well with the laminar solution performed by Horvath and Hannemann. The grid employed in Ref. 6 was 771 x 301. Hence, it appears that the current forebody result obtained using grid 2 is well-resolved. Furthermore, the forebody heating results support the notion that transition to turbulence does not take place on the forebody.

Fig. 7(b) compares the present results on coarse and fine grids along the back plane and sting. A laminar-flow heating result for this condition is also shown in this plot. This result demonstrates the extent to which laminar calculations underpredict the measured heat flux along the sting. Such behavior is typical of all the laminar solutions presented in References 5, 6, and 7. Therefore, comparisons with laminar-flow predictions along the base and sting will not be shown in the remaining figures.

It is clear that increased grid refinement has a distinct effect on the sting heat-transfer distributions obtained using the present approach. This trend is similar to that previously observed in laminar computations for these flows. While the magnitude of the peak heat flux does not change greatly, the location of the peak heating is visibly shifted downstream. This movement arises because the fine-grid solution predicts a slightly larger recirculation zone; hence, the reattachment point and location of shear-layer impingement are moved downstream. A further consequence of this behavior is that the predicted onset of transition (denoted by the vertical arrows along the horizontal axis) is also moved further downstream. This plot also shows that increased grid refinement tends to improve the agreement between the computational and experimental measurements for this case.

A comparison of the coarse-grid and fine-grid results for the second case is shown in Fig. 8. As in the previous case, the forebody heating distribution compares well with experimental data and previous laminar computations. The sting heating results (Fig. 8(b)) show similar trends to the first case, in that the refined-grid solution predicts a peak heating located farther down the sting. In this case, though, the peak heating magnitude is not as well-predicted as in the first case; the discrepancy between the fine-grid heat flux and the experimental data is still roughly 30%. It is not immediately clear why the agreement for this case is not as good as that seen in the other solutions.

For the third case, Fig. 9 shows that the comparisons are fairly good for both the forebody and sting heating predictions on the fine grid, with the predicted forebody results within or slightly outside of the experimental error bounds. Note that the grid used by Hollis and Perkins for cases 3 and 4 was a 125 x 357 grid. The good agreement between the fine-grid results obtained here and the laminar solutions of Hollis and Perkins indicates grid convergence on the forebody for these cases, as well. Along the sting (Fig. 9(b)), we again see that increased grid refinement yields a later heating peak, as well as delayed onset of transition. The refined-grid result also predicts a slightly higher peak heat-transfer rate. As a consequence, most of the features of the sting heating distribution are quite well-predicted, including the initial rise in heat flux corresponding to shear-layer impingement. The anomalous "kinks" in the heating distributions for this and the next case are consequences of a discontinuous slope in the streamwise gridlines, and should not be confused with convergence problems.

The trends in case 4 are similar to those observed in the previous cases. As Fig. 10(a) demonstrates,
agreement on the forebody is again quite good. Agreement along the sting is also good; the fine-grid solution shown in Fig. 10(b) compares well, in terms of both magnitude and location, with the measured peak heating rate along the sting support. Once again, the coarse-grid solution predicts the peak heating levels fairly well, but produces a peak heating location visibly upstream of that seen in the data.

Based on the trends seen in these results, as well as the trends in other researchers' laminar computations, further grid refinement would most likely push the peak-heating locations slightly further back on the sting without greatly altering the magnitudes of those peaks.

Comparison to Original Transition Model

The next two figures compare representative coarse-grid results obtained using the new instability mechanism to solutions using the earlier approach. While the results previously presented clearly illustrate the impact of grid refinement on the wake solution, comparison of coarse-grid results is still useful, since grid refinement does not appear to yield very large changes in the magnitudes of the predicted peak heating rates.

Fig. 11 compares sting heating results obtained using the old and new instability mechanisms. It is clear from this graph that the new mechanism provides a greater heating augmentation, and hence better agreement with the data.

Comparisons between the old and new approaches for the third case are shown in Fig. 12. It should be pointed out that the solution using the earlier instability mechanism was actually obtained on a grid with greater normal resolution. In light of the grid-refinement study results presented earlier, though, comparisons between these two results may still be useful. The plot demonstrates again that the new mechanism provides substantially greater peak heating along the sting support, resulting in improved agreement with the experimental data.

While these results indicate that the new instability model performs better for the Mach 10 cases examined in this work, it is reasonable to ask whether it also performs well for other Mach numbers. The new mechanism was calibrated using the data from the earlier Mach 6 case at a freestream Reynolds number of $2 \times 10^6$, so good agreement for this condition should be expected. However, comparison of the models at other conditions is certainly worthwhile. The next plot, Fig. 13, compares the two mechanisms for another of the Mach 6 flowfields of Horvath et al. at a freestream Reynolds number of approximately $0.5 \times 10^6$ (dimensional conditions listed in Table 2). Again, the $189 \times 75$ grid is used for both solutions. This graph demonstrates that the new model yields improved heating predictions for this case as well.

The results shown in Figures 11 through 13 are believed to be sufficient to demonstrate the improvements obtained with the new mechanism. It is interesting to note that, in all but one of these comparisons, the predicted location of transition onset (which corresponds to the location of minimum skin friction) was the same for both models. Increases in grid refinement clearly have a much stronger impact on the location of onset than details of the instability mechanism for the cases considered here.

Concluding Remarks

The combination of transition and turbulence models used in this work was shown to provide improved agreement between the numerical heat-transfer predictions and available experimental data for the Mach
10 cases considered. In general, the present method yielded good comparisons to the experimental sting heating data for a wide range of freestream Reynolds numbers.

Coarse-grid solutions produced good predictions of the magnitude of the peak sting heating rates, although the locations of these peaks were consistently predicted upstream of the peaks observed in the measurements. Increasing grid resolution, however, tended to improve the agreement even more by shifting the predicted peak locations further downstream.

The overall agreement between computation and data for the transitional-flow approach described herein is much better than that seen in laminar computations for the same flow conditions. This improvement lends further support to the notion that transition to turbulence does occur in the blunt-body flows examined in this study.

The results presented here indicate that treating transition in a turbulence-like manner is a viable approach for studying transitional/turbulent high-speed flows. Moreover, it illustrates the importance of employing the correct transition mechanism in formulating the closure model. Thus, although stability codes did not play a direct role in the present calculations, linear stability theory results were very important in developing the present instability mechanism.

Acknowledgments

This work is supported in part by NASA Cooperative Agreement NCC1-112 and a Graduate Assistance in Areas of National Need Computational Engineering and Sciences Fellowship. The authors also wish to thank Klaus Hannemann at DLR-Göttingen for supplying the computational grids for cases 1 and 2. Supercomputer resources were provided by the North Carolina Supercomputing Center.

References


Turbulence Modeling of Shock-Dominated Flows with a $k-\zeta$ Formulation

Robert P. Nance and H. A. Hassan
North Carolina State University, Raleigh, NC

37th AIAA Aerospace Sciences Meeting and Exhibit
January 11-14, 1999 / Reno, NV
Turbulence Modeling of Shock-Dominated Flows with a $k-\varepsilon$ Formulation

Robert P. Nance
North Carolina State University, Raleigh, NC
H. A. Hassan
North Carolina State University, Raleigh, NC

An examination of hypersonic turbulent flows where shock/boundary-layer interaction takes place is undertaken. A $k-\varepsilon$ stress model is developed and used to consider two experiments: a Mach 5 shock/boundary-layer interaction and a Mach 9.22 compression corner. The stress model, like the two-equation $k-\varepsilon$ model, assumes the validity of Morkovin’s approximation. Both models show good agreement with data for the Mach 5 cases but poor agreement for the Mach 9.22 cases. It is concluded that the key to the prediction of hypersonic turbulence is the relaxation of Morkovin’s hypothesis. Such relaxation requires the simultaneous consideration of additional equations governing the variances of density and temperature as well as their dissipation rates.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_s$</td>
<td>Skin-friction coefficient</td>
</tr>
<tr>
<td>$k$</td>
<td>Turbulent kinetic energy</td>
</tr>
<tr>
<td>$P_k$</td>
<td>Production of turbulent kinetic energy</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure</td>
</tr>
<tr>
<td>$\overline{Q}$</td>
<td>Reynolds- or time-averaged value of $Q$</td>
</tr>
<tr>
<td>$\langle Q \rangle$</td>
<td>Favre-averaged value of $Q$</td>
</tr>
<tr>
<td>$q$</td>
<td>Heat-transfer rate</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
</tr>
<tr>
<td>$\tau_{ij}$</td>
<td>Laminar stress tensor</td>
</tr>
<tr>
<td>$U$</td>
<td>Velocity magnitude</td>
</tr>
<tr>
<td>$u_i$</td>
<td>Velocity vector</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Flow deflection angle, degrees</td>
</tr>
<tr>
<td>$\delta_{ij}$</td>
<td>Kronecker delta</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Turbulent dissipation</td>
</tr>
<tr>
<td>$\omega_{ij}$</td>
<td>Dynamic viscosity</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Kinematic viscosity</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
</tr>
<tr>
<td>$\tau_{ij}$</td>
<td>Reynolds stress tensor</td>
</tr>
<tr>
<td>$\omega_i$</td>
<td>Vorticity vector</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>Enstrophy</td>
</tr>
</tbody>
</table>

Subscripts

- $d$: Diagonalic component
- $T$: Turbulent value
- $w$: Wall value
- $\infty$: Freestream value

Introduction

The interaction between a shock wave and turbulent boundary layer is one of the most significant fluid-dynamic problems currently facing designers of high-speed vehicles. Shock/boundary-layer interactions may be found in airbreathing inlets, at wing-body junctures, and on deflected control surfaces. Accurate characterization of these interactions, including resultant heat-transfer rates and prediction of separated regions, is very important for the design of efficient hypersonic flight configurations.

Attempts at modeling these types of interactions in hypersonic flows have not yet met with the success that has been achieved at lower speeds. The object of this investigation is to examine some of the limitations of existing model approaches, dispel some current misconceptions, and suggest ways to develop the models necessary for the accurate description of hypersonic turbulent flows. This discussion will be carried out in conjunction with two experiments that involve shock-induced separation. The first is a well-documented experiment by Schülein et al. involving the interaction of an oblique shock wave with a Mach 5 turbulent flat-plate boundary layer. The second is an older experiment by Coleman et al. at Mach 9.22. This particular dataset survived the scrutiny of Settles and Dodson.

The first experiment was the subject of a recent investigation by Lindblad et al. using a variety of two-equation and algebraic stress models. The second experiment was examined by Grasso and Falconi using a $k-\varepsilon$ model.

The $k-\varepsilon$ model will be used as the basis of this study. The model performs well for both free and wall-bounded shear flows with and without separation. It is free of damping and wall functions and is coordinate-independent. Moreover, modeled correlations are tensorially consistent and invariant under a Galilean transformation. The model is limited to flows where Morkovin’s hypothesis is expected to hold.

It has been suggested that the inability of existing two-equation models to predict surface properties is a result of...
the consideration that the turbulent kinetic energy production, \( P_k \), is inversely proportional to the grid spacing normal to the shock. When this behavior is coupled with the fact that two-equation models do not accurately predict normal stresses even at low speeds, the production term in the \( k \) equation can assume inaccurate values. Incorrect prediction of this term will invariably lead to incorrect predictions of surface properties. As a result of this behavior, it is now a common practice to limit \( P_k \) to some multiple of the dissipation rate. That is, the definition

\[
P_k = \tau_{ij} \frac{\partial \tilde{u}_i}{\partial x_j},
\]

(1)

is often replaced with

\[
P_k = \text{min} \left\{ \tau_{ij} \frac{\partial \tilde{u}_i}{\partial x_j}, \Delta \tilde{\rho} \right\},
\]

(2)

where \( \tau_{ij} \) is the Reynolds stress tensor and \( \Delta \) is a user-specified constant.

When a stress model is implemented, it is important to note that the integrated production of turbulent kinetic energy across a normal shock can be written as

\[
\int \tau_{ij} \frac{\partial \tilde{u}_i}{\partial x_j} \, dt = \int \tau_{xx} \frac{\partial \tilde{u}_i}{\partial x_i} \, dt
\]

\[
= \int \tau_{xx} \frac{\partial \tilde{u}_i}{\partial x_i} \, dt
\]

\[
= \frac{\Delta \tilde{\rho}}{\Delta x},
\]

(3)

which is finite and grid-independent. This result would suggest that the key to accurately predicting surface properties in shock-dominated flows is to use stress models rather than two-equation models.

Based on the above considerations, a \( k-\zeta \) based stress model is developed and used to study the experiments of References 1 and 2. The stress model was tested to ensure that it reproduces data for the incompressible flow over a flat plate and in its wake. Contrary to the prevailing wisdom, it is shown that the two-equation model behaves in a manner similar to that of the stress model: both perform well for the Mach 5 experiments, and both did poorly for the Mach 9.22 experiments. This finding was not much different from that of Zha and Knight,\(^\text{10}\) who used a stress model to study a crossing-shock problem: its prediction of surface properties was not much better than the underlying two-equation model.

Based on this investigation, it appears that accurate predictions of strong shock/boundary-layer interactions requires the relaxation of Morkovin's hypothesis. This relaxation, in turn, requires supplementing existing turbulence models with equations governing the variances of density and/or temperature together with their respective dissipation rates.

Modeling Approach

In this work, we solve the Favre-averaged full Navier-Stokes equations for compressible two-dimensional flows. Closure is obtained through use of the two-equation \( k-\zeta \) turbulence model and one of two methods for determining the normal Reynolds stresses.

\( k-\zeta \) Model Equations

Turbulence length and time scales are provided in this work by the compressible \( k-\zeta \) model first proposed by Robinson, Harris and Hassan.\(^\text{11}\) The final version of the model equations is given in Ref. 6 and is also listed below. Model constants are listed in Table 1. The exact unmodeled \( k-\zeta \) equations are given in the Appendix.

\[
\frac{\partial}{\partial t} \left( \rho \frac{Dk}{Dt} \right) = \tau_{ij} \frac{\partial \tilde{u}_i}{\partial x_j} - \left( \frac{\mu_T}{\alpha_1} \right) \frac{\partial}{\partial x_j} \left( \frac{\mu_T}{\alpha_1} \frac{\partial k}{\partial x_j} \right)
\]

\[
- \left( \frac{\mu_T}{\alpha_1} \right) \frac{\partial}{\partial x_j} \left( \frac{\mu_T}{\alpha_1} \frac{\partial \tilde{u}_i}{\partial x_j} \right) - \left( \frac{\mu_T}{\alpha_1} \right) \frac{\partial}{\partial x_j} \left( \frac{\mu_T}{\alpha_1} \frac{\partial \tilde{u}_i}{\partial x_j} \right)
\]

\[
- \frac{\mu_T}{\alpha_1} \frac{\partial}{\partial x_j} \left( \frac{\mu_T}{\alpha_1} \frac{\partial \tilde{u}_i}{\partial x_j} \right) - \left( \frac{\mu_T}{\alpha_1} \right) \frac{\partial}{\partial x_j} \left( \frac{\mu_T}{\alpha_1} \frac{\partial \tilde{u}_i}{\partial x_j} \right)
\]

\[
= \frac{\partial}{\partial x_j} \left( \frac{\mu_T}{\alpha_1} \frac{\partial k}{\partial x_j} \right) - \left( \frac{\mu_T}{\alpha_1} \right) \frac{\partial}{\partial x_j} \left( \frac{\mu_T}{\alpha_1} \frac{\partial \tilde{u}_i}{\partial x_j} \right)
\]

\[
= \frac{\partial}{\partial x_j} \left( \frac{\mu_T}{\alpha_1} \frac{\partial k}{\partial x_j} \right) - \left( \frac{\mu_T}{\alpha_1} \right) \frac{\partial}{\partial x_j} \left( \frac{\mu_T}{\alpha_1} \frac{\partial \tilde{u}_i}{\partial x_j} \right)
\]

\[
= \frac{\partial}{\partial x_j} \left( \frac{\mu_T}{\alpha_1} \frac{\partial k}{\partial x_j} \right) - \left( \frac{\mu_T}{\alpha_1} \right) \frac{\partial}{\partial x_j} \left( \frac{\mu_T}{\alpha_1} \frac{\partial \tilde{u}_i}{\partial x_j} \right)
\]

(4)

\[
\frac{\partial}{\partial t} \left( \rho \frac{D\zeta}{Dt} \right) = \frac{\mu_T}{\alpha_1} \frac{\partial}{\partial x_j} \left( \frac{\mu_T}{\alpha_1} \frac{\partial \zeta}{\partial x_j} \right) - \frac{\beta_T}{\alpha_1} \frac{\partial}{\partial x_j} \left( \frac{\beta_T}{\alpha_1} \frac{\partial \zeta}{\partial x_j} \right)
\]

\[
- \frac{\beta_T}{\alpha_1} \frac{\partial}{\partial x_j} \left( \frac{\beta_T}{\alpha_1} \frac{\partial \zeta}{\partial x_j} \right) - \frac{\beta_T}{\alpha_1} \frac{\partial}{\partial x_j} \left( \frac{\beta_T}{\alpha_1} \frac{\partial \zeta}{\partial x_j} \right)
\]

\[
- \frac{\beta_T}{\alpha_1} \frac{\partial}{\partial x_j} \left( \frac{\beta_T}{\alpha_1} \frac{\partial \zeta}{\partial x_j} \right) - \frac{\beta_T}{\alpha_1} \frac{\partial}{\partial x_j} \left( \frac{\beta_T}{\alpha_1} \frac{\partial \zeta}{\partial x_j} \right)
\]

\[
= \frac{\partial}{\partial x_j} \left( \frac{\beta_T}{\alpha_1} \frac{\partial \zeta}{\partial x_j} \right) - \frac{\beta_T}{\alpha_1} \frac{\partial}{\partial x_j} \left( \frac{\beta_T}{\alpha_1} \frac{\partial \zeta}{\partial x_j} \right)
\]

\[
= \frac{\partial}{\partial x_j} \left( \frac{\beta_T}{\alpha_1} \frac{\partial \zeta}{\partial x_j} \right) - \frac{\beta_T}{\alpha_1} \frac{\partial}{\partial x_j} \left( \frac{\beta_T}{\alpha_1} \frac{\partial \zeta}{\partial x_j} \right)
\]

(5)

where

\[
\tau_{ij} = -\rho \mu_T \tilde{u}_i \tilde{u}_j, \quad \omega_j = e_{jk} \frac{\partial \tilde{u}_k}{\partial x_j}
\]

\[
B_{ij} = \frac{\tau_{ij} + \frac{3}{2} \rho k \delta_{ij}}{\rho k}
\]

\[
t_{ij} = \frac{1}{\alpha_1} \frac{\partial \tilde{u}_i}{\partial x_j} - \frac{\partial \tilde{u}_i}{\partial x_j}
\]

\[
k = \frac{1}{\alpha_1} \frac{\partial \tilde{u}_i}{\partial x_j}, \quad \zeta = \omega_j \omega_k \tilde{u}_i = \omega_i \omega_j
\]

\[
R_l = \frac{k^2}{\nu T}, \quad \nu = \frac{\mu}{\rho}, \quad \mu = C_{\mu} \frac{k^2}{\nu T}
\]

\[
P_l = \frac{\rho}{\rho} \frac{\tilde{\rho}}{\delta_\rho} \left( \frac{2k R_l}{
u T} \right) \left( 1 + \delta_\rho \right)
\]

\[
\delta_\rho = \rho \frac{2k R_l}{\nu T} \left( \frac{\tilde{\rho}}{\delta_\rho} \right)
\]

\[
\sigma_{\rho} = \sigma_{\tilde{\rho}} \left( \frac{2k R_l}{\nu T} \right) \left( \frac{\tilde{\rho}}{\delta_\rho} \right)
\]

\[
\sigma_{\tilde{\rho}} = \sigma_{\tilde{\rho}} \left( \frac{2k R_l}{\nu T} \right) \left( \frac{\tilde{\rho}}{\delta_\rho} \right)
\]
As indicated above, Morkovin's hypothesis is employed in deriving the model equations (4.1) and (5.1) from the exact equations governing \( k \) and \( \zeta \) (Eqs. A.1 and A.2 in the Appendix). According to this hypothesis, the pressure and total-temperature fluctuations are negligible for non-hypersonic boundary layers with conventional rates of heat transfer. Thus, all correlations involving \( p' \) in Eqs. (A.1) and (A.2) were ignored when deriving above model equations. Traditionally, Mach \( (M) \) 5 has been chosen as the Mach number below which Morkovin's approximation is expected to hold when considering wall-bounded shear flows. Thus, based on the above consideration, one should expect that current \( k-\zeta \) formulation in either a stress or two-equation version, to perform well for wall bounded flows at \( M=5 \) or less, but not for higher Mach numbers. Above \( M=5 \), amplitudes of density and temperature fluctuations become significant and can not be ignored. Therefore, at hypersonic Mach numbers, equations governing variances of density and temperature together with their dissipation rates must be part of a turbulence model.

The stress model developed here again invokes Morkovin's approximation. This will facilitate assessment of performance of stress and two-equation models when used to solve a problem where Morkovin's approximation is expected to hold and where it is not expected to hold.

Reynolds Stress Closure

The Boussinesq approximation, i.e.,

\[
\tau_{ij} = \bar{\rho} u_i u_j = \mu ( 2 \delta_{ij} \nabla \bar{u} - \frac{2}{3} \delta_{ij} \nabla \bar{p})
\]

has been widely used in turbulence modeling. This assumption generally yields good results for the shearing stress but not for the normal stresses, as is indicated in Fig. 1. This plot compares predicted root-mean-square (RMS) velocity fluctuations using the \( k-\zeta \) model to the experimental data obtained by Klebanoff for incompressible flow over a flat plate. Application of the thin-shear-layer approximation to Boussinesq's assumption yields purely isotropic normal stresses, such that

\[
\tau_{xx} = \tau_{yy} = \tau_{zz} = -\frac{2}{3} \bar{\rho} \bar{p}
\]

Consequently, all three RMS fluctuation intensities follow a single curve, as demonstrated in Fig. 1. Clearly, the two-equation approach yields inaccurate results for the normal stresses even for this very simple flowfield. An alternative approach is to pursue a stress formulation. A differential stress model adds five equations to a two-equation model. This additional complexity and cost has discouraged potential users in the past and shifted attention to Algebraic Reynolds Stress Models (ARSM). These algebraic stress models are derived from differential stress models by making two important assumptions: diffusion is negligible and turbulence is in equilibrium. Both of these assumptions are invalid for separated flows. Therefore, one should not expect ARSM to improve our predictive capabilities of surface properties for such flows. This observation was confirmed by, among others, a recent investigation conducted by Rizzetta in which he studied shock wave/boundary layer interactions using three ARSM, two two-equation models and an algebraic model. He concluded that ARSM offered little improvement over the other models.

A stress model based on the \( k-\zeta \) formulation is developed here. In order to avoid the expense of employing a full stress model, all calculations presented here were based on a Partial Differential Stress (PDS) model. In this approach, the shear stress is calculated from a Boussinesq approximation while the normal stresses are calculated using modeled transport equations for these quantities. Thus, whether one deals with two- or three-dimensional flows, the overhead for this model is two additional field equations.

To formulate this new approach, we begin with the exact Reynolds stress equation

\[
\bar{p} \frac{DC_{ij}}{Dt} = -P_{ij} + \epsilon_{ij} - \Pi_{ij} - D_{ij}
\]

\[
- \bar{u}_i \frac{\partial \bar{p}}{\partial x_j} - \bar{u}_j \frac{\partial \bar{p}}{\partial x_i} - \frac{2}{3} \bar{\rho} \frac{\partial \bar{u}_m}{\partial x_m} \delta_{ij}
\]

where

\[
C_{ij} = \frac{\tau_{ij}}{\bar{\rho}}
\]

Fig. 1 Comparison of computed and experimental velocity fluctuations for flat-plate experiment of Klebanoff-two-equation model
The second-order tensors $\epsilon_{ij}$ and $D_{ij}$ may be decomposed into isotropic and deviatoric components. Thus,

$$
\epsilon_{ij} = \frac{2}{3} \rho \epsilon \delta_{ij} + \epsilon_{ij,\text{d}}
$$

$$
D_{ij} = \frac{2}{3} \rho \delta_{ij} + D_{ij,\text{d}}
$$

The exact Reynolds stress equation can then be rewritten as

$$
\frac{\partial}{\partial t} \frac{D_{Cij}}{Dt} = -P_{ij} + \frac{2}{3} \rho \epsilon \delta_{ij} - \frac{2}{3} \rho \delta_{ij} - \delta_{ij}
$$

(8)

where

$$
\phi_{ij} = D_{ij,\text{d}} - \epsilon_{ij,\text{d}} - \Pi_{ij}
$$

Upon contraction, Eq. (8) reduces to Eq. (A.1) in the Appendix. Therefore, assumptions that were used in modeling the $k$ equation can be adopted here. This ensures that the underlying $k$-$\zeta$ formulation is the same for both the two-equation and the stress model. An added advantage is that the only term that requires modeling is $\phi_{ij}$. Hence, the model Reynolds stress equation is

$$
\frac{\partial}{\partial t} \frac{D_{Cij}}{Dt} = -P_{ij} + \frac{2}{3} \rho \epsilon \delta_{ij} - \frac{2}{3} \rho \delta_{ij} - \delta_{ij}
$$

(9)

with

$$
\phi_{ij} = D_{ij,\text{d}} - \epsilon_{ij,\text{d}} - \Pi_{ij}
$$

Note that each model term contracts to zero independently.

The constants $C_1 - C_4$ can depend on the invariants of $b_{ij}$ and $P_k/\bar{\rho} \epsilon$. As a first step they will be treated as constants. They will be determined from rapid distortion theory, which gives $C_2$, and the rest from Laufer's experiment in channels. Rapid distortion theory gives

$$
\lim_{b_{ij} \rightarrow 0} \phi_{ij} = 0.8 \bar{\rho} k \bar{S}_{ij}
$$

which gives

$$
C_2 = 0.8
$$

(12)

Laufer's measurements give, in the log-law region where $P_k/\bar{\rho} \epsilon = 1$,

$$
b_{11} = 0.22, \quad b_{22} = -0.15, \quad b_{12} = -0.15
$$

(13)

Equations (12) and (13) yield

$$
C_1 = 2.513, \quad C_3 = 1.473, \quad C_4 = 1.07
$$

(14)

An adjustment of the above model constants is required for situations where $P_k/\bar{\rho} \epsilon \neq 1$. Abid and Speziale have suggested that second order closures should yield approximately equal equilibrium values for $b_{ij}$ for both
homogeneous shear flows and the log-law region. This goal can be achieved by a simple modification of $C_1$ to

$$C_1 = 2.0 + 0.513 \left( \frac{P_k}{\overline{\rho} \epsilon} \right)$$

(15)

(Note that $C_1$ here is $2C_1$ in Ref. 16.) The above choice replaces Rotta’s constant by 2.0 and results in homogeneous shear flow values of $b_j$ that are given by Eq. (13) for all values of $P_k / \overline{\rho} \epsilon$ [see Eq. (11) in Ref. 16].

The constant $C_5$ was chosen so as to reproduce correct skin friction for a flat plate. Thus, the model constants for low speed flows in the absence of adverse pressure gradients can be summarized as

$$C_1 = 2.0 + 0.513 \left( \frac{P_k}{\overline{\rho} \epsilon} \right), \quad C_2 = 0.8, \quad C_3 = 1.473, \quad C_4 = 1.07, \quad C_5 = 0.1 \quad (16)$$

Again, consistent with the development of the $k$-ζ model, the role of compressibility and adverse pressure gradients had to be addressed. From study of shock wave/boundary layer interaction, $C_1$ was multiplied by the factor

$$\left[ \frac{1 - \beta_p \tau_u / \tau_o}{1 + \frac{\beta_p}{\mu \zeta} \max \left\{ \frac{D \beta}{Dt}, 0 \right\} \right]$$

where

$$\tau_u = \sqrt{\frac{T}{S^2 + \bar{\omega}^2 / 2}}$$

(17)

The model constants $\beta_p$ and $\beta_p$, as well as the other stress model constants, are listed in Table 2.

<table>
<thead>
<tr>
<th>Table 2 PDS model constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
</tr>
<tr>
<td>$C_1$</td>
</tr>
<tr>
<td>$C_2$</td>
</tr>
<tr>
<td>$C_3$</td>
</tr>
<tr>
<td>$C_4$</td>
</tr>
<tr>
<td>$C_5$</td>
</tr>
<tr>
<td>$\beta_p$</td>
</tr>
<tr>
<td>$\beta_p$</td>
</tr>
</tbody>
</table>

Note that, in developing this model, we preserved all the desirable features of the two-equation model, including avoidance of wall or damping functions and coordinate independence. Moreover, all correlations are tensorially consistent and Galilean invariant. Further, as shown in Table 1 the majority of the $k$-ζ constants remain unchanged for the PDS model. The constants $\beta_4$ and $\beta_6$, however, are modified slightly as shown.

Numerical Method

The modeling proposed here has been incorporated into Olynick and Hassan’s17 two-dimensional/axisymmetric implicit solver for hypersonic flows. This algorithm solves the governing equations for 5-species air in thermochemical nonequilibrium. The solver uses Roe’s flux-difference splitting18 for the inviscid flux, extended to higher order using MUSCL variable extrapolation19 with a minmod slope limiter. Time integration is accomplished using the diagonal implicit variant of Yoon and Jameson’s Lower-Upper Symmetric Gauss-Seidel method,20 which only requires the inversion of diagonal matrices. This property is attractive for nonequilibrium flows, where a large number of partial differential equations must be solved.

Since the current flowfields under investigation are perfect-gas, vibrational relaxation and chemical reactions are disabled to obtain the results in this study. Additionally, the high-temperature transport-property calculations originally used in the code were replaced with Sutherland’s law for viscosity and a constant laminar Prandtl number of 0.72. Closure for the Favre-averaged energy equation is accomplished using a constant turbulent Prandtl number of 0.89.

Results and Discussion

Before considering high Mach number flows, it is worthwhile to examine the performance at the PDS model for low speed flows in the absence of adverse pressure gradients. This study will help evaluate the choice of model constants indicated in Eq. (16). A flat plate and its wake were selected for this validation. Of the many results that were generated, two critical comparisons will be presented. Figure 2 compares computed RMS velocity
fluctuations with Klebanoff's experiment, while Fig. 2 compares computed wake growth rate with those of the two-equation \( k-\omega \) model and the experiments of Pot and Weygandt and Mehta. In Fig. 3, \( b \) is the half width, \( \theta \) is the momentum thickness and \( x \) is the distance along the wake. As is seen in the figures, good agreement is indicated in both cases.

![Fig. 2](image2.png)

**Fig. 2** Comparison of computed and experimental velocity fluctuations for flat-plate experiment of Klebanoff-PDS model

![Fig. 3](image3.png)

**Fig. 3** Comparison of \( k-\omega \) and PDS results for incompressible flat-plate wake

We shall consider next two different classes of shock/boundary-layer interaction flowfields, including Mach 5 impingement of an oblique shock wave and the flow past a compression corner at Mach 9.22. These computations correspond to experiments conducted by Schülein et al.\(^1\) and Coleman et al.\(^2\) respectively. It should be noted that the first experiment was completed after Settles and Dodson completed their examination of available data sets for code validation. However, the experiment met all their guidelines. The work of Coleman et al. was on their list of recommended experiments. Note that, for each of the computations presented here, the leading edge of the flat plate or compression ramp is not included in the Navier-Stokes computations. Instead, inflow profiles are obtained separately through boundary-layer solutions for the corresponding zero-pressure-gradient flat-plate flow.

**Computations for Schülein et al. Cases**

First, we shall examine a Mach 5 shock/boundary-layer interaction modeled using the experimental setup shown in Fig. 4. A shock generator is mounted on the upper tunnel wall, and the resultant oblique shock wave interacts with the turbulent boundary layer growing on the flat plate along the lower tunnel wall. Depending on the magnitude of the deflection angle \( \beta \), flow separation may or may not occur at the location of shock impingement. We consider two values of \( \beta \) which result in separated flow. The oblique shock is enforced numerically by enforcing velocity, pressure, temperature and density boundary conditions along the top of the computational domain that correspond to the conditions behind the oblique shock. It was indicated in Ref. 4 that an \( 80 \times 80 \) grid resulted in a well-resolved solution. Therefore, in order to ensure a grid-resolved result, all present computations were conducted on a \( 141 \times 141 \) Cartesian grid with constant spacing in the \( x \) direction and geometric spacing in the \( y \) direction.

Before detailed comparisons are undertaken, the turbulence model of Ref. 4 will be reviewed. Lindblad et al.\(^4\) employed a number of two-equation, ARSM and differential stress models in their investigation. We will be comparing here with what they considered to be their best performing model, which happened to be an Explicit Algebraic Reynolds Stress Model (EARSM) with the underlying two-equation model being the \( k-\omega \) model of Wilcox. This EARSM is based on the ARSM of Rodi\(^23\) and the pressure-strain model of Launder et al.\(^24\). A near
wall treatment, which included damping functions, was then added to allow the Reynolds stress anisotropy to behave in accordance with experiment and direct numerical simulation. Evidently, compressibility corrections as suggested in Refs. 27 and 28 were deemed unimportant and thus, none were included.

Fig. 5 compares nondimensional surface pressure and skin-friction results obtained with the standard $k-\varepsilon$ model and the PDS model to the experimental measurements of Schülein et al. for $\beta = 10^\circ$. Also shown are the results obtained by Lindblad et al. using an EARSM for the same case. Fig. 5(a) shows that the present computations both predict the downstream pressure quite well, but offer differing results in the interaction region. These differences appear to arise because of a considerably smaller separation zone predicted by the PDS model, as indicated in Fig. 5(b). Outside the interaction region, however, all models compare quite well to the experimental skin-friction data. For this case, the agreement appears to be better than that provided by the EARSM computation.

Fig. 6 shows that the agreement is generally poorer for the case where $\beta = 14^\circ$. For instance, the present two-equation computation predicts the general behavior of the pressure distribution quite well; however, it underpredicts the pressure in the interaction region and shows an overprediction in the downstream equilibrium region. The PDS model better predicts the downstream pressure but does not agree well in the interaction region. For the skin friction, the PDS model appears to match the skin-friction data better than the standard $k-\varepsilon$ approach, but predicts later separation and reattachment. It is also clear that both the standard $k-\varepsilon$ model and the EARSM calculation yield large overpredictions of the skin friction in the recovery
region. Overall, the $k$-$\omega$ and PDS calculations provide similar degrees of predictive accuracy for these Mach 5 cases.

It is to be noted that, in all of our calculations presented here, no attempt was made to limit the ratio of production to dissipation. Detailed investigation of results from the two-equation model indicated that, in regions where production over dissipation was unusually high, production was dominated by normal stresses. This may be the reason why skin friction was overpredicted in the recovery region by the two-equation model.

**Computations for Coleman et al. Cases**

The second set of experiments considers the flow past a two-dimensional compression corner in a Mach 9.22 freestream. For these cases, we shall compare computational results to experimental surface-pressure and heat flux results obtained by Coleman et al. A representative computational grid for one of the two deflection angles considered is shown in Fig. 7. The minimum grid spacing at the wall decreases linearly from the inflow plane to the corner, after which point it is constant. Two flow deflection angles, $\beta = 34^\circ$ and $\beta = 38^\circ$, are examined for this case as well; flow separation is expected for both deflection angles. Both the 34- and 38-degree grids employed 241 points in the streamwise direction and 141 points in the normal direction. This is comparable to 256x128 grid employed in Ref. 5, which resulted in a grid-independent solution.

![Fig. 7 241x141 grid for Coleman et al. experiment. $\beta = 34^\circ$. Every other grid point omitted for clarity.](image)

The calculations of Ref. 5 were based on a two-equation $k$-$\varepsilon$ model with a number of compressibility corrections involving terms appearing in the $k$ equation, and the Karman constant. Moreover, the eddy viscosity definition was adjusted so as to limit the turbulent length scale.

As indicated earlier, because all correlations involving $p'$ were set to zero, our model is not expected to perform well for the $M=9.22$ case. The need to include temperature and density fluctuations can be seen when one considers, as an example, the pressure dilatation term $\overline{\rho u_{i,j}'}$. Since

$$p = \overline{\rho} + \rho' = R\overline{T} + \overline{T}'$$

$$\rho' = R(\overline{\rho}'\overline{T} - \overline{\rho}T')$$

and

$$\overline{\rho u_{i,j}'} = R(\overline{\rho u_{i,j}'} + \overline{\rho T u_{i,j}'})$$

it is not obvious why the above term should be modeled in terms of turbulent kinetic energy production $P_k$ and its dissipation rate $\overline{\rho e}$, as suggested by Sarkar and used in Ref. 5. We believe that appropriate modeling of terms appearing in Eq. (19) must depend on the variances of temperature and density and their dissipation rates.

We shall first compare predictions for inflow properties with those of Ref. 5 and experiment. These results are shown in Fig. 8. Fig. 8(a) shows that both the $k$-$\omega$ solution and the PDS solution match experimental velocity-profile data better than the earlier calculation. In the case of the Mach-number distribution (Fig. 8(b)), the Grasso and Falconi result agrees better with the data in the outer region, but the present computations are superior in the near-wall region.

It is seen from Fig. 8 that, in general, current predictions are better than those of Ref. 5 and in good agreement with experiment. The question arises as to why a theory that is not supposed to be valid in this Mach number range gives good agreement with experiment. This is because Morkovin's hypothesis requires conventional heat transfer rates which is the case for the inflow region. This is to be contrasted to the corner region, where high Mach numbers and unconventional rates of heat transfer exist.

The next two figures show pressure and heating results for the two deflection angles considered here. Fig. 9 compares the present results to the computations of Grasso and Falconi and experimental data for $\beta = 34^\circ$. As demonstrated in Fig. 9(a), the present $k$-$\omega$ computation appears to provide the best comparison with the experimental pressure data for this case, whereas the PDS result provides the worst agreement. On the other hand, the $k$-$\varepsilon$ solution by Grasso and Falconi agrees fairly well with the experimental heat-transfer data, but both present computations provide substantial overpredictions of the peak heat-transfer rate. Note that the $k$-$\omega$ result agrees with the data fairly well upstream and downstream of the interaction region; however, the predicted peak heat flux is more than twice that observed in the experiment. The PDS heating result overpredicts the heating in and downstream of the interaction region.

Similar behavior is observed for $\beta = 38^\circ$ in Fig. 10(a); both the $k$-$\omega$ and $k$-$\varepsilon$ solutions predict the peak pressure magnitude quite well. Once again, however, the computation by Grasso and Falconi provide reasonable predictions of the heat-transfer rate, while both present computations overpredict the peak heating substantially.
Moreover, the PDS result again agrees poorly with the data downstream of the interaction region.

Concluding Remarks

This work extended the two-equation $k-\zeta$ turbulence closure model to a stress model and, in the process, preserved all the desirable features of the original model, i.e., no wall or damping functions, coordinate independence, Galilean invariance and tensorial consistency.

The above results illustrate the importance of using a turbulence model that reflects the correct physics of the problem. The $k-\zeta$ model worked for the Mach 5 shock wave/boundary-layer interactions and for the 9.22 flat-plate boundary-layer computations. However, it did not provide accurate predictions for the separation zone in the Mach 9.22 compression-corner flowfields. As a result, we believe that the key to developing accurate models for hypersonic turbulence is to relax Morkovin's approximation and provide adequate modeling for terms neglected in Eqs. (A.1) and (A.2). Replacing a two-equation model with a stress model is not going to lead to improved predictions if the underlying physics is inaccurate.

Another conclusion that may be drawn from this work is that, if the objective is to calculate surface properties, then two-equation models perform as well as stress models as long as the production term $P_k$ is not dominated by contributions of normal stresses.

Finally, the fact that the PDS model underperformed the two-equation model for the Mach 9.22 compression ramp was unexpected. Future work should include comparison

![Fig. 8 Comparison of inflow profiles for experiment of Coleman et al.](image)

![Fig. 9 Results for experiments of Coleman et al., $\beta = 34^\circ$](image)
of the PDS model with a full stress model.
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Appendix: Exact Equations Governing $k$ and $\zeta$

The exact Favre averaged compressible turbulence kinetic energy and enstrophy equations can be written as

$$\frac{\partial}{\partial t} (\bar{\rho} k) + \frac{\partial}{\partial x_j} (\bar{\rho} \bar{u}_j k) = \tau_{ij} \frac{\partial \bar{u}_i}{\partial x_j} - \beta \bar{e} - \bar{u}_i \frac{\partial \bar{\rho}}{\partial x_i} + \nu \frac{\partial}{\partial x_i} \left[ \frac{\bar{u}_i \bar{u}_j}{2} - \beta \bar{u}_j \right] \tag{A.1}$$

$$- 2 \bar{u}_i \frac{\partial}{\partial x_k} (\bar{u}_i \bar{\omega}_j) = 2 \left( \bar{u}_m \rho \bar{u}_s \bar{u}_m + \bar{u}_s \rho \bar{u}_m \rho \bar{u}_s \right) + \rho \bar{u}_i \bar{u}_s \bar{u}_m - \bar{u}_i \rho \bar{u}_s \bar{u}_m - \rho \bar{u}_s \bar{u}_m$$

$$+ 2 \rho \bar{u}_i \bar{u}_s \bar{u}_m - \bar{u}_i \rho \bar{u}_s + \rho \bar{u}_s \bar{u}_m$$

$$+ 2 \bar{u}_i \bar{u}_s \bar{u}_m - \rho \delta_{ik} \delta_{jm} + \bar{u}_i \frac{\partial}{\partial x_j}$$

$$+ \bar{u}_j \frac{\partial}{\partial x_k} \left( \frac{\delta_{ik} \delta_{jm} + \bar{u}_i \bar{u}_j}{\delta_{ik} \delta_{jm}} \right)$$

$$+ \frac{\delta_{ik} \delta_{jm}}{\delta_{ik} \delta_{jm}}$$

$$\tag{A.2}$$

$$s_{ij} = \frac{1}{2} \left( \frac{\partial u'_i}{\partial x_j} + \frac{\partial u'_j}{\partial x_i} \right), \quad \bar{u}_{ij} = \frac{1}{2} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right)$$

$$\bar{u}_i = \bar{u}_i - \bar{u}_i' \bar{u}_j', \quad \omega_i' = \epsilon_{ijk} \frac{\partial u'_k}{\partial x_j}$$

$$k = \bar{u}_i \bar{u}_j / 2, \quad \zeta = \bar{\omega}_i \bar{\omega}_j, \quad \tau_{ij} = - \bar{u}_i' \bar{u}_j'$$

$$i : j = 2 \mu s_{ij} - \frac{2}{3} \mu \frac{\partial u'_i}{\partial x_k} \delta_{ij}, \quad \bar{u}_i = \bar{u}_i + \bar{u}_i', \quad \nu = \frac{\mu}{\rho}$$
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