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EXECUTIVE SUMMARY
Executive Summary

This project, over its term, included funding to a variety of companies and organizations. In addition to Georgia Tech these included Florida Atlantic University with Dr. William E. Glenn as the P.I., Kodak with Mr. Mike Richardson as the P.I. and M.I.T./Polaroid with Dr. Richard Solomon as the P.I. The focus of the work conducted by these organizations was the development of camera hardware for HDTV. The focus of the research at Georgia Tech was the development of new semiconductor technology to achieve a next generation solid state imager chip that would operate at a high frame rate (170 frames per second), operate at low light levels (via the use of avalanche photodiodes as the detector element) and contain 2 million pixels. The actual cost required to create this new semiconductor technology was probably at least 5 or 6 times the investment made under this program and hence we fell short of achieving this rather grand goal. We did, however, produce a number of spin-off technologies as a result of our efforts. These include, among others, improved avalanche photodiode structures, significant advancement of the state of understanding of ZnO/GaAs structures and significant contributions to the analysis of general GaAs semiconductor devices and the design of Surface Acoustic Wave resonator filters for wireless communication. More of these will be described in the report.

The work conducted at the partner sites resulted in the development of 4 prototype HDTV cameras. The HDTV camera developed by Kodak uses the Kodak KAI-2091M high-definition monochrome image sensor. This progressively-scanned charge-coupled device (CCD) can operate at video frame rates and has 9 μm square pixels. The photosensitive area has a 16:9 aspect ratio and is consistent with the "Common Image Format" (CIF). It features an active
image area of 1928 horizontal by 1084 vertical pixels and has a 55% fill factor. The camera is designed to operate in continuous mode with an output data rate of 5MHz, which gives a maximum frame rate of 4 frames per second. This camera was delivered to:

Dr. John C. Wang  
Deputy Chief, Applied Information Technology Division  
NASA Ames Research Center  
Bldg. 211, Room 136  
Moffett Field, CA 94035  
Phone: 650-604-5525  
email: jwang@mail.arc.nasa.gov

The MIT/Polaroid group developed two cameras under this program. The cameras have effectively four times the current video spatial resolution and at 60 frames per second are double the normal video frame rate. But spatial and temporal resolution are not enough to create an illusion represented reality: virtually noise-free, coherent, and progressive image capture make this camera design different from all existing commercial video devices. The camera system implements the 1280 x 720 image format supporting the 750/60/1:1 production standard. The 1” video format, 16:9 aspect ratio progressive scan, frame-transfer CCD sensor with square pixels was designed, and sensor incorporation and camera adaptations were implemented. The first prototype of this camera was demonstrated at the 1996 National Association of Broadcasters (NAB) show. Both of these cameras were delivered to:

Dr. Tice DeYoung  
NASA Headquarters, Code PT  
Washington, DC 20546  
Phone: (202) 358-1363  
email: tdeyoung@mail.arc.nasa.gov

One of the cameras is currently assigned to the supercomputer center at the Naval Research Laboratory in Anacostia where it is available for further demonstration. Additional cameras have been purchased by ABC/Disney and other commercial firms. Demonstrations have been made at
the National Institutes of Health, the U.S. Army, the National Security Agency, the National Association of Broadcasters annual meeting in Las Vegas (where it won Best of Show), and at the American Society of Cinematographers' annual convention in Los Angeles.

Florida Atlantic University under this program developed a breadboard high definition camera mounted on an optical bench. They used two experimental CCD sensors made by Eastman Kodak in the camera. This was the first demonstration in the world of a color camera with 1920 x 1080 pixels progressively scanned at 60 frames per second. This is the progressive SMPTE 274M standard. It has been a long time objective for HDTV for 15 years. This is the first camera to achieve that objective. Since this was a breadboard using an early version of the Kodak CCD, it was not a practical camera since it could not be moved. The Florida Atlantic University group subsequently built a more practical camera, on a DARPA contract, using the equipment purchased on this subcontract, plus additional materials. This camera was delivered to the Navy for underwater experiments. Work has continued with enhancements on this camera with DARPA funding and with some commercial funding.
SECTION I:

INTRODUCTION AND BACKGROUND:

GEORGIA TECH PORTION
OF THE PROGRAM
1.0 Introduction and Background: Georgia Tech Portion of the Program

In this project we sought to develop a new kind of solid state imager for HDTV applications. At the inception of this program there were no US manufacturers of HDTV cameras or camera chips and we sought to fill that void. At the time there were also no Japanese or European manufacturers which could supply progressive-scan HDTV camera chips though it was felt strongly that such chips would probably be required by the eventual FCC standard for HDTV. Our rather ambitious goal was to create a new technology for imager chips which would operate at the high frame rates needed. We estimated that with our approach an imager consisting of a 1920 (V) by 1080 (H) array of pixels would have a rate of 170 frames per second when progressively scanned. The pixel size would be roughly 8 μm by 8 μm. Our idea, covered in US Patent No. 5,162,885 “Acoustic Charge Transport Imager”, was to combine and avalanche photodetector with acoustic charge transport (ACT) readout. ACT is a charge transport mechanism for which the photogenerated charge can be read out via a voltage which propagates with a surface acoustic wave (SAW) in a piezoelectric semiconductor. Avalanching photodetectors play a role in camera tubes such as the HARPICON H4318 from Hitachi for which the detection stage is an amorphous selenium target under reverse bias. In addition, some CCD imagers utilize amorphous silicon avalanche photodiodes. The use of avalanche photodetectors introduces some optical gain in the chip which is critical for HDTV imaging at moderate light levels.
To be sure, this was an ambitious project. ACT technology was in a relatively early stage of development, having not yet reached commercialization and even GaAs technology was not at a high level of maturity. Though we did not succeed in developing the HDTV ACT imager chip, we made a number of significant discoveries and advances that have had substantial impact on GaAs APDs, GaAs electronics, SAW resonator filters and Zinc Oxide film technology.

The situation has somewhat changed now. GaAs technology, driven by the wireless communications industry has reached maturity and is going well. It is the fastest growing sector of the semiconductor industry with such companies as RF Micro-Devices (RFMD) performing very well. In the last year, since its GaAs Heterostructure Bipolar Transistor (HBT) fabrication facility has come on line, RFMD's stock has risen from roughly $6 per share to $86 per share. The path chosen towards an ACT imager chip would be very different if the project were starting today. One would leverage the existing industrial base in both GaAs APDs for fiber optic telecommunications and GaAs integrated circuits. More will be said about this later in the section on suggestions for future work.

In the figure shown below the schematic of the ACT imager architecture is shown. There come to mind several approaches to breaking down this problem. One focal point is the APDs and the work on these is described primarily in Sections 2 and 3 but also to some extent in Section 4. The other focal point is the ACT portion of the device and work on this is presented in Sections 4 and 5.
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1. Gain/Noise Properties of Doped MQW Junctions

1.1 Introduction

In this section, a detailed characterization has been made of the external properties of both the PIN and the MQW structures. Comparison of the gain properties at low voltages between the MQW and conventional APDs showed a direct experimental confirmation of a structure-induced carrier multiplication due to interband impact ionization. Similar studies of the bias dependence of the excess noise characteristics show that the low-voltage gain is primarily due to electron ionization in the MQW-APDs, and to both electron and hole ionization in the conventional APDs. For the doped MQW APDs, the average gain per stage was calculated by comparing gain data with depletion width and carrier profile measurements, and was found to vary from 1.03 at low bias to 1.09 near avalanche breakdown. These results are in good agreement with theoretical models developed by Brennan for similar derivatives of the doped MQW APD.

1.2 Gain Enhancement

As was previously mentioned, superlattice multiplication APDs are designed to outperform bulk multiplication APDs by artificially enhanced ionization through the introduction of multiple quantum well layers. This behavior is attributed to the large difference in the conduction and valence-band edge discontinuities at the AlGaAs/GaAs interface. When a “hot electron” enters from the AlGaAs barrier layer into a GaAs well, it abruptly gains an energy equal to the conduction band gap discontinuity, $\Delta E_c$. The effect is that the electron “sees” an ionization energy reduced by $\Delta E_c$ with respect to the
threshold energy in bulk GaAs \((E_{th}=2.0 \text{ eV})\). \(^2\) Since the impact ionization rate \(\alpha\) increases exponentially with decreasing \(E_{th}\), a large increase in the effective \(\alpha\) compared to that in bulk GaAs is expected. When the electron enters the next barrier layer, the threshold energy in the AlGaAs material is increased by \(\Delta E_c\) therefore decreasing the value of \(\alpha\) in the AlGaAs. However, since \(\alpha\)_{GaAs} >> \(\alpha\)_{AlGaAs}, the exponential dependence on the threshold energy results in an increase in the overall average \(\alpha\) given by:

\[
\alpha_{\text{avg}} = \frac{\alpha_{\text{GaAs}} + \alpha_{\text{AlGaAs}}}{L_{\text{GaAs}} + L_{\text{AlGaAs}}}
\]  

where \(L\) represents the layer thicknesses.

In contrast, the ionization rate for holes, \(\beta\), is not increased substantially due to the smaller valence-band discontinuity. This results in a net enhancement in the \(\alpha/\beta\) ratio. \(^3\)

The APD devices were characterized under both light and dark conditions using current-voltage (I-V), capacitance-voltage (C-V), and noise measurements. Gain curves were calculated from the reverse bias I-V measurements performed as a function of photon flux. Carrier concentrations and depletion width profiles were determined from the C-V data using a one-sided junction approximation.

The I-V measurements were taken in the dark and under HeNe laser illumination. In order to ensure pure electron injection, the laser beam was focused through a microscope objective at the center of the 75 \(\mu\)m diameter opening in the upper p-contact ring. Breakdown voltages, \(V_B\), were measured to be about 27 V for the doped MQW APD and 63 V for the conventional APD with corresponding dark currents, measured at 20% of the breakdown voltages, of about 10 pA and 100 pA, respectively.
The dark current IV plots are shown in Figure 1-1 where the low breakdown voltage characteristics of the doped MQW APD is demonstrated. This is a result of the high doping present in the junction which helps increase the electric field magnitude closer to its critical avalanche value.

The C-V measurements were performed at 1 MHz. The C-V data (shown in Figure 1-2) was then analyzed to calculate the depletion widths and carrier profiles for the two structures. The net carrier concentration for the conventional APD is shown in Figure 1-3 as a function of the calculated depletion width. As the reverse bias is increased, the capacitance decreases to 0.8 pf, while the depletion width increases to about 2.6 μm prior to breakdown around 63V. Note that the carrier concentration increases sharply as the depletion edge is extended into the doped contact region. Figure 1-4 shows the corresponding plot for the doped-well MQW device which had a breakdown voltage of about 27 Volts. This plot clearly shows evidence of the depletion of all 10 stages in the MQW APD. The presence of the peaks in the carrier profile data is due to the unequal p and n doping concentrations in the wells. This results in partial
Figure 1-1: Dark IV plots for the PIN and the doped-well MQW APD
Figure 1-2: CV plots for PIN and a doped MQW APDs
Figure 1-3: Carrier concentration profile vs depletion width for the PIN APD.
Figure 1-4: Carrier concentration profile vs depletion width for the doped MQW APD.
depletion of the junction as will be shown shortly. With applied bias, the depletion width increases, and additional quantum-well stages become depleted. This gives rise to ripples in the CV profile resulting from peaks in the carrier concentration. Note that the peak positions do not agree with the 1000 Å period of the MQW structure. This discrepancy is due to the fact that carrier concentration profiles were calculated assuming a one sided depletion. This is generally not the case in such structures unless there is a large doping imbalance in the junction preventing it from depleting both ways. In addition, the spatial resolution of the C-V measurements was limited by the Debye length given by

\[ L_D = \sqrt{\frac{kT e_s}{q^2 N}} \]  

which is about 40 Å at room temperature for a doping level of \( n=1.5 \times 10^{18} \text{ cm}^{-3} \). The Debye length is the distance over which the Coulomb (electrostatic) forces between charged layers are essentially screened out. Since the thickness of the doped layers in the wells was of the same order of magnitude (50 Å), abrupt changes in the doping concentration could not be accurately measured.

The gain curves, calculated from the I-V data, are shown in Figure 1-5 where the bias values were normalized by the breakdown voltage of each device to enable comparison. Figure 1-5(a) clearly shows the presence of gain in the doped MQW device in the low voltage region while the conventional p-i-n structure (Figure 1-5(b)) does not show any gain in this regime. This is an indication of a structure-induced carrier multiplication resulting from the band discontinuity and the doping in the MQW APD. In order to calculate the gain per period in the doped MQW, the carrier profile plot (Figure 1-4) was superimposed on the gain curve (Figure 1-5(a)) and the gain was estimated at
each consecutive carrier concentration minimum as shown in Figure 1-6. The corresponding gain values per stage were found to increase from 1.03 at low bias (one depleted stage), to about 1.09 near breakdown (ten depleted stages). These results are in good agreement with theoretical predictions provided by Brennan\textsuperscript{1} for similar derivatives of the doped MQW APD.
Figure 1-5: Gain vs. the ratio of reverse bias to breakdown voltage for the (a) MQW APD and (b) PIN APD.
Figure 1-6: Plot used for determining gain per stage for a doped MQW APD
1.3 Dark Current Reduction

Dark current is one of the main parameters of concern in photodetectors. Dark current analysis and the reduction of dark current are very important for high sensitivity and low noise applications. Defect centers, heterojunction interface traps, as well as mesa surface leakage can generate high levels of excess dark current and reduce minority-carrier lifetime.6

In a typical PN junction, the overall dark current is the sum of the bulk and surface components. The bulk component is usually made up of diffusion, generation-recombination, and tunneling currents. The surface component consists of generation-recombination, and leakage shunt currents usually formed at semiconductor and dielectric interfaces.7 In a device structure with top p and n contacts such as the APDs used in our experiments, there are additional sources of dark current components. These are due to defect centers at the GaAs/AlGaAs interface and most importantly to surface leakage currents along the mesa edge which can contribute significantly to the dark current.

In this section, it will be shown how substantial the surface leakage component can be and how certain growth, processing and surface treatment techniques can be used to dramatically lower surface leakage currents by several orders of magnitude. The devices that were measured were volume- and delta-doped MQW. In the volume-doped MQW structures, the GaAs wells were doped with 50 Å (3.0x10^-18 cm^-3) adjacent p+ and n+ layers. In the delta-doped APDs, p+ and n+ layers with a sheet charge density of 1-5 x10^12 cm^-2 were introduced separated by undoped spacer layers ranging from 50 to 150 Å. Through careful dopant calibration, the devices were grown such as to achieve full depletion at low bias. After processing the devices into mesa diodes, various surface
passivation treatments were investigated. These include both plasma ashing in an O₂ plasma and ammonium sulfide treatments. Through the application of such treatments, a decrease in the reverse bias dark current by as much as a factor of 1000 was achieved in the low bias region. This can be seen in Figure 1-7 where the dark current is plotted both before and after surface treatment by ammonium sulfide. The dark current approximately follows a square-root behavior at low to medium reverse bias while at high biases, avalanche currents dominate. The rapid increase in the dark current at low reverse bias and the large drop in its value achieved by surface treatment are indicative of surface leakage. The leakage in these heterojunction mesa diodes was dominated by generation/recombination current near the intersection of the mesa surface with the GaAs/AlGaAs depletion region.

As a result of surface treatment, dark currents as low as 1 pA were obtained under zero applied bias. In some APDs, the dark currents increased to only 12 pA at 20% of breakdown. In addition, these devices exhibited extremely high gains which exceeded 10,000 in some cases. In most traditional APDs, the presence of high dark currents usually presents a limiting factor preventing the further increase in a device’s photocurrent gain beyond avalanche breakdown. By reducing the dark currents in these devices, it was possible to maintain it at levels well below that of the photocurrent. This made it possible to achieve and sustain high levels of gains well beyond breakdown.
Figure 1-7: Dark current reduction as a result of surface treatment by ammonium sulfide
1.4 Excess Noise Reduction

There are many different types of noise that may be present in an electrical device. A brief discussion of the various types of noise mechanisms is presented below.

1.4.1 Johnson Noise

Johnson noise is caused by the random motion of thermally energetic electrons in resistive materials. Its instantaneous amplitude is not predictable, but the probability of its amplitude being within an interval of dV volts is equal to $p(V)dV$ where $p(V)$ is expressed by the familiar Gaussian probability function:

$$p(V) = \frac{1}{(2\sigma^2)^{1/2}} e^{-V^2/2\sigma^2}$$  \[1-3\]

where the parameter $\sigma$ is the rms value of the fluctuations and the quantity universally accepted to describe the noise output from a resistor. $\sigma$ is bandwidth dependent and is expressed as follows:

$$\sigma = (4kTR_sB)^{1/2} \text{ (volts)}$$  \[1-4\]

where $k$ is Boltzmann's constant, $T$ is the resistor temperature in K, $R_s$ is the resistance in ohms, and $B$ is the noise bandwidth in hertz. Johnson noise is “white noise”, that is the rms value per unit bandwidth (rms density) is constant from DC to frequencies extending into the infrared region.
1.4.2 Shot Noise

Shot noise is the result of random current fluctuations in vacuum tubes and semiconductor junctions. It is caused by the random arrival of discrete electron charges at anodes, collectors, and drains. The rms value of shot noise is given by:

$$I_{\text{shot}} = (2eI_{\text{dc}}B)^{1/2} \quad \text{(A)}$$  \[1-5\]

where $e$ is the electron charge, $I_{\text{dc}}$ is the average DC current through the diode, and $B$ is the noise bandwidth in hertz.

1.4.3 Flicker Noise

Flicker noise is characterized by its spectral composition and for most electronic devices, it dominates thermal and shot noise from DC to about 100 Hz. Although flicker noise can be detected in virtually all conducting materials with applied power, it seems to be most prominent where electron conduction occurs in granular or semiconductor devices. For most semiconductor devices, flicker noise is due to surface effects resulting in random carrier recombinations at interface traps. Flicker noise exhibits a $1/f^n$ power spectrum, with $n$ typically ranging from 0.9 to 1.35.

1.4.4 Total Non-multiplication Noise

Because all the noise sources are considered to be random and uncorrelated, the noise power in a system is additive, and the total rms noise is the square root of the sum of the squares of each of the three noise sources previously described. The total non-multiplication noise output voltage is given by:

$$E_{\text{no}} = [4kTR_eB + (I_{\text{shot}}R_e)^2 + e_f^2]^{1/2} \quad \text{volts rms}$$  \[1-6\]
1.4.5 Excess Noise

The excess noise factor is the component of total noise corresponding to fluctuations in the process of carrier multiplication in an avalanche photodiode. It is defined as the ratio of multiplication-related noise to that of the non-multiplication noise defined by equation [5-6]. Excess noise measurements are usually conducted at high frequencies where the shot noise is the most dominant non-multiplication term. Therefore, all other noise processes are commonly ignored in excess noise computations. McIntyre has shown\(^8\) that the statistical nature of the multiplication process adds an additional component to the noise which can be included with the shot noise of the APD as an excess noise factor. The excess noise factor in the case of pure electron injection is given by:

\[
F_e = \frac{M}{k} + (1 - \frac{1}{k})(2 - \frac{1}{M}) \tag{1-7}
\]

where \(M\) is the multiplication factor, and \(k\) is the effective electron to hole ionization ratio of the APD. The root mean square noise current \(<i_n^2>\) can be expressed as:

\[
<i_n^2> = 2eI_{p0}M^2FB \tag{1-8}
\]

where \(I_{p0}\) is the primary multiplied photocurrent. In other words, the actual photocurrent is given as:

\[
I_{ph} = I_{p0} * M \text{ for } I_{ph} >> I_D \text{ (dark current)} \tag{1-9}
\]

A plot of \(F(M)\) vs. \(M\) from McIntyre's theory is shown in Figure 1-8 for \(k' (=1/k=\beta/\alpha)\) ranging from 0.001 to 1000. The plots are approximately symmetric on a log-log scale about the axis \(F(M)=M\) for \(k\) and \(1/k\). At any given gain, lower excess noise is obtained if
the carrier with the higher ionization coefficient is injected into the multiplication region. For low k', if the correct carrier is injected, the excess noise can be quite low, with a limiting value of 2 for k'=0 at high gain. However, if the wrong carrier is injected, the excess noise becomes very high, with the penalty becoming increasingly more severe as the disparity between ionization coefficients decreases. Thus, it is important to inject the carrier with the higher ionization coefficient into the multiplication region. The lower the k' (or higher the k), the higher the relative difference between α and β, and the lower the excess noise. It is important to note that the McIntyre model is not well suited for describing the noise characteristics of MQW devices since it was intended mainly for conventional APDs. Better models have been developed by Teich et al.\textsuperscript{9,10} and are described in the literature. In addition, Marsland\textsuperscript{11,12} and Hayat\textsuperscript{13} have recently considered the "dead space" between ionization events in their excess noise calculations. They concluded that McIntyre's calculations overestimate the excess noise factor for a given k. McIntyre curves were used in our excess noise factor plot for comparison purposes in order to clearly illustrate the difference between the noise properties of conventional and MQW APDs. Multiplication noise measurements were conducted on both APDs using an HP8568B spectrum analyzer set at a 200 kHz center frequency with a 10 kHz resolution bandwidth.
Excess noise factor measurements were made with a HeNe laser using electron injection into the top $p^+$ layer. The experimental excess noise factor data is shown in Figure 1-9 where the dashed lines represent McIntyre's calculated theoretical curves. Figure 1-9(a) for the doped MQW APD clearly shows that for low gains ($M<4$), the ionization ratio is greatly enhanced ($k=10-50$) as compared to that in bulk GaAs ($k=1.67$). This fact is clear evidence of the validity of our previous results for the gain values per stage which assume single carrier multiplication at low voltages. At higher voltages, however, the value of $k$ is reduced since the holes gain more energy from the...
applied electric field and are more likely to impact ionize\textsuperscript{14}. The noise data for the conventional APD displayed in Figure 1-9(b) shows the high noise (k~1) characteristics of the conventional APD even at low bias voltages. Excess noise factors at higher gain values were difficult to obtain since the dark current becomes large at high bias. Note that in Figure 1-9(a), the point where the excess noise data break away from the high k McIntyre curves corresponds to the breakdown voltage of the doped well APD. In addition, at high gains the k ratio for the doped well APD approaches the bulk GaAs value of 1.67. This is expected at high fields since the band bending resulting from the MQW structure becomes insignificant compared to that induced by the externally applied field.
Figure 1-9: Excess noise factors for both (a) the doped MQW APD, and (b) the PIN APD. Dashed lines correspond to McIntyre theoretical curves for k=1,2,5,10, and 50.
2. Spectral Response Properties

2.1 APD Quantum Efficiency

The external quantum efficiency of a photodiode is defined as the number of electron-hole pairs generated at the output photocurrent per incident photon:

\[ \eta_{\text{ext}} = \frac{I_p}{q} \left( \frac{P_{\text{opt}}}{h \nu} \right) \]  \[2-1\]

where \( I_p \) is the photogenerated current resulting from the absorption of incident optical power \( P_{\text{opt}} \) at a given wavelength. Another related quantity is the responsivity which is defined as the ratio of the output photocurrent to the incident optical power:

\[ R = \frac{I_p}{P_{\text{opt}}} = \frac{\eta q}{h \nu} = \frac{\eta \lambda (\mu m)}{1.24} \quad \text{A/W} \]  \[2-2\]

The quantum efficiency of a photodetector is primarily determined by the absorption coefficient \( \alpha \) of the material. Figure 2-1 shows the measured intrinsic absorption coefficient for several materials used in photodetectors. From this figure, we can see that the room temperature absorption for GaAs material drops sharply around 0.9 \( \mu m \). This long-wavelength cutoff wavelength is determined by the GaAs energy gap which is about 1.43 eV (\( \sim \) 867 nm) at room temperature. At short wavelengths, the values of \( \alpha \) become very large, and the radiation gets absorbed very rapidly near the surface where the recombination time is short. This will cause the photocarriers to recombine before they are collected by the junction region in a photodiode.
Figure 2-1: Optical absorption coefficients for different materials at 77 K and 300 K.\textsuperscript{16}

The internal quantum efficiency of a photodiode $\eta_{\text{int}}$ depends on the wavelength of the light as well as the thickness and doping of the absorption material. The absorption follows Beer's law and the internal quantum efficiency can be expressed as $\eta_{\text{int}} = 1 - \exp(\alpha x_{\text{abs}})$, where $\alpha$ is the wavelength dependent absorption coefficient as shown in Figure 2-1, and $x_{\text{abs}}$ is the thickness of the absorbing material. The "absorption length", $l_\alpha$, is defined as $1/\alpha$ and gives the amount of material needed so that $1/e$ of the light would
be transmitted in the absence of reflections. The external quantum efficiency, $\eta_{\text{ext}}$, includes the effect of reflection as well as the various carrier recombination mechanisms.

2.2 Spectral Response Data

The long-wavelength behavior of the GaAs material was clearly demonstrated by spectral response measurements conducted on a doped PIN APD. The spectral response output is shown in Figure 2-3. The experimental curve was in good agreement with calculated spectral response data for similar devices. In order to calculate the experimental quantum efficiency, we measured the APD current output using a HeNe laser beam incident inside the p⁺ ring with a total power of about 2 $\mu$W (inside a circular area with a 75 $\mu$m diameter). The experimentally calculated quantum efficiency at 632.8 nm was found to be about 19% for a doping level of $1\times10^{19}$ cm$^3$. Table 2-1 shows the experimental external quantum efficiency as a function of the doping in the p⁺ layer.
Table 2-1: Measured quantum efficiencies (at 633 nm) as a function of doping for a GaAs PIN

<table>
<thead>
<tr>
<th>$N_A$ in cm$^{-3}$</th>
<th>$\eta_{\text{ext}}$ in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.0 \times 10^{18}$</td>
<td>18.9</td>
</tr>
<tr>
<td>$2.0 \times 10^{18}$</td>
<td>9.0</td>
</tr>
<tr>
<td>$3.5 \times 10^{18}$</td>
<td>7.7</td>
</tr>
</tbody>
</table>

The simulated quantum efficiency curve (assuming zero reflection and no surface recombinations) is shown in Figure 2-3 for a 3 μm PIN photodiode at zero bias. The external source power density was maintained at 0.01 W/cm$^2$. Using a 75 μm APD with an active area of $1.6 \times 10^4$ cm$^2$, the total incident power on the top p surface is calculated to be about 1.6 μW. This is comparable to the HeNe laser power incident on the surface during the quantum efficiency experiment. Notice how the theoretical quantum efficiency at 633 nm is about 27% which is considerably higher than our experimental value. This is largely due to the loss of light due to surface reflection and to surface recombination mechanisms which were unaccounted for in our simulation. Even though reflection is neglected in the model, the maximum external quantum efficiency does not reach 100% due to the presence of various carrier recombination mechanisms (SRH, Auger, etc.) which were previously described.

It is possible to increase the quantum efficiency of the device through the introduction of a heavily doped p" GaAs top layer which will help create a high-field region to enhance the diffusion of photogenerated electrons toward the depletion region. Figure 2-4 shows the calculated improvements in quantum efficiency for various doping differences between the 0.1 μm p" layer and the 1 μm p+ layer. According to the model, it
should be possible to increase the quantum efficiency by over a factor of 10 for the high energy part of the spectrum (0.2-0.4 \( \mu \text{m} \)). In addition, the response throughout the visible spectral region becomes more uniform as can be seen in Figure 2-4.

Note that the introduction of the thin layer does not make a significant difference to the quantum efficiency when the top absorption region is heavily doped \((3 \times 10^{18} \text{cm}^{-3})\). This is due to increased carrier recombination in the highly doped 1 \( \mu \text{m} \) region which tends to reduce the number of carriers diffusing toward the depletion region.

![Figure 2-2: Spectral response measurement of an MBE grown PIN APD.](image)

Figure 2-2: Spectral response measurement of an MBE grown PIN APD.
Figure 2-3: Theoretical quantum efficiency plot (zero reflection) for a 3 μm GaAs PIN (1μm/1μm/1μm) APD where $p^+ = n^+ = 3 \times 10^{18} \text{ cm}^{-3}$.

Figure 2-4: Theoretical plots showing possible improvement in quantum efficiency for a PIN APD through variations in the doping concentrations and the introduction of a thin (0.02 μm) top p++ layer (all doping concentrations given are in cm$^{-3}$)
3. Time Response Characteristics

The requirements of high bit rate (> 4000 Mb/s) lightwave communication and image processing systems have necessitated the development of fast photodiodes that have higher sensitivity than the PIN detector. Improvement in sensitivity while maintaining wide bandwidths can only be provided using an amplification mechanism within the photodetector itself as is the case in avalanche photodiodes. For optimum operation, an APD must meet the following criteria\textsuperscript{18}: (1) the electric field in the multiplication region must be high enough to produce sufficient gain; (2) the electric field in the absorbing region must be low enough so that the tunneling component of the dark current is negligible; (3) the depletion region must extend far enough into the absorbing region so that diffusion effects are negligibly small. These requirements impose rather severe constraints on the doping concentrations and thickness of the epitaxial layers of the device. Transient response measurements can provide valuable information on the speed performance and the various factors that affect the bandwidth of APDs. Since carrier diffusion plays a major role in determining the time response of a photodetector, one would expect the speed to depend greatly on the depletion characteristics of the APD. The more depleted a structure is, the shorter the distance the carriers will have to diffuse, and the faster the response time will be. This will be shortly demonstrated with experimental time response data. But first, in order to better understand the results that were obtained, a brief discussion the various physical effects that limit the frequency response of a photodiode will be presented.
3.1 Bandwidth Limitations of Photodetectors

The bandwidth of a Separate Absorption and Multiplication Regions (SAM) APD is determined by five physical effects:

1. *Transit Time:* This is the time it takes the generated carriers to travel through the depleted region under the effect of the electric field. There are two types of transit times in an APD. The primary carrier transit time corresponding to the photogenerated carriers, and the secondary carrier transit time required for the multiplied carriers of opposite type to retrace the steps of the primary ones. Transit times for electrons and holes ($\tau_e$ and $\tau_h$) are usually calculated using the ratio of the distance traveled and the "saturation" velocity of the appropriate carrier.

2. *Carrier diffusion time:* In the undepleted regions of the device, carrier transport must take place by diffusion rather than drift. Because of the absence of electric field in the absorption layer of a PIN APD, the photogenerated carriers must diffuse in order to reach the avalanche region. This results in the slowing of the device’s response. An oscilloscope trace of the transient output of such a device would show both a “fast” and a “slow” component. The fast component is due to carrier drift, and the slow one, referred to as the “diffusion tail”, is due to diffusion from the undepleted regions of the device.

3. *RC time constant:* There is a fundamental limit on bandwidth due to the capacitive transient charging effects which arise from the depletion region capacitance of the device and the combined resistance $R$ of the load and the device.
4. **Hole trapping:** In heterojunction APDs, there is a possibility of carrier delay caused by traps present at the heterojunction interface. This effect is related to the abruptness of the heterojunction, the barrier height, the temperature, and the effective mass of the carrier. Because the effective mass of holes is larger by an order of magnitude than that of electrons, trapping is more likely to occur for holes than electrons. This phenomena is known as "hole trapping" and it can be minimized through the use of graded composition layers instead of abrupt heterojunctions.

5. **Avalanche buildup time:** For single carrier ionization, one only needs to consider the transit time through the multiplication layer. For dual carrier ionization, however, there is a feedback process that introduces a time delay through the multiplication region. This is called the avalanche buildup time. In an APD, there is a buildup time $\tau_{\text{aval}}$ associated with the avalanche gain process which tends to limit the time response of the photodetector.

The primary avalanche build-up time for electron initiated multiplication is:

$$
\tau_{\text{aval.n}} = \frac{K_{\text{disp}}}{v_n + v_p} \int_0^w \exp\left[-\int_0^x (\alpha - \beta) dx'\right] dx
$$

[3-1]

where $K_{\text{disp}}$ is a correction factor; $v_n$ and $v_p$ are the electron and hole velocities. The physical origin of $K_{\text{disp}}$ is the electron/hole displacement current which arises from the space-charge induced E-field resulting from the motion of carriers.\(^9\) The closer the value of $\alpha$ is to that of $\beta$, the more secondary carriers are generated, and the higher the avalanche build-up time as can be seen from equation [3-1].
3.2 Overall Photodetector Bandwidth

In the case of a PIN photodetector where absorption takes place in the junction, the basic limitations to the response time are due to the RC and the transit times of the primary carriers. The overall PIN time constant is usually approximated by the square root of the sum of squares of the RC and transit time constants:

$$\tau_{\text{pin}}^2 = \text{Max}(\tau_p^2, \tau_e^2) + \tau_{\text{RC}}^2$$  \[3-2\]

As was previously mentioned, in an APD, there are two different transit times arising from the primary carriers traveling to, and secondary carriers traveling from, the multiplication region. In addition, there is the avalanche buildup time (proportional to gain) which is proportional to the multiplication process. The actual APD frequency response is a complicated function of all of these processes. Hollenhorst\(^2\) and Roy\(^3\) have developed complicated transfer functions and matrix expressions to estimate the time constants for arbitrary structures. For approximation purposes, the RC time constant is usually treated as being non-correlated with the rest of the time constants. In addition, the primary hole transit, hole trapping, avalanche buildup and secondary electron transit events can be assumed to occur in series, one following the other. In this case, the sum of squares can be used to approximate the total time constant as well.

In the following section, we will present some of the experimental data and attempt to provide the proper interpretations as they relate to the processes described above.

3.3 Experimental Results

Figure 3-1 shows the pulse response for an unbiased doped MQW device with a 2.5 μm MQW region. The APD was mounted on a 50 GHz Tektronix sampling scope and
was excited with an 810 nm 50 ps laser pulse. As can be seen from the figure, the unbiased APD output pulse has a rise time of about 317 ps, a fall time of 2.5 ns and a full width at half max (FWHM) of about 1.4 ns. The oscilloscope trace is a convolution of the 50 ps gaussian laser pulse with the output response of the APD. The fast rise time component typically follows the relaxation oscillation of the laser pulse. The falling edge of the pulse shows a "fast" and a "slow" component. The slow component at the trailing edge is usually attributed to either charge trapping at interface states or diffusion of carriers in the undepleted regions of the structure. Diffusion will limit the speed of the device as long as there are undepleted regions in the structure and a separate absorption layer is being used. At high bias, trapping is no longer an issue, and the device response is limited by the transit time and the RC time constant. In the following, it will be demonstrated that such a slow response is due largely to diffusion effects in the partially depleted APD structure.

Figure 3-2 shows the response of the above APD under bias (low gain). The fall time and the FWHM have now dropped to 819 and 952 ps, respectively, corresponding to about a 32% increase in the speed of the device. If the bias is increased further, as shown in Figure 3-3, those values drop to 570 and 593 ps, respectively, with a speed increase of about 58%. The large dependence of the pulse's width and tail on the applied bias is a clear indication of a diffusion-limited time response.
Figure 3-1: Oscilloscope trace of the pulse response of a doped 2.5 μm MQW APD under no bias
Figure 3-2: Oscilloscope trace of the pulse response of a doped 2.5 μm MQW APD under low bias
Figure 3-3: Oscilloscope trace of the pulse response of a doped 2.5 μm MQW APD near breakdown.
The diffusion-limited effect can be verified further by examining the depletion width characteristics of the structure obtained from CV measurements. This is shown Figure 3-4 where the zero bias depletion width of the MQW and PIN structures are about 0.1 µm and 1.4 µm respectively. These values can be used to estimate the drift time constants from \( \tau_{\text{def}} = \frac{W_{\text{depl}}}{{v}_s} \) where \( W_{\text{depl}} \) is the width of the depleted region, and \( {v}_s \) is the saturation velocity taken to be in the order of \( 10^7 \) cm/s. The drift time constants for the MQW and PIN structures were estimated to be 1 ps and 14 ps, respectively. Similarly, the ratio of the diffusion time constants between the MQW and the PIN structures is directly related to the ratio of the undepleted widths \( \left( \frac{\tau_{\text{diff/MQW}}}{\tau_{\text{diff/PIN}}} = \frac{W_{\text{undepl/MQW}}}{W_{\text{undepl/PIN}}} = 2.2 \right) \). Using that ratio and the sums of squares approximation, the diffusion time constants for the MQW and PIN structures were calculated to be 1.5 ns and 0.7 ns, respectively. This result shows that the MQW structure is largely diffusion-limited due to the presence of a large undepleted region. This behavior is largely due to a mismatch in the doping balance between the n and p doping layers in the MQW structure. On the other hand, the PIN APD shows a much faster time response (Figure 3-5) due to the fact that the structure is largely depleted even at zero applied bias Figure 3-4. Therefore, the time response limitations for this structure are mainly due to 1) diffusion time in the top p' and bottom n' layers, and 2) transit time in the intrinsic field region of the structure. Diffusion time in the cap layers can be optimized by varying the thicknesses as well as the doping concentrations. The transit time can be shortened by increasing the field (applied bias) across the junction. This, however, begins to create an additional delay near breakdown due to the increase in the avalanche buildup time.
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The "ringing effect" seen in the oscilloscope trace following the output pulse was due to the impedance mismatch between the APD circuit and that of the oscilloscope sampling head. With applied bias, the impedance of the APD changes due to the increased conductivity of the structure. Note that the relative magnitude of the pulses in the case of the MQW APD is not representative of the gain of the device since a variable resistor was used in an attempt to match circuit resistance and thus limited the voltage applied at the oscilloscope.
Figure 3-4: Depletion width plot showing the increase in the depletion region with applied bias for a largely undepleted doped (2.5 μm) MQW APD.
Figure 3-5: Oscilloscope trace of the pulse response of an undoped 2.5 μm PIN APD with no applied bias.
4. Temperature Dependence

4.1 Impact Ionization vs. Tunneling

In most materials, the mechanisms of junction breakdown can be attributed to both impact ionization and tunneling. One way of determining the dominant process is by examining the temperature dependence of the junction’s IV characteristics. Since the energy bandgap of GaAs decreases with increasing temperature, one would expect the breakdown voltage due to the tunneling effect to have a negative temperature coefficient leading to a decrease in breakdown voltage with increasing temperature as shown in Figure 4-1. This is because a smaller applied field would be needed to reach the same current levels at higher temperatures. On the other hand, avalanche breakdown has a positive temperature coefficient where the breakdown voltage increases with increasing temperature due to the shorter mean free path of carriers at higher temperatures. Increasing T increases the phonon vibrations of the lattice, thereby increasing the probability of premature scattering and reducing the ionization coefficients for a given E-field. Other sources of leakage current, such as generation-recombination and diffusion also tend to increase with increasing T. The result of such an effect is shown in Figure 4-2 by the experimental gain data obtained from the IV curves of a doped MQW APD. According to Tyagi\textsuperscript{33}, the breakdown voltage is related to temperature through the following linear relationship:

\[
V_B(T) = V_B(T_0)(1 + \beta(T - T_0))
\]  

[4-1]

where \(\beta > 0\) in junctions where impact ionization dominates. Such a linear dependence was shown experimentally to be valid by Forrest et al.\textsuperscript{24} in the case of p’n junctions.
However, our experimental measurements have shown that for doped MQW junctions, the data can be best fit using a third degree polynomial as shown in Figure 4-3.

![IV Characteristics of Tunneling Breakdown](image)

Figure 4-1: IV characteristics of tunneling breakdown\textsuperscript{25}. 

\textsuperscript{25} Reference number
Figure 4-2: Measured gain as a function of temperature (in K) for a doped MQW APD.
4.2 Junction Capacitance and Temperature

The PN junction capacitance is given by:

\[
C_J = \frac{K_S \varepsilon_0 A}{\left[ \frac{2K_S \varepsilon_0 (V_{bi} - V_A) (N_A^+ + N_D^-)}{q N_A^- N_D^+} \right]^{1/2}}
\]

which shows that \( C_J \) is directly proportional to \( [N_A^- N_D^+/(N_A^+ + N_D^-)]^{1/2} \). The number of ionized donors and acceptors are given by:\(^{16}\)
\[ N_D^+ = N_D \left[ 1 - \frac{1}{1 + \frac{1}{g_D} \exp \left( \frac{E_D - E_F}{kT} \right)} \right] \]  

\[ N_A^- = \frac{N_A}{1 + g_A \exp \left( \frac{E_A - E_F}{kT} \right)} \]  

where \( g_D \) is the ground state degeneracy of the donor impurity level and is equal to 2 since a donor level can accept one electron with either spin or can have no electron. On the other hand, \( g_A \) is the ground-state degeneracy factor for acceptor levels and is equal to 4. This is because in GaAs as well as in Ge and Si, each acceptor impurity level can accept one hole of either spin and the impurity level is doubly degenerate as a result of the two degenerate valence bands at \( k=0 \).

Therefore, by examining equations [4-2]-[4-4], it is clear that the capacitance is expected to decrease exponentially with decreasing temperature following the decrease in the ionized donor and acceptor densities. This behavior is illustrated in the experimental CV data in Figure 4-4 where the capacitance at low bias decreases exponentially toward a limiting value of about 2.8 pF in the case of a doped-well MQW structure. As the reverse bias is increased at a given temperature, the depletion width increases causing the capacitance to drop toward 2.8 pF corresponding to the capacitance value for maximum depletion of the structure.
Figure 4-4: Experimental CV curves as a function of temperature for a doped-well MQW APD.
5. Effect of Variations in the Doping Profiles

The purpose of the following analysis is to use both theoretical and experimental evidence to determine the impact of doping imbalance and symmetry on the physical and electrical characteristics of doped MQW APDs. Theoretical models have been developed to calculate the electric field, valence and conduction band profiles, CV profiles, as well as carrier concentration versus depth profiles. Our models showed a strong correlation between the p- and n-doping balance inside the GaAs wells and the number of depleted stages and breakdown voltage of the APD. A periodic doping imbalance in the wells has been shown to result in a gradual increase (or decrease) in the electric field profile throughout the device which gave rise to partially depleted devices at low bias. The MQW APD structures that were modeled consisted of the standard structure with a 1 μm doped-well MQW region. These simulation results showed that in an APD with nine doped wells, and where the 50 Å p-doped layer is off by 10% compared to the n-doped layer (p=1.65×10^{18} \text{ cm}^{-3}, \ n=1.5×10^{18} \text{ cm}^{-3}), half the stages were shown to be undepleted at low bias which was a result of a reduction in the E-field near the p\textsuperscript{+} cap layer by over 50% from its value in the balanced structure. Experimental CV and IV data on similar MBE grown MQW structures have shown very similar depletion and breakdown characteristics. The models have enabled a better interpretation of the experimental data and relate some of the observed peculiarities in the IV and CV curves directly to the doping profile in the MQW structure.
5.1 Introduction

Several characterization techniques have been devised to analyze and understand the optical and electrical properties of APDs\textsuperscript{26}. These include various experiments such as IV measurements which are used to determine the gain properties of the device, and CV measurements which are used to calculate carrier concentration versus depletion width profiles. However, the data obtained using such experimental techniques are not always easy to interpret and relate back to the physical processes taking place inside the structures. In addition, the practical limitations inherent in the growth and fabrication of large quantities of devices with different structural designs add even more complexity to the problem because of the large number of variables involved in the process.

In what follows, a more practical approach will be presented to analyzing the experimental data obtained using IV and CV experiments and specifically those relating the doping profile characteristics to device properties. Accurate theoretical models of MQW APD structures have been developed using AtlasII, Silvaco's two-dimensional device simulation framework. These models were used to provide graphical representations of the spatial variations of the electric field across the biased structure, as well as conduction and valence band diagrams of the GaAs/AlGaAs MQW structure before and after breakdown. In addition, avalanche breakdown simulations and small signal ac analysis were used to extract IV and CV curves in order to compare the data from the models to those obtained directly from our experimental devices. Both electron- and hole-injected photocurrent solutions were obtained by simulating a 632.8 nm monochromatic light source with spot power of about 1 W/cm\textsuperscript{2} incident on the devices'
front and back surfaces. CV solutions were obtained using small signal analysis at a frequency of 1 MHz and with a signal magnitude of 0.03 V. All our analysis were conducted using Newton's two-carrier method\textsuperscript{26} and the generation rate of electron-hole pairs due to impact ionization was modeled according to Selberherr\textsuperscript{27}.

5.2 Theoretical Results

The APD structure used in this model consisted of a top and bottom p\textsuperscript{+} and n\textsuperscript{+} doped (3\times10^{18} \text{ cm}^{-3}) GaAs layers with thicknesses of 1 µm. The middle region was made up of 10 periods of alternating layers of GaAs (500 Å) and Al\textsubscript{0.42}Ga\textsubscript{0.58}As (500Å). The GaAs wells were similarly doped with p-i-n layers whose thicknesses and doping concentrations were treated as variable parameters for the purpose of our study. When a reverse bias is applied, the combined effect of the applied electric field, the built-in field, and the conduction band offset enhances the ionization process of electrons in the GaAs. The holes, on the other hand, are subjected to a smaller valence band discontinuity and therefore gain less energy than the electrons.

In this study, the widths of the p and n doping layers were held constant at 50 Å, and that of the intrinsic layer at 100 Å. The doping imbalance ($|p| - |n|$) was varied between zero and 100 percent. Figure 5-1 shows the corresponding CV plots obtained for similar devices with 0%, 33.3%, and 100% doping imbalance. As expected, the capacitance of the device is lowest when the p and n doping are perfectly matched since the net carrier concentration throughout the device is reduced to zero.
Figure 5-1: Comparison of theoretical CV data obtained for the same APD MQW structure where the doping mismatch in the wells was varied between 0% and 100%. 
However, the avalanche breakdown voltage as depicted by the IV curves in Figure 5-2, seems to be highest when p is equal to n. This is due to the fact that a doping mismatch would result in a gradual increase of the electric field throughout the device which would cause impact ionization to take place at a lower bias point. Therefore, a large doping imbalance would actually lower the bias at which breakdown occurs. This, however, comes at the expense of a large undepleted region which could limit the quantum efficiency and severely hurt the time response characteristics of the photodiode.

Figure 5-4 shows the calculated carrier concentration versus depletion width profile for similar APD structures with 0%, 10%, 20%, 33.3%, and 100% doping mismatch. In the case where p=n=1.5x10^{18}, it can be seen that the device is fully depleted at zero bias. The number of undepleted stages begins to increase when increasing the offset between p- and n-doping. In the case where the p-doping is twice that of n, only about 20% of the device is depleted at zero bias. In order to better understand the effect of the doping imbalance on the MQW structures, it is helpful to examine the valence and conduction band diagrams Figure 5-5, as well as the electric field spatial profile shown in Figure 5-3. Devices corresponding to 0%, 33%, and 100% doping imbalances are modeled at a reverse bias of 20 V. As is seen from the two figures, the electric field is uniformly symmetric, and the MQW region is equally depleted in the case where p=n. However, as p gradually increases, the electric field becomes progressively lower near the top p-layer which results in non-uniform depletion of the MQW structure. The effect of such non-uniform depletion on the device's photocurrent can be clearly seen in the IV plots shown in Figure 5-2. In the case of electron injection, the photocurrent at zero bias is about four
orders of magnitude lower than that for hole injection. Gradually, the electron-injected photocurrent increases as the device is depleted until it reaches about $6 \times 10^{-8}$ A corresponding to that of the hole-injected photocurrent. Therefore, a doping imbalance where p>n can greatly reduce the device's external quantum efficiency in the case of electron injection. Such an effect is not as pronounced in the case where n>p due to the smaller valence band discontinuity faced by the injected holes.
Figure 5-2: Comparison of theoretical light IV data obtained for the same APD MQW structure where the doping mismatch in the wells was varied between 0% and 100%
Figure 5-3: Theoretical electric field profiles of the same MQW APD structures with different doping imbalance in the wells (V = -20 V).
Figure 5-4: Calculated doping profiles versus depletion width using theoretical CV data obtained from AC analysis on similar MQW APDs with different doping imbalances in wells.
Figure 5-5: Theoretical band diagrams of the same MQW APD structures with different doping imbalance in the wells (V = -20 V)
5.3 Experimental Results

CV measurements were performed on all devices at 1 MHz. The CV data was then analyzed to calculate the depletion widths and carrier profiles for the structures. Figure 5-6 shows the net carrier concentration plots for four doped-well MQW devices labeled as APD1 through APD4. All devices have similar geometries except for the p- and n-doping in the wells which was varied between 0.5x10^{18} and 1.5x10^{18} cm^{-3}. It is interesting to see that even though APD1 and APD2 were expected to have very similar properties, their CV and carrier concentration profiles were quite different. APD1 was almost fully depleted at zero bias, while APD2 was not and only reached full depletion right before breakdown. Note that the peak positions in the carrier profile of APD2 do not quite agree with the 1000 Å period in the MQW structure and with the doping profiles obtained using our models. This discrepancy is due to the fact that carrier concentration profiles calculated from the experimental CV data assumed a one sided depletion which apparently does not hold true for the experimental devices. Other sources of error in the experimental data result from the inability to accurately account for parasitic capacitance between the devices and the metal contacts and bonding wires in the measurement system. In addition, note how the average net carrier concentration in the experimental doping profile gradually increases up to the top GaAs well where it then drops indicating that the doping imbalance is not the same throughout the structure.
Figure 5-6: Calculated doping profile versus depletion width using experimental CV data from four 10-period doped-well MQW APDs.
The spatial resolution of the CV measurements (both experimental and theoretical) was limited by the Debye length which is about 40 Å at room temperature for a doping level of n=1.5x10^{18} \text{cm}^{-3}. Since the thickness of the doped layers in the wells was of the same order of magnitude (50 Å), abrupt changes in the doping concentration could not be accurately measured. Therefore, it is generally difficult to relate the apparent carrier concentration obtained from the experimental devices to the actual doping imbalance in the wells. However, using our theoretical carrier profile where the actual doping imbalance is fully known, it is possible to estimate the actual doping mismatch in every doped layer in the experimental MQW device by superimposing both the experimental and theoretical data. Therefore, we can roughly conclude that the average doping imbalance in APD1 is far less than 10% which resulted in full depletion at zero bias, while that in APD2 is between 30% and 40% where full depletion of the MQWs was achieved near breakdown around 27 V. In the case of APD3 and APD4, the situation was quite different. Apparently, the p- and n-doping mismatch was so large (~ 200 %) to the point where only partial depletion of two wells was accomplished before avalanche breakdown. By examining the electron injected photocurrent curves, we can easily conclude that for both APD1 and APD2, the doping mismatch is such that n > p, while in APD3 and APD4, the situation is reversed. This can be clearly understood by comparing the light IV data to the theoretical curves. The gradual increase in the electron injected photocurrent in APD3 and APD4 is an indication of trapping of injected electrons by the AlGaAs barriers near the p-layer where the device is undepleted. Therefore, according to the models shown in Figure 5-4, the average p-doping in the wells must be larger than that...
of n. In the case of APD1 and APD2, no trapping seems to take place since the low bias photocurrent is much higher and relatively flat. Therefore, these two devices have undepleted regions near the n-layer which indicates that $n > p$.

![Graph showing experimental light IV curves](image)

Figure 5-7: Experimental light IV curves obtained for all four 10-period doped-well MQW APDs for the same incident photon flux (electron injection)
CONCLUSIONS

Throughout this work, a detailed comparison of the gain and noise characteristics of a conventional and a doped well MQW APD was presented. The data obtained demonstrated a direct experimental evidence of structure induced preferential multiplication of electrons over holes. For the doped MQW APDs, the average gain per stage was calculated by comparing gain data with carrier profile measurements, and was found to vary from 1.03 at low bias to 1.09 near avalanche breakdown. This is in contrast to conventional PIN structures which show no gain in this regime. It was also shown that, as the bias was increased, the effect of the structure became less pronounced, and the MQW device was reduced to a conventional PIN structure. Similar studies of the bias dependence of the excess noise characteristics show that the low-voltage gain is primarily due to electron ionization in the MQW APDs, and to both electron and hole ionization in the PIN APDs. Our measurements of the doped MQW APD clearly showed that for low gains ($M < 6$), the ionization ratio is greatly enhanced ($k = \alpha/\beta = 10 - 50$) as compared to that in bulk GaAs ($k = 1.67$). At higher voltages, however, the value of $k$ is reduced since the holes gain more energy from the applied electric field and are more likely to impact ionize.

It was also observed that surface recombination has a significant on the dark current behavior of an APD. The resulting leakage currents can have dramatic consequences on the sensitivities and attainable gain levels in a photodiode. As a result of surface treatment, dark currents at low bias were reduced to as low as 1 pA. The result of
this reduction in dark current was manifested in the structures' high gain performance which exceeded 10,000 in some APDs. By being able to reduce the dark currents, it was possible to maintain dark current levels well below those of the photocurrents. This made it possible to achieve and sustain high levels of gains well beyond the onset of junction breakdown.

The spectral response and quantum efficiencies for some of the structures were also calculated and modeled. The experimental data were very consistent with the theoretical models. The quantum efficiencies of the fabricated structures were relatively low because of the loss of photogenerated carriers due to recombination mechanisms in the diffusion layer. It was shown how it was theoretically possible to significantly increase the quantum efficiency of the devices through the introduction of a heavily doped p" GaAs top layer. Such layers help to create a high-field region that will enhance the diffusion of photogenerated electrons toward the depletion region.

An investigation was also made into the impact of doping imbalances in doped-well MQW APDs on device IV and CV characteristics and how such an imbalance would affect the depletion properties of the APDs. Our theoretical models were in full agreement with the observed experimental data and have provided a good understanding of the physical processes that take place inside a doped MQW APD. These models have been used to interpret experimental IV and CV data and to determine the extent of depletion in APD devices. How these parameters were affected by the p- and n-doping imbalance in the structure was also determined. The model predicted that a doping mismatch as small as 10% could reduce the depletion layer by as much as 50%. It was
also shown how a large doping imbalance would cause the device to quickly reach avalanche breakdown in the depleted layers and would prevent full depletion.

The presence of undepleted regions was also shown to be one of the major causes of the slow time response in avalanche photodiodes. Partial depletion gave rise to a diffusion-limited transient response in doped MQW structures. This was demonstrated experimentally to be the case by examining the change in diffusion tail of the output pulse response of the devices as a function of applied bias. Fully depleted PIN structures showed a fast time response even at zero applied bias. The relationships between the depleted (undepleted) widths and the drift (diffusion) time response were used in conjunction with the sums of squares approximation to get an estimate of the time constants which limit the overall response of both the PIN and the MQW structures. The diffusion time constant for the MQW structure ($\tau_{\text{diff}} \sim 1.5$ ns) was found to be more than twice as large as that calculated for the PIN APD ($\tau_{\text{diff}} \sim 0.7$ ns) and confirms that the undepleted MQW structure was diffusion-limited.
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SECTION III:

RELIABILITY MODELING AND PARAMETRIC YIELD PREDICTION OF GaAs MULTIPLE QUANTUM WELLS
Reliability Modeling and Parametric Yield Prediction of GaAs Multiple Quantum Well Avalanche Photodiodes

HDTV Project Report

Ilgu Yun and Gary S. May
School of Electrical and Computer Engineering
Georgia Institute of Technology

1. Overview

GaAs/AlGaAs multiple quantum well (MQW) avalanche photodiodes (APDs) are of interest as an ultra-low noise image capture mechanism for high definition systems. In this effort, the effect of various doping methods on the reliability of GaAs/AlGaAs MQW APD structures fabricated by molecular beam epitaxy (MBE) were investigated. Reliability was examined by accelerated life tests by monitoring dark current and breakdown voltage. Median device lifetime and the activation energy of the degradation mechanism are computed for undoped, doped-barrier, and doped-well APD structures. Lifetimes for each device structure were examined via a statistically designed experiment. Analysis of variance showed that dark current was affected primarily by device diameter, temperature and stressing time, and breakdown voltage depended on the diameter, stressing time and APD type. The undoped APD had the highest reliability, followed by the doped well and doped barrier devices, respectively.

To determine the source of the degradation mechanism for each device structure, failure analysis using the electron-beam induced current (EBIC) method was performed. EBIC analysis revealed some degree of device degradation caused by ionic impurities in the passivation layer, and energy-dispersive spectrometry (EDS) subsequently verified the presence of ionic sodium as the primary contaminant. However, sodium contamination alone did not account for the observed variation between the differently doped APDs. This effect was explained by dopant migration during stressing, which is verified by free carrier concentration measurements using the capacitance-voltage technique.
Since literally millions of APDs must be fabricated for HDTV imaging arrays, it was also critical to evaluate potential performance variations of individual devices in light of the realities of semiconductor manufacturing. This study also presented a systematic methodology for modeling the parametric performance of GaAs MQW APDs. The approach described requires a model of the probability distribution of each of the relevant process variables, as well as a second model to account for the correlation between this measured process data and device performance metrics. The availability of these models enables the computation of the joint probability density function required for predicting performance using the Jacobian transformation method. The resulting density function could then be numerically integrated to determine parametric yield. Neural networks were used as a tool for generating the models described above. In applying this methodology to MQW APDs, it was shown that using a small number of test devices with varying active diameters, barrier and well widths, and doping concentrations enables prediction of the expected performance variation of APD gain and noise in larger populations of devices. This approach compared favorably with the Monte Carlo technique, but consumed fewer computational resources.

2. Accomplishments

2.1. Reliability Modeling

In the image capture application, the image capture stage must have sufficient optical gain to enable very sensitive light detection, but at the same time, the gain derived during detection must not contribute additional noise. Various APD structures, including doped-barrier, doped-well, and undoped devices have been fabricated, and these structures were all considered as candidates for the high-definition system imaging application. The effect of the different doping techniques on device performance is critical. An
investigation of the relative advantages and disadvantages of each device structure as pertaining to long-term, low-noise performance was therefore warranted.

In the reliability study, accelerated life testing of undoped, doped barrier, and doped well APD device structures has been conducted with the objective of estimating long-term device reliability. Dark current and breakdown voltage were the parameters monitored. Degradation in these parameters was investigated via high temperature storage tests and accelerated life tests, and the results of these tests were used to estimate device lifetime by assuming an Arrhenius-type temperature dependence [1]. Using the median device lifetime and its standard deviation as parameters, a failure probability model of these devices was derived using a log-normal failure distribution [2].

Lifetimes for each device structure were examined via a statistically designed experiment. A comparison of the reliability of the various APD structures was then performed using the analysis of variance (ANOVA) technique [3]. Results of the ANOVA study that dark current was mainly dependent on device diameter, temperature and stress time. Breakdown voltage was primarily impacted by diameter, temperature and APD type. It was concluded that the undoped APD structure yielded devices that exhibited the highest reliability, followed by the doped well and doped barrier devices, respectively.

Following device stressing, an analysis was conducted to determine the failure mechanism. Potential failure mechanisms were evaluated using scanning electron microscopy (SEM) and EBIC method [4]. Based on SEM and EBIC analysis, the presence of ionic impurities contaminating the passivation layer at the junction perimeter was proposed as a potential failure mechanism. EDS [5] was subsequently used to identify ionic sodium as the source of contamination. However, all three device structures are passivated using the same procedure. Therefore, sodium contamination alone does not account for the observed variation between the differently APD device types. On the contrary, this result is explained by dopant migration during stressing, which is verified by the measurement of free carrier concentration before and after stressing using the capacitance-voltage (C-V) technique [6].
2.1.1. Accelerated Life Testing

The basic structure of the devices investigated (Figure 1) is that of a p-i-n diode where the intrinsic region is composed of the MQW superlattice structure. For the doped-barrier MQW APDs, the 1-3 μm thick GaAs/AlGaAs superlattice region consists of 25 periods of 200 Å GaAs quantum wells separated by 800 Å AlGaAs barrier layers. One complete period consists of a 300 Å high-field AlGaAs region doped at $3 \times 10^{18}$ cm$^{-3}$, the 200 Å undoped GaAs layer, and a 500 Å undoped AlGaAs layer. In the doped-well devices, high electric fields are achieved in the narrow bandgap GaAs wells of the avalanche region by the introduction of 50 Å thick p+ and n+ layers doped at $1.5 \times 10^{18}$ cm$^{-3}$ [16]. The undoped MQW APD design is similar, but with the MQW region replaced by a 2.5 μm intrinsic GaAs layer.

![Figure 1. Cross section of AlGaAs/GaAs MQW APD.](image)

Accelerated life tests for the three different APD structures were performed on several different devices of each type with a constant reverse current of 10 μA for 200 hours at three different ambient temperature levels: 100, 150 and 200 °C. These conditions are summarized in Table 1.

<table>
<thead>
<tr>
<th>Temperature [°C]</th>
<th>Current [μA]</th>
<th>Number of Samples</th>
<th>Stress Time [hour]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10</td>
<td>4</td>
<td>200</td>
</tr>
<tr>
<td>150</td>
<td>10</td>
<td>6</td>
<td>200</td>
</tr>
<tr>
<td>200</td>
<td>10</td>
<td>6</td>
<td>200</td>
</tr>
</tbody>
</table>
To maintain a constant 10 μA current, the reverse bias voltages for the doped-barrier, doped-well and undoped APD were approximately 8, 10 and 80 V, respectively. The activation energy for the failure mechanism and the average device lifetime were subsequently computed. It was assumed that the temperature dependence of the device failure rate \((R)\) obeys the following Arrhenius law [1]:

\[
R = R_o \cdot \exp\left(-\frac{E_a}{kT}\right)
\]

where \(R_o\) is a temperature-independent pre-exponential failure acceleration factor, \(E_a\) is the activation energy, \(T\) is the absolute temperature, and \(k\) is Boltzmann's constant. During these tests, dark current and breakdown voltage were measured at room temperature (300 °K) after high-temperature stressing. The breakdown voltage was obtained from the device I-V curve using the tangential line method. Typical breakdown voltages were 7.5 - 9 V for the doped-barrier APD, 10 - 12 V for the doped-well APD, and 70 - 85 V for the undoped APD. The devices were classified as failing when the dark currents at room temperature and 90% of the breakdown voltage exceeded 1 μA.

Several observations were made as a result of the high temperature storage tests and accelerated life tests. First, unbiased baking of the APD samples resulted in significantly less degradation, which is demonstrated by a comparison of Figures 2 and 3. Dark current increases due to thermal overstress under bias for the doped-barrier devices were generally found to be exponentially dependent on the time of exposure to the reverse-bias field. The doped-well and undoped devices exhibited similar behavior. This fact is shown Figure 4(a), in which the dark current at a given reverse-bias voltage increases significantly as a function of stress time. On the other hand, breakdown voltage was shown to be nearly linearly dependent on stressing time, as shown in Figure 4(b).
Figure 2. Room-temperature $I$-$V$ curve of an doped-barrier APD sample after 0, 50, 100, and 200 hours of unbiased baking at 200 degrees C.

Figure 3. Room-temperature $I$-$V$ curve of an doped-barrier APD sample after 0, 50, 100, and 200 hours of aging under bias at 200 degrees C.
Figure 4. (a) Dark current and (b) breakdown voltage variations of doped-barrier APDs after accelerated life testing at 200 degrees C.

Figure 5 is an example of the percent of cumulative failures for the doped-barrier device versus the lognormal projection of the device time-to-failure after accelerated life testing. Although the sample size is small, the data appeared linear, which indicates that the failure mode is the wearout type. Failures obeyed the lognormal distribution relatively well. Median lifetimes for the doped-barrier devices at 100, 150, and 200 °C were estimated to be 1400, 250, and 78 hours, respectively, with a standard deviation of 1.84. For the doped-well APDs, median lifetimes at 100, 150, and 200 °C were estimated to be 4204, 315 and 86 hours, respectively, with a standard deviation of 1.94. Finally, in the undoped case, the median lifetimes at 100, 150, and 200 °C are estimated to be 8590, 495 and 84 hours, respectively, with a standard deviation of 2.13.
Figure 5. Lognormal projection of time-to-failure versus percent of cumulative failures for doped-barrier APDs after life testing at 100, 150, and 200 degrees C.

A sample Arrhenius plot of median lifetime as a function of reciprocal aging temperature is shown in Figure 6. From these plots, the thermal activation energy of the device aging process is computed to be 0.44, 0.60, and 0.71 eV for the doped-barrier, doped-well and undoped devices, respectively. Using these activation energy levels, the median APD lifetime for the doped-barrier device under practical use conditions can be estimated to be $3.7 \times 10^4$ hours (approximately 4.3 years) at room temperature, with a standard deviation of 116 hours. Lifetime estimates for the doped-well and undoped cases were $3.4 \times 10^5$ hours (approximately 39 years) with a standard deviation of 343 hours and $1.7 \times 10^6$ hours (approximately 197 years) at room temperature, with a standard deviation of 1031 hours. It is interesting to note that the doped-well APD, which is a complimentary structure of the doped-barrier APD, has a significantly longer median lifetime. A summary of life test results is shown in Table 2.
Figure 6. Arrhenius plot of median device lifetime for doped-barrier APDs as a function of reciprocal aging temperature.

Table 2. Summary of Life Test Results

<table>
<thead>
<tr>
<th>Device Type</th>
<th>Activation Energy</th>
<th>Median Lifetime (at 300 °K)</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doped-barrier APD</td>
<td>0.44 eV</td>
<td>$3.7 \times 10^4$ hours</td>
<td>116 hours</td>
</tr>
<tr>
<td>Doped-well APD</td>
<td>0.60 eV</td>
<td>$3.4 \times 10^5$ hours</td>
<td>343 hours</td>
</tr>
<tr>
<td>Undoped APD</td>
<td>0.71 eV</td>
<td>$1.7 \times 10^6$ hours</td>
<td>1031 hours</td>
</tr>
</tbody>
</table>

2.1.2. Performance Comparison of APD Structures

Statistical experimental design [3] was used to quantify the impact of each factor on APD reliability and to determine whether the differences between device structures were statistically significant. Due to the mixture of qualitative and quantitative input factors, a D-optimal experimental design with 24 runs was selected to identify the effect of input parameters on the measured responses [7]. The factors investigated in this experiment were device type, diameter of the active area, aging temperature, and stress time. A summary of these input factors is shown in Table 3. Dark current, breakdown voltage, and device lifetime were the measured responses.
A comparison of the various APD structures in terms of reliability was performed using the analysis of variance (ANOVA) technique. Experimental data was analyzed using the RS/Discover commercial software package [8]. Using this approach, it was verified that the different processes used to fabricate the three APD structures did indeed significantly impact the reliability of the devices. Using the ANOVA technique, the statistical significance of each input reflects the degree to which the parameter contributes to the variation of the measured responses. If the value of the statistical significance is less than 5%, then the input contribution to the variation of the measured response is considered significant with 95% confidence.

Table IV shows the significance of each factor on the two responses.

### Table 3 - Input Factors

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>APD Type</td>
<td>Doped-barrier APD (DB)</td>
</tr>
<tr>
<td></td>
<td>Doped-well APD (DW)</td>
</tr>
<tr>
<td></td>
<td>Undoped APD (UND)</td>
</tr>
<tr>
<td>Aging Temperature</td>
<td>100-200 °C</td>
</tr>
<tr>
<td>Stress Time</td>
<td>50-150 hour</td>
</tr>
<tr>
<td>Diameter</td>
<td>75-130 μm</td>
</tr>
</tbody>
</table>

Results indicate that dark-current variation is affected primarily by diameter, temperature, stressing time, and to a lesser degree by the APD type. Breakdown-voltage variation depends on the diameter, stressing time and APD type. Interestingly, the stress temperature did not have a significant effect on the change in breakdown voltage. Device lifetime is impacted most significantly by stress temperature and APD type. From these results, it may be concluded that the doping process used in the fabrication of the APD structure has a profound impact on device reliability. Since the undoped devices exhibit the highest
degree of reliability, it can be assumed that doping, while enhancing device performance, makes the device less reliable.

2.1.3. Failure Analysis

Failure analysis on the thermally stressed devices was carried out using SEM and EBIC [4]. Prior to this analysis, the presence of contaminants in passivating nitrides at the junction was hypothesized as a possible cause for dark current increases during stressing. Defects causing device failure were detected in each type of device after life testing (Figure 7). (Similar results were observed in the doped well and undoped devices). Using EBIC analysis, local defects at the junction region change the electron-beam current indicating the reason for the device failure. Defects near the area of the junction were detected in the EBIC images, and nearly all the SEM images exhibit a similar pattern of defects in the exposed junction area as well. The only exception was the SEM image of an undoped device after life testing, which showed only a small defect in the junction.

![Figure 7](image)

Figure 7. (a) SEM and (b) EBIC images of doped-barrier GaAs MQW APD after accelerated life testing at 200 degrees C.

From SEM and EBIC analysis of the degraded samples, it was determined that the dark current increase could be partially explained by the presence of ionic impurities or contamination in the silicon
nitride passivation layer at the junction perimeter. Such contamination generates a leakage path shorting the junction under an electric field. This hypothesis is supported by the fact that unbiased baking of the APD samples resulted in significantly less degradation, which is demonstrated by a comparison of Figures 2 and 3. It has been suggested that these type of defects occur at metal-rich precipitates, some of which occur at crystal dislocations [9-11]. The cause of the gradual reduction in breakdown voltage, on the other hand, is not known explicitly, but presumably involves the field-assisted and/or temperature-assisted drift of some impurity species or defects to localized sites in the pn junction.

A common contaminant for silicon nitride passivating films is ionic sodium. EDS was used to determine whether sodium was the source of contamination in these devices. In this case, EDS confirmed the presence of ionic sodium and verified that sodium is the primary contaminant (see Table 4). It is believed that this sodium originated from the APD processing environment or the personnel involved in fabrication. In addition, ionic potassium was detected in the doped-barrier device. (The significant amount of phosphorus detected in the undoped device was probably due to the etching of the mesa structure).

Table 4 - EDS Results for the Doped-barrier, Doped-well, and Undoped MQW APDs.

<table>
<thead>
<tr>
<th>Element</th>
<th>Doped-barrier MQW APD</th>
<th>Doped-well MQW APD</th>
<th>Undoped MQW APD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na</td>
<td>13.68</td>
<td>18.39</td>
<td>14.48</td>
</tr>
<tr>
<td>In</td>
<td>-</td>
<td>3.72</td>
<td>1.21</td>
</tr>
<tr>
<td>P</td>
<td>4.38</td>
<td>-</td>
<td>21.79</td>
</tr>
<tr>
<td>Cl</td>
<td>10.41</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>K</td>
<td>11.31</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Although ionic contamination is a plausible explanation for device degradation, this effect alone does not account for the statistically significant variations in lifetime among the differently doped APD structures. Since the same passivation process was applied to each structure, one would expect that each would have roughly the same lifetime if contamination were the sole cause of degradation. However, it was observed that the undoped devices were clearly more reliable, followed by the doped well and doped barrier
devices, respectively. Therefore, it was theorized that dopant migration might also play a significant role in the device degradation mechanism. This theory was investigated by analyzing dopant migration using C-V measurements to extract the free carrier concentration in the APD multiple quantum well region before and after life testing. C-V measurements were performed at 1 MHz using an HP4277A LCZ meter.

For the doped-barrier APD, the free carrier profile in the depletion region is shown in Figure 8. Before life testing, the depletion region width under a reverse bias near the breakdown voltage was approximately 0.195 μm. After life testing, the free carrier concentration significantly increased in the barrier region, and the depletion width decreased to 0.14 μm under reverse bias. Similarly, for the doped-well APD, the depletion region width under reverse bias was about 0.185 μm before life testing. After life testing, the free carrier concentration again increased, and the depletion width shrunk to 0.17 μm.

![Free carrier concentration profile of doped-barrier APD before and after life testing.](image)

**Figure 8.** Free carrier concentration profile of doped-barrier APD before and after life testing.

The free carrier profile in Figures 8 is similar to those reported by Aristin et. al. for a doped-barrier MQW APD structure [12], who stated that as the doping concentrations in the barrier increase, dark current increases and breakdown voltage decreases. In the present investigation, the free carrier...
concentrations increased in doped barrier layers after life testing as well, resulting in comparable increases in dark current.

From the results of the C-V measurements, it was hypothesized that during the life test, the thermally and electrically excited dopants obtain sufficient energy to migrate into the passivation layer, which caused an increase in free carrier concentration in this region. After entering the passivation layer, these dopants behaved similarly to positive surface charges. Because of the accumulation of positive charge, the depletion width was reduced and the electric field in the region where the p-n junction intersects the passivation layer was more intense. Dark current was increased by both the positive charge accumulation, as well as the intensified electric field in the narrow depletion region associated with the passivation layer. These increases accelerated the degradation of the device, eventually resulting in failure. The effect was more pronounced in the doped barrier devices since the observed shrinkage in the depletion region width is greater in these devices than in the doped-well APD.

2.2. Parametric Yield Modeling

Even in a defect-free manufacturing environment, random variations in the fabrication process will lead to varying levels of device performance. These manufacturing variations result from the fluctuation of various physical parameters (i.e., doping concentration, layer thickness, etc.), which in turn manifest themselves as variations in device performance metrics (such as gain or noise). This is due to the fact that these fluctuations influence the statistical distributions of device model parameters, which results in statistically varying performance characteristics in finished integrated circuits. Although small process fluctuations may not always cause catastrophic failures, they often prevent systems from meeting certain specifications. It is therefore crucial for circuit and device designers, as well as manufacturers, to account for statistical variations early in the design level, thereby aiding in production scheduling and planning.
This portion of the project developed a systematic methodology for modeling the parametric performance of GaAs MQW APDs. The approach described first requires a model which reflects the probability distribution of each of the relevant process variables. This model can be obtained directly from measured process data. A second model is then required to account for the correlation between this measured process data and device performance metrics. This can be derived either from the evaluation of analytical expressions relating process variables to performance or through device simulation. The availability of the above models enables the computation of the joint probability density function required for predicting performance using the Jacobian transformation method [13], which converts the process variable distributions to the device performance metric distributions. The resulting density function is then numerically integrated to determine parametric yield. Since they have demonstrated the capability of highly accurate function approximation and mapping of complex, nonlinear data sets, neural networks were used to generate these models [14].

2.2.1. Modeling and Simulation

APDs were only available in a very limited supply in this study (about ten each for the doped barrier, doped well, and undoped structure), so a thorough parametric study of gain and noise in these devices required other data in addition to that available directly from measurements. The objective of APD simulation was to use simulated data as a supplemental aid to experimental data for understanding the effect of variations in manufacturing parameters on APD gain and noise. Accurate simulation required that measured output data first be sufficiently calibrated with the simulation tool. Simulation of APD operation was performed using the ATLAS II device simulation package [15].
In the ATLAS II simulations, Newton's two-carrier method is used for solving Poisson's and the continuity equations. Impact ionization is modeled according to Selberherr [16]. Light I-V characteristics are modeled using a 1 mW/cm² monochromatic light source operating at 800 nm. From this simulation tool, dark current (I_D), photocurrent (I_L), and impact ionization rates for electrons and holes can be calculated. The multiplication gain is then given by:

\[ M(V) = \frac{I_L(V) - I_D(V)}{I_{LO}} \]  

(2)

where \( I_{LO} \) is the photocurrent at unity gain. The impact ionization rate ratio (k) is defined as the ratio of the electron to hole ionization rate (\( \alpha_e/\alpha_h \)).

To simplify the models and to reduce program execution time, the following assumptions were made regarding the simulated structures: 1) all devices have a rectangular geometric configuration; 2) only SRH and Auger recombination is considered (optical and surface recombination are ignored); 3) the p and n contacts are perfect ohmic contacts; 4) doping imbalances in the MQWs are constant throughout the entire structure; and 5) the effect of bandgap narrowing in AlGaAs is similar to that in GaAs. Figure 9 shows that the simulation results for a 10-period, doped-well MQW APD. The simulated I-V data matched the experimental data quite well, indicating that device characterization could justifiably be performed using data simulated by ATLAS II as a supplement to experimental data.
The ATLAS II simulations were used to generate datasets to build neural network models which map the variations in device diameter, doping, and barrier width to device performance. Neural network modeling can be accomplished directly using the results obtained from the ATLAS II simulator. The use of neural networks to provide this mapping was motivated by the fact that neural net models can provide an accurate and efficient alternative to using ATLAS II directly. ATLAS II simulations typically took on the order of 30 minutes to run, whereas neural nets trained to mimic ATLAS provided results in fractions of a second.

Several simulations were performed using a systematic experiment designed to achieve sufficient coverage of the input parameter space, and the results of these simulations were used to train a neural network to model gain and noise index as a function of device diameter, barrier width, and the mean and standard deviation of the barrier (or well) doping. The gain

![Graph showing gain vs. normalized reverse bias for 10-period, doped-well MQW APDs.](image)

**Figure 9.** Measured and simulated results of gain vs. breakdown voltage for 10-period, doped-well MQW APDs.
index was defined as the area under the plot of gain versus reverse bias up to the breakdown voltage. The noise index was defined by the electron-to-hole impact ionization rate ratio.

The four input factors varied in the gain and noise characterization simulations and their respective ranges of variation are shown in Table 5. These factors were selected due to their potential for variation in a manufacturing setting leading to possible impact on yield. The active diameter of an APD could vary due to photolithographic variations such as misalignment. The other three parameters (barrier width, mean doping, and doping standard deviation) are all subject to any fluctuations in the MBE system used to grow the APD superlattice. The ranges were selected to account for the variety of potential operating conditions used in device fabrication.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active Diameter (D)</td>
<td>75-130 μm</td>
</tr>
<tr>
<td>Barrier Width (B)</td>
<td>200-800 Å</td>
</tr>
<tr>
<td>The Mean doping (Dm)</td>
<td>(10^{17}-10^{18}) cm(^{-3})</td>
</tr>
<tr>
<td>The Standard deviation of doping(Ds)</td>
<td>(10^{17}-10^{18}) cm(^{-3})</td>
</tr>
</tbody>
</table>

The choice of an appropriate experimental design to capture variation in gain and noise over these ranges is important for systematically collecting data to be used for subsequent modeling. For this type of computer simulation study, Conover and Beckman have recommended the uniform design concept inherent in the Latin hypercube sampling (LHS) technique [16]. LHS is an extension of a stratified sampling procedure in which each input variable has all portions of its range represented in the design. The LHS design used in this study required 17 trials (see Table 6).
Neural networks possess the capability of learning complex relationships between groups of related parameters [18]. Such learning capabilities are attributed to the fact that neural networks, possessing many simple parallel processing units (called "neurons"), crudely resemble the architecture of the human brain. The most popular method of training feed-forward neural networks is the error back-propagation (BP) algorithm. BP networks consist of several layers of neurons which receive, process, and transmit critical information regarding the relationships between the input parameters and corresponding responses (Figure 10). Each neuron contains the weighted sum of its inputs filtered by a nonlinear sigmoidal transfer function. These networks incorporate "hidden" layers of neurons which do not interact with the outside world, but assist in performing classification and feature extraction tasks on information provided by the input and output layers. Two BP neural nets have been trained to
predict APD gain and noise. Inputs to the gain and noise neural network models are the parameters listed in Table 5.

![Typical feed-forward neural network](image)

Figure 10. *Typical feed-forward neural network.*

2.2.2. Parametric Yield Prediction

Usually, it is assumed that these manufacturing parameters in Table 5 will vary according to the normal distribution. However, this may not always be the case [19]. Several commonly occurring distributions in semiconductor device fabrication are shown in Figure 11. These deviations from the ideal Gaussian shape can sometimes appear in IC fabrication. Each of these were considered as possible distributions in APD fabrication in order to accurately characterize fluctuations in parametric yield.
Figure 11. Possible distributions occurring in semiconductor device fabrication.

The histograms described above provide models of marginal probability density functions (pdfs) for each device parameter. These marginal pdfs are related to the joint probability density function for all parameters as follows [17]:

\[ f_1(x_1) = \int \cdots \int f(x_1, x_2, \ldots, x_n) \, dx_n \cdots dx_2 \approx \sum_{x_3} \cdots \sum_{x_n} f(x_1, x_2, \ldots, x_n) \]  

(3)

where \( f_1(x_1) \) is the marginal pdf for parameter \( x_1 \) and \( f(x_1, x_2, \ldots, x_n) \) is the joint pdf for \( n \) different device parameters. In this work, the \( x_i \)'s are the manufacturing parameters. Multiple integrals of the joint pdf using Eqn. (3) provide probability information along several dimensions in the same way that integrating a marginal pdf gives the probability of finding a single variable in a given interval.
The joint pdf is found by determining the relative frequency of device performance along several dimensions. This is accomplished by partitioning the device parameter space into divisions with appropriate granularity, counting the number of devices in each category, and dividing by total number of devices measured. Then, the last step ensures that joint pdf is normalized. This procedure can be extended to as many dimensions as desired, and the resulting hypersurface likewise approximates the multidimensional joint pdf.

Since the exact form of the manufacturing parameter distributions is difficult to predict, the assumption of normal behavior may be incorrect. To circumvent this difficulty, neural networks were used as a mechanism to encode the functional form of the overall joint parameter distribution directly from measured (or simulated) data.

Once the joint pdf of the device parameters was computed, the next step was to derive the joint pdf for functions of these parameters. For example, if the joint pdf of active diameter (A) and barrier width (B) is known, we would like to use this information to calculate the joint pdf of device performance characteristics such as gain or noise index, since each of these performance measures is a function of A and B. Consider two sets of random variables $X_j$ (representing the manufacturing parameters) and $Y_i$ (representing the performance metrics), where the $Y_i$'s are functions of the $X_j$'s:

$$x_1 = A, x_2 = B, y_1 = G, y_2 = N$$  \hspace{1cm} (4)

The functional relationship between the manufacturing process variables and performance metrics can be expressed as:

$$y_1 = H_1(x_1, x_2)$$
$$y_2 = H_2(x_1, x_2)$$  \hspace{1cm} (5)
where \( H_1 \) and \( H_2 \) are continuous, differentiable functions. Now \( x_1 \) and \( x_2 \) can be solved in terms of \( y_1 \) and \( y_2 \) to obtain:

\[
\begin{align*}
    x_1 &= G_1(y_1, y_2) \\
    x_2 &= G_2(y_1, y_2)
\end{align*}
\]

(6)

where \( G_1 \) and \( G_2 \) are also continuous and differentiable. The joint pdf of random variables \( Y_1 \) and \( Y_2 \), \( u(y_1, y_2) \), is given by:

\[
u(y_1, y_2) = f(x_1, x_2) |J(y_1, y_2)|
\]

(7)

where \( f(x_1, x_2) \) is the joint pdf of \( x_1 \) and \( x_2 \), and \( J(y_1, y_2) \) is the Jacobian transformation. The Jacobian is given by the following determinant:

\[
J(y_1, y_2) = \begin{vmatrix}
    \frac{dx_1}{dy_1} & \frac{dx_2}{dy_1} \\
    \frac{dx_1}{dy_2} & \frac{dx_2}{dy_2}
\end{vmatrix}
\]

(8)

Recall that the joint pdf of the manufacturing parameters, \( f(x_1, x_2) \), is available from the previously obtained neural network models of the joint parameter density.

Once \( u(y_1, y_2) \) has been calculated from Eqn. (7), then the marginal densities of the device performance metrics (gain index or noise index) is calculated as follows:

\[
\begin{align*}
    I_1(y_1) &= \int u(y_1, y_2) dy_2 \approx \sum_{y_2} u(y_1, y_2) \\
    I_2(y_2) &= \int u(y_1, y_2) dy_1 \approx \sum_{y_1} u(y_1, y_2)
\end{align*}
\]

(9)

where \( I_1(y_1) \) and \( I_2(y_2) \) are the marginal pdfs of the performance characteristics and the numerical integration is performed using the trapezoid rule. The parametric yield of the circuit with respect to a given performance measure is then derived from the marginal pdfs as:

\[
P_{Y_i} = \int_a^b I_i(y_1) dy_1 \approx \sum_{k=0}^{n-1} \left[ I_i \left( a + \frac{k(b-a)}{n} \right) + I_i \left( a + \frac{(k+1)(b-a)}{n} \right) \right] \frac{b-a}{2n}
\]

(10)
where a and b represent the limits of integration surrounding regions of interest and PY_i provides the probability of the device satisfying a particular performance criterion. To evaluate this integral numerically, the interval [a,b] is divided into n distinct segments. Using this methodology, the parametric yield of gain or noise can be predicted based on the variation of the manufacturing parameters.

2.2.3. Results and Discussion

The neural network models for gain and noise index were established from 17 ATLAS II simulations from the LHS design. Two three-layer neural networks with four inputs, five hidden neurons, and a single output were used. The networks were trained using ObOrNNS ("Object-Oriented Neural Network Simulator). Prediction errors for each model were evaluated using a validation set consisting of four randomly selected runs from the LHS design. The training errors were 1.3% and 1.0%, respectively, and the prediction errors were 1.8% and 3.2%, respectively.

Based on the results of the neural network modeling, the effect of the various manufacturing parameters on gain and noise index can be quantitatively investigated. Figure 12 shows 3-D contour plots of gain and noise index versus active diameter and the mean value of the doping concentration. In each case, barrier width and the standard deviation of doping concentration remain constant at their mid-range value. It is evident that increasing the mean doping concentration results in higher gain. In addition, increasing the active diameter of the APD along with the mean doping concentration results in a higher noise index. These results occur partly due to the fact that increasing the doping concentration can cause more carrier multiplication during the avalanche process, which can increase impact ionization rate ratio.
As $k$ increases, both the gain and noise index increase as well. These results are in agreement with experimental measurements performed by Aristin, et al. [12].

![Figure 12. Contour plots of neural network models of: (a) gain index and (b) noise index as a function of mean doping concentration and device diameter. Barrier width and doping standard deviation are set to their mid-range values.](image)

In addition to the above models, "inverse" neural network models are also needed for calculating the parametric yield using the procedure described above. These inverse models have been constructed by simply training a network with four inputs (gain index, noise index, and two "dummy" variables) and four outputs (the process parameters in Table 5). The two "dummy" variables are not directly involved in the parametric yield calculations, but are necessary to derive a proper Jacobian determinant [20].

To construct a joint density function for the four processing parameters, four different statistical distributions from those shown in Figure 11 were selected, and random numbers were generated according to these four distributions using MATLAB. The arbitrarily selected distributions were the bell-shaped, truncated, plateau, and combed distribution for device diameter, barrier width, mean value of doping concentration, and standard deviation of doping.
concentration, respectively. Using data derived from these distributions as training data, a back-propagation neural network with a 4-9-1 (input-hidden-output) architecture was used to model the joint density function for all four input variables. To verify this model, the marginal density functions for each input variable were reproduced as shown in Figure 13. As this figure shows, the marginal distribution of each input parameter was well-matched with the neural network predictions.

![Graphs showing predictions of joint pdf neural network model](image)

**Figure 13. Predictions of joint pdf neural network model.**

To calculate the parametric yield using the joint density function, the Jacobian determinant must be calculated. The derivatives required for the Jacobian matrix were estimated using a difference equation which computes the change in the input quantity with respect to a 5% deviation in the output parameter of interest. Following the computation of the Jacobian determinant, parametric yield may be calculated using Eqn. (7). Figure 14 shows the resulting distribution of gain and noise index.
To validate this approach, these results can be compared with the Monte Carlo method. Toward that end, simulations consisting of 20,000 randomly generated instances of data were used to calculate parametric yield using the Monte Carlo technique. These randomly generated data sets were fed into the neural network models for gain and noise to calculate the device response. Using the output of the neural network model for each instance of input data, the distribution of gain and noise can be calculated. Two different Monte Carlo simulations were performed. The first approach assumed that all input parameters were independent and normally distributed, ignoring any correlations which might exist between the input parameters. The second Monte Carlo simulation, however, made use of the different input distributions provided in Figure 13. The Monte Carlo results are also shown in Figure 14.

As expected, Figure 14 shows that the Monte Carlo method performed without considering the variety of input parameter distributions cannot predict parametric yield accurately. For example, if the multinormal Monte Carlo approach is used, the number of devices achieving a gain index between 45-47 is severely overestimated. Likewise, the number of devices with a gain index from 47-49 is underestimated. In either case, this approach gives misleading information about the effect of the APD manufacturing parameters on device performance.

On the other hand, the newly proposed methodology for parametric yield calculation is comparable to results achieved using the Monte Carlo method that does consider different
(and potentially correlated) input distributions, but with significantly fewer simulations. Although some computational overhead is incurred in deriving the neural network pdf and jpdf models (on the order of a few hundred simulations for generating the forward and reverse neural network models and for performing the Jacobian transformation numerically, depending on the granularity of the jpdf model), these models only need to be derived once. In contrast, the Monte Carlo procedure will always require a large number of simulations. Furthermore, it is also asserted here that since the Monte Carlo method uses the same distribution for each input parameter and does not account for possible correlations between parameters, some degree of accuracy is inherently lost. By modeling the input pdfs and their joint pdf directly, the proposed method overcomes this shortcoming.

3. Impact

This portion of the HDTV project has first provided accelerated life tests of doped-barrier, doped-well, and undoped AlGaAs/GaAs multiple quantum well avalanche photodiodes from the viewpoint of evaluating long-term reliability. From the life test results, the activation energy of the degradation mechanism and median lifetime of these devices was determined. Using the ANOVA technique, a comparison of the reliability of the various APD structures was then undertaken. Based on this investigation, it was concluded that the doping process used in the multiple quantum well APD fabrication has a significant effect on device reliability. The undoped APD structure yielded devices that exhibited the highest reliability, followed by the doped well and doped barrier devices, respectively. Subsequent failure analysis using the SEM and EBIC methods clarified that the dark current increase was in part brought about by the presence of ionic contaminants in the passivation layer at the junction perimeter that generate a leakage path which shorts the junction under the effect of electric field. EDS
analysis identified the primary contaminant as ionic sodium. In addition, dopant migration under stress was theorized as a means to explain the observed reliability differences between the device structures. This dopant migration was investigated using C-V measurements, which verified that the redistribution of free carriers after stress is indeed a plausible explanation for reliability differences.

This effort has also provided a systematic methodology which uses the unique capabilities of neural networks to model the parametric performance of GaAs MQW APDs. It was shown that using a small number of test devices enables accurate prediction of the expected performance variation of APD gain and noise in larger populations of devices. The methodology presented could also be utilized in other high-volume manufacturing applications. This approach could thus provide device designers with the ability to understand the manufacturability of various design options and enables process engineers to determine the consequences of process modifications. This will potentially allow parametric yield estimation prior to high-volume production in order to evaluate the impact of design decisions and process capability.

4. Students

Dr. Ilgu Yun graduated in December, 1997. Dr. Yun is currently with the Electronics and telecommunications Research Institute in Korea.

5. Future Work

Neural network modeling for parametric yield of GaAs MQW APDs has been accomplished in this project. However, it was a nontrivial effort to obtain the inverse neural network models required for estimating the parametric yield based on device lifetime. Usually one hidden layer is enough to build a neural network model, but two
hidden layers were required to build accurate models for device lifetime modeling. One task that needs to be performed in the future is neural network model optimization. Genetic algorithms have been successfully used for parameter optimization of neural networks and recipe synthesis in semiconductor manufacturing process [21]. Thus, if genetic algorithms are applied for neural network optimization in this application, more accurate and efficient neural network models should be achieved.

Another task to be pursued in the future is to utilize the methodology for calculating parametric yield described in this thesis to semiconductor devices fabricated by other certain manufacturing processes. For instance, parameter variation for the high electron mobility transistor (HEMT) fabricated by MBE can be investigated using this methodology.

In addition, this methodology can also be applied for modeling circuit performance. For example, the parameter variation for CMOS circuit can be predicted using this approach. The circuit variables can be modeled by measured data or SPICE circuit simulations. It was shown that this approach is superior to the prevailing Monte Carlo method by reducing the computation load and relaxing the assumption of a specific statistical distribution. If parametric yield prediction for newly developed circuits using a given manufacturing process is needed, this new methodology can predict parametric yield with a small number of test structures prior to high-volume manufacturing in order to evaluate the impact on manufacturability of both design specifications and process capability.
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SECTION IV:
THEORY AND MODELING OF ACT IMAGER CHIP
I. Accomplishments

Prof. Brennan coordinated the theoretical and modeling effort for the project. The main mission of the theory and modeling group was to assist in the design, optimization and evaluation of each component of the imager chip. It is first useful to outline the design of the ACT imager chip. The chip can be divided into three different components. These are 1) the image capture component, 2) charge accumulation and storage component, and 3) the ACT readout mechanism. During the course of this project, the theory and modeling team made important seminal contributions to each of these three parts of the design. In this section, we review the theory and modeling work performed on each of these components of the HDTV imager chip.

A. Image Capture Component

We examined two general image capture devices. The first and most important device considered was an avalanche photodiode, APD. An APD is particularly attractive to HDTV imaging since it provides internal gain necessary in overcoming the noise of the following electronics in the camera. As is well known, an APD provides gain through carrier multiplication via impact ionization events. Accurate modeling of an APD thus requires accurate modeling of impact ionization. Much of the early work on impact ionization was based on simplified analytical models of the process. Though these techniques were found to be useful in some instances, they have limited validity. More advanced numerical models of impact ionization are necessary to render an accurate
accounting of the mechanism. For this reason, during this project, we developed new, numerical techniques for determining the impact ionization transition rate.

The first approach adopted in our work to improve the formulation of the impact ionization transition rates was to perform a numerical calculation of the rate. We calculated the interband impact ionization transition rate for both silicon [1] and GaAs [2]. The full details of the analysis are discussed in references 1 and 2 and are included at the end of this report. The salient features of the technique and our results will nevertheless be discussed here for completeness. The transition rate was determined using Fermi's golden rule from a two-body screened Coulomb interaction assuming energy and momentum conservation. The transition rate was calculated by numerically integrating the over the full Brillouin zone including the full details of the band structures. It was found that the transition rate depends strongly on the initiating electron wavevector and that the transition rate is greatest in both silicon and GaAs for electrons within the second conduction band as compared to the first conduction band. Though this approach is highly accurate, it is numerically intensive requiring significant computational resources. In order to find a more computationally efficient algorithm we examined an alternative approach by which the computational demands of the fully numerical formulation can be mitigated yet high accuracy can be retained.

A modified analytical relationship for the impact ionization transition rate that includes the effects of the band structure for the initial state known as the Quade formula [3] was then examined. We succeeded in rederiving this formulation and in comparing its predictions to those made using either a more simplified model, the Keldysh formula, or numerical techniques. The results of our investigation are reported in reference [4] which
is included at the end of this report. It was found that the Quade model overcomes some of the limitations of the Keldysh formula and the numerical methods but at the expense of new parameterization. It was determined that the Quade model can qualitatively reproduce results similar to those obtained with the numerical model yet with far greater computational efficiency. Nevertheless, there exist some important limitations to the Quade formulation. These are that it does not accurately reproduce the quantum yield data for bulk silicon, it requires determination of a new parameter, related physically to the overlap integrals of the Bloch states which can only be adjusted by comparison to experiment, and fails to account for any wavevector dependence of the overlap integrals. As such we determined that use of the Quade formula is not justified in most situations. Instead, it is necessary to proceed with numerically generated values for the ionization transition rates.

On the basis of the above calculations, we were then able to refine our models for impact ionization and incorporate these into device simulators to study APD device performance. The simulators were then used to design and optimize different APD designs. Using these simulation tools, we designed a new APD structure, the delta-doped p-I-n quantum well APD. The full details of the device and its predicted workings are described in the paper of reference [5]. This new structure and its earlier derivatives [6] formed the basis for the light capture component for the ACT imager chip. Thus the theory and modeling effort produced a new APD design and assessed its working capabilities.

In addition to our work on APD structures, we also examined the workings of metal-semiconductor-metal, MSM, photodetectors as possible candidates for the
photodetector stage of the device. The results of our investigation are discussed in detail in references [7-9] which are enclosed at the end of this report. Our work on this portion of the project centered on developing a detailed model and utilizing it to determine the workings of an MSM device. We explored different designs utilizing GaAs/AlGaAs and GaInAs/AlInAs. Various structures were examined and compared in terms of their frequency response and responsivity.

B. Charge Accumulation and Storage Component

The second component within the ACT imager chip is the charge accumulation and storage device. In the present design we considered storing the accumulated charge within an open circuited APD device. The basic operation is as follows. The APD is configured in the charge storage mode where the device can collect charge over the entire integration period rather than just during the short sample/read-out time. In this mode the diode is initially biased to a potential somewhat below the breakdown voltage yet high enough that impact ionization is prevalent. Following the reset period the external bias is removed, the diode is physically isolated from the circuit and, over time, recovers back to equilibrium. The diode recovers to equilibrium through a combination of effects such as generation, capture of signal and background radiation, and leakage to the external read-out circuit. During the first stage of recovery, the charge added to the diode can be multiplied within the high-field depletion region of the device and is stored within the internal capacitance of the junction. We have examined the operation of an APD in the charge storage mode using our advanced numerical simulator. The results of that investigation are reported in reference [10] which is enclosed at the end of this report.
We investigated the behavior of silicon based APDs operated in the charge storage mode. The different issues investigated included the device sensitivity to the input photo-current including the self-quenching of the diode and its limitations in sensing low light levels, the dependence of the response on the bulk lifetime and hence on the generation current within the device, the initial gain, transient response, dependence of the device uniformity upon performance, and the quantity of storable charge within the device. Based on these calculations, we provided insight into possible APD charge storage devices that could be then integrated with an ACT readout device to provide full functionality. In the next section, we discuss our theoretical work on developing the ACT readout device.

C. ACT Readout Architecture

The final component within the ACT imager chip is the ACT readout device itself. After the light has been detected and converted into charge, accumulated and stored for a specified time, it must then be readout for image processing. In most arrays, charge readout is accomplished using a CCD shift register. Increased resolution of a CCD array requires an increased number of elements. As the number of devices increases within a CCD array, the charge transfer efficiency must increase to ensure adequate charge at the output of the array. This places a severe constraint on the quality of each individual device within the CCD array. To overcome this limitation, we proposed to transfer charge using an ACT device. The goal of the theory and modeling part of the program was to design an ACT device for charge transfer and aid the experimental realization of the structure.
In order to handle an ACT device, the modeling tools had to be reconfigured to include the potential created by the surface acoustic wave. In addition, complications due to mixed boundary conditions on the surface needed to be addressed. Specifically, the mixture of Dirichlet and Neumann boundary conditions on a single surface had to be developed. The details of our approach were published in reference [11] which is enclosed at the end of this report.

The modified simulator was then used to study a heterojunction ACT device. The full details of the analysis were published in reference [12] which is enclosed at the end of this report. The structure we envisioned utilizes a p-n junction to deplete the surface layer to support the surface acoustic wave. The usage of the top junction as the channel depletion mechanism makes the device insensitive to the residual surface state density, thus providing a more robust design. The calculated results indicate that an order of magnitude enhancement in charge capacity is possible using this new structure. Transfer efficiency calculations for several different lifetimes in the transport layer show high efficiency values, greater than 7 9's efficient with a Shockley Read Hall lifetime of 10 ns. These calculations provided the basis for further experimental work.

II. Impact

In addition to the 12 refereed journal papers published by the theoretical group under this program, we have developed an extensive device simulation tool. The full details of its operation have been disclosed in references [13 and 14]. This device simulation tool is the first of its kind to include a nonparabolic energy band structure within a hydrodynamic simulation. Additionally, we have invented some new device
structures. These are the delta doped, quantum well APD device and the pn-np ACT device. Both structures have great potential for advanced device operation.

III. Students Graduated


Postdoctoral Assistant – Dr. Arlynn Smith, Currently at ITT Optoelectronics, VA.

IV. Future Work

Though much work has been accomplished during this project, there remains much to do. One of the basic problems encountered during the course of this project was the reliability and robustness of each component. It is fairly well known that APDs are notoriously unreliable. Therefore, an array of APDs is not likely to function well. To this end, we have been working at improving the reliability of APD structures. We have recently invented a new procedure by which edge breakdown can be eliminated without the use of guard rings. This procedure we believe will be of great value in developing APD arrays that could then be used to form an imaging chip. Extensive work remains to analyze and develop these new APD structures.
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We present calculations of the interband impact ionization rate calculated using a wave vector
dependent (k-dependent) semiclassical formulation of the transition rate. The transition rate is
determined using Fermi’s golden rule from a two-body screened Coulomb interaction assuming
energy and momentum conservation. The transition rate is calculated for the first two
conduction bands of silicon by numerically integrating over the full Brillouin zone. The overlap
integrals in the expression for the transition rate are determined numerically using a 15 band
k·p calculation. It is found that the transition rate depends strongly on the initiating electron
wave vector (k vector) and that the transition rate is greatest for electrons originating within the
second conduction band than the first conduction band. An ensemble Monte Carlo simulation,
which includes the numerically determined ionization transition rate as well as the full details of
the first two conduction bands, is used to calculate the total impact ionization rate in bulk
silicon. Good agreement with the experimentally determined electron ionization rate data is
obtained.

I. INTRODUCTION

The impact ionization process is very important to the
study of modern semiconductor devices, such as avalanche
photodetectors, in which gain is provided by carrier multi-
multiplication. In these devices, the most common impact ion-
ization mechanism present involves an interband transition.
For an interband ionization event to occur, the
initiating carrier must achieve an energy greater or equal to
the energy band gap as measured relative to the band edge,
due to energy conservation. Subsequently, a theory of the
interband impact ionization process must necessarily ad-
dress the physics of high energy carrier transport. As is
well known, at high carrier energies most of the usual ap-
proximations and assumptions, i.e., relaxation time approxi-
mation, effective mass approximation, etc. are no
longer valid. As a result, it is extremely difficult to fashion
a first principles theory of impact ionization since it re-
quires dispensing with virtually all of the standard ap-
proaches to semiconductor device modeling and analysis.

The first attempts at formulating a theory of impact
ionization were, out of necessity, greatly simplified. Nev-
evertheless, the early theories1–3 provide a useful guide for
understanding the underlying physics of the impact ioniza-
tion process. The theories of Shockley1 and Wolff2 outline
opposite and extreme descriptions of the manner by which
a carrier achieves sufficiently high energy after which an
impact ionization event can occur. This energy is often
referred to as the threshold energy. The Shockley theory1
assumes that the only ionizing carriers are those which are
sufficiently “lucky” to drift to an energy greater than or
equal to the threshold energy without experiencing any
energy relaxing collisions. Conversely, the Wolff theory
predicts that ionization events occur after a carrier suffers
many collisions while drifting upwards in energy.2 Baraff3
later formulated a more complete picture of the impact
ionization process by combining the salient features of the
Shockley1 and Wolff2 theories. Though Baraff’s theory pro-
vides better agreement with realistic systems, it never-
theless fails to predict the impact ionization rate without
recourse to the use of adjustable parameters which can not be
reliably determined except through comparison to an ex-
periment. As a result, the Baraff theory cannot predict from first principles the impact ionization rate.

In order to progress beyond the limitations imposed by
analytical theories, i.e., their reliance on such assumptions
as the effective mass and relaxation time approximations,
numerical theories of impact ionization have been pro-
posed. These theories4–6 are based on the numerical solu-
tion of the Boltzmann equation through the Monte Carlo
method and include full details of the band structures as
well as the phonon scattering rates at high energies. Al-
though the Monte Carlo method provides a rigorous de-
termination of the distribution function, most present ap-
proaches fail to provide a truly first principles calculation of
the impact ionization rate owing to their reliance on a
parametrized expression for the impact ionization transi-
tion rate,7 called the Keldysh formula. The use of the
Keldysh formula, though universally accepted, is not to-
tally satisfactory since it is derived assuming parabolic en-
ergy bands, contains two parameters which must be deter-
dined empirically, fails to account for any possible wave
vector dependence (k dependence) of the rate, and is de-
termined to only first order in time dependent perturbation
theory. Owing to its reliance on empirically determined
parameters, the use of the Keldysh formula is limited to
studying only those materials for which the electron and
hole impact ionization rates have already been experiment-
ally determined. Therefore, a simulator which incorpo-
rates the Keldysh formula is of limited usefulness when
investigating the behavior of materials and devices com-
prised of technologically immature materials systems for
which no reliable experimental data of the ionization rates are available.

The first attempt to improve the impact ionization formulation was provided by Kane. In Kane’s formulation the pair cross section for the impact ionization transition rate in bulk silicon is calculated using pseudopotential generated energy bands and wave functions. Kane compared the transition rate calculated assuming momentum conservation as well as a random k approximation in which momentum conservation is effectively ignored. Interestingly, he found reasonable agreement in the calculated transition rates averaged over energy in either approach. In other words, if the transition rate is determined by averaging over a suitable set of wave vectors (k vectors or k states) for a given energy then the k dependence is effectively averaged out. Nevertheless, the transition rate at any one initial k state may be quite different from that at another k state of comparable energy. More recently, Sano et al. and Bude and Hess have investigated the threshold energy in silicon and GaAs. Their work indicates that the threshold is highly k dependent and that the relative softness of the threshold originates from the k dependence of the impact ionization transition rate.

New theories have examined the impact ionization transition rate semiclassically and with a more complete quantum mechanical picture. These works have greatly improved the understanding of impact ionization by demonstrating that the threshold energy is always relatively soft owing to energy broadening effects from the electron-phonon interaction. Bude and Hess have shown, using a Kane-like calculation, that the ionization rate does not necessarily truncate the high energy tail until very high energies are attained. In other words, some of the electrons can survive to relatively high energies before undergoing impact ionization, in contrast to a hard threshold model.

In this article, we calculate the impact ionization rate in bulk silicon using a semiclassical model much like that employed by Kane and Bude and Hess but do not average the transition rate over the energy. Instead, we calculate the electron impact ionization transition rate at different k points for a mesh incorporated within the first Brillouin zone. Our approach is similar to that employed by Yoder et al. In their work, Yoder et al. further include a formulation of the phonon scattering rate with the same pseudopotentials used for calculating the band structure. However, Yoder et al. do not report either the ionization transition rate or the overall impact ionization rate calculated using their model, only the average electron energy as a function of electric field. As such it is difficult to compare to their theory. The k-dependent impact ionization transition rate mesh is included within an ensemble Monte Carlo simulator which contains the full details of the first two conduction bands in silicon. The calculations are compared to both experimental measurements as well as other theoretical calculations. The details of the transition rate calculation are reviewed in Sec. II along with the salient features of the Monte Carlo model. Calculated results are presented in Sec. III and conclusions are drawn in Sec. IV.

**TABLE I. Material parameters for bulk silicon simulation (top) and intervalley coupling constants and phonon energies (bottom).**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value and units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>2.329 g/cm³</td>
</tr>
<tr>
<td>Lattice constant</td>
<td>5.43 Å</td>
</tr>
<tr>
<td>Energy gap</td>
<td>1.12 eV</td>
</tr>
<tr>
<td>Dielectric constant (relative)</td>
<td>11.7</td>
</tr>
<tr>
<td>Effective masses (relative)</td>
<td></td>
</tr>
<tr>
<td>L valley</td>
<td>0.284</td>
</tr>
<tr>
<td>X valley</td>
<td>0.321</td>
</tr>
<tr>
<td>Heavy hole</td>
<td>0.537</td>
</tr>
<tr>
<td>Light hole</td>
<td>0.153</td>
</tr>
<tr>
<td>Split-off hole</td>
<td>0.234</td>
</tr>
<tr>
<td>Valley separation energies</td>
<td></td>
</tr>
<tr>
<td>$\Delta_{X_L}$</td>
<td>0.8 eV</td>
</tr>
<tr>
<td>$\Delta_{X_T}$</td>
<td>2.3 eV</td>
</tr>
<tr>
<td>Acoustic deformation potential</td>
<td>9.0 eV</td>
</tr>
<tr>
<td>Optical phonon energy</td>
<td>0.063 eV</td>
</tr>
<tr>
<td>Sound velocity</td>
<td>9.04 $\times$ 10² cm/s</td>
</tr>
<tr>
<td>Transverse</td>
<td>5.34 $\times$ 10² cm/s</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phonon temperature (K)</th>
<th>Deformation potential (eV/cm)</th>
<th>Scattering type</th>
</tr>
</thead>
<tbody>
<tr>
<td>220</td>
<td>$3 \times 10^7$</td>
<td>f</td>
</tr>
<tr>
<td>550</td>
<td>$2 \times 10^7$</td>
<td>f</td>
</tr>
<tr>
<td>685</td>
<td>$2 \times 10^7$</td>
<td>f</td>
</tr>
<tr>
<td>140</td>
<td>$5 \times 10^7$</td>
<td>g</td>
</tr>
<tr>
<td>215</td>
<td>$8 \times 10^7$</td>
<td>g</td>
</tr>
<tr>
<td>720</td>
<td>$1.1 \times 10^8$</td>
<td>g</td>
</tr>
<tr>
<td>672</td>
<td>$2 \times 10^7$</td>
<td>f</td>
</tr>
<tr>
<td>634</td>
<td>$2 \times 10^7$</td>
<td>f</td>
</tr>
<tr>
<td>480</td>
<td>$2 \times 10^7$</td>
<td>f</td>
</tr>
<tr>
<td>197</td>
<td>$2 \times 10^7$</td>
<td>f</td>
</tr>
</tbody>
</table>

**Reference 16.**
**Reference 17.**
**Reference 18.**

### II. MODEL DESCRIPTION

The total impact ionization rate is calculated by including a numerically determined semiclassical impact ionization transition rate into an ensemble Monte Carlo model. The carrier histories within the Monte Carlo simulator are traced in three dimensions in both real and k space. The details of the Monte Carlo model employed in this study have been exhaustively presented elsewhere. The full details of the band structure are included in the Monte Carlo model. The method by which phonon scattering is accounted for is described below. The parameters used for the calculation of the scattering rate in silicon are presented in Table I and have been taken from Refs. 17–19 as marked in Table I.

The important feature employed within the present model is the use of a k-dependent impact ionization transition rate. The impact ionization process is treated as an additional scattering mechanism in the Monte Carlo program. The manner in which the transition rate is calculated can be summarized as follows. The transition rate is calculated assuming that a target electron is always available in the valence band, the final states are always empty (non-
degenerate conditions) and Fermi's golden rule applies as,
\[
W_{\text{imp}} = \int \frac{2\pi}{\hbar} |M|^2 \delta(E_f - E_i) dS_f,
\]
where \( dS_f \), as in Ref. 20, represents integration over all the final states. The matrix element, \( M \), is taken to be a screened Coulomb interaction between two electrons and can be expressed as
\[
M = \frac{e^2}{eV} \frac{I(k_1, k'_1)I(k_2, k'_2)}{|k_1 - k'_1|^2 + q_0^2},
\]
where \( k_1 \) and \( k'_1 \) are the \( k \) vectors corresponding to the incident electron both before and after the interaction, respectively, and \( k_2 \) and \( k'_2 \) represent the target electron \( k \) vectors both before and after the collision. The quantities \( I(k_1, k'_1) \) and \( I(k_2, k'_2) \), are overlap integrals and \( q_0 \) is the static screening factor. Following the approach of Ridley,\(^20\) we assume \( q_0 \) to be the inverse Debye length.

The transition rate is evaluated numerically by integrating Eq. (1) with Eq. (2) over the full Brillouin zone. The overlap integrals used in the calculation are determined by diagonalizing a \( 15 \times 15 \) \( k \cdot p \) Hamiltonian.\(^21\) The parameters used within our \( k \cdot p \) calculation are the same as those reported in Ref. 21. The transition rate needed here requires that its absolute magnitude be determined. As such, the delta function must be properly normalized by ensuring that its integration alone always yields one. The overlap integrals in the matrix element are determined using \( k \cdot p \) generated wave functions. The values of the overlap integrals obtained are in excellent agreement with those determined by Burt et al.\(^22\) The transition rate is determined for each mesh point within a finely spaced, 916 point \( k \) space grid spanning the reduced zone\(^4\) of the first Brillouin zone which is consistent with the grid spacing used in Ref. 5 for determining the energy. Additional points are also used for interpolation purposes raising the total number of points at which the transition rate is calculated to 1419. The transition rate is calculated for both the first and second conduction bands at each mesh point. Several million final \( k \) points are sampled in order to ensure good convergence in the integration. The numerically generated grid is used to determine the impact ionization transition rate for the electrons as they drift through the crystal. During the course of the simulation, after each drift, the electron's energy is first checked to see if it exceeds or equals the energy gap. If the electron energy is less than the energy gap, it cannot undergo an impact ionization event and the ionization transition rate is simply zero for that electron. The probability that the electron scatters is then found in the usual manner.\(^4,5\) When an electron has energy equal to or greater than the energy gap, the ionization transition rate is determined from use of the \( k \) space grid. The electron is located by its \( k \) vector within some subvolume of the \( k \) space grid. If the ionization transition rate is nonzero for all of the mesh points surrounding the given \( k \) vector then the transition rate for that particular electron is determined by interpolating linearly between the values at each mesh point. If one or more of the mesh point values of the transition rate is zero, then the transition rate for the desired \( k \) vector is chosen equal to that of the nearest \( k \) point. The impact ionization transition rate determined in this manner is then added to the total phonon scattering rate corresponding to the energy of the electron. As in standard Monte Carlo algorithms, a random number is thrown to determine if the carrier is scattered. Given that a carrier has scattered, another random number is chosen to determine the particular event that occurs out of all of the possible events, phonon scatterings, and impact ionization.

The calculated interband impact ionization transition rate for the first and second conduction bands of silicon as a function of \( k_x \) and \( k_y \) at fixed \( k_z \) is presented in Figs. 1 and 2. As can be seen from these figures, the transition rate is substantially higher for electrons originally confined within the second conduction band than the first conduction band. The maximum transition rate overall is larger than \( 10^{13} \) 1/s but less than \( 10^{14} \) 1/s for the \( k \) space grid.

**FIG. 1.** Calculated interband impact ionization transition rate within the first conduction band in bulk silicon as a function of \( k_x \) and \( k_y \) at fixed \( k_z \). The maximum transition rate within the figure, we have chosen to represent these points as having a minimum transition rate for convenience.

**FIG. 2.** Calculated interband impact ionization transition rate within the second conduction band in bulk silicon as a function of \( k_x \) and \( k_y \) at fixed \( k_z \). The maximum transition rate within the figure, we have chosen to represent these points as having a minimum transition rate for convenience.
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points considered here. Notice that the transition rate for electrons confined within the first conduction band does not exceed $10^{13}$ 1/s and is typically much less than $10^{13}$ 1/s. This is apparently in agreement with Bude and Hess, who found that the transition rate is substantially lower than the corresponding phonon scattering rate in general.

During the course of the Monte Carlo simulation, the electrons can move between the two conduction bands only as a result of a scattering event; interband tunneling transitions are not included in the simulation. The manner by which the carriers change bands can be explained as follows. An array of possible $k$ states in each band, ordered by increasing energy, is first generated. Each array element contains the $k$ vector, energy, and band index of the state. After a phonon scattering event, the final state is selected stochastically from the sorted array in accordance with the physics of the particular scattering mechanism present. Typically, at high electron energies, the phonon scattering events are predominately deformation potential scatterings. For simplicity, it is assumed here that the deformation potential scatterings have no angular dependence which is the standard assumption. More refined theories of deformation potential scattering indicate that they might show some angular dependence. The high energy phonon scattering rates, in our calculation, are taken then to be proportional to the total density of final states, including both conduction bands. Therefore, an electron originally confined within band 1 can be scattered into band 2 if band 2 overlaps band 1 at an energy corresponding to the final state energy. In this way, interband transitions can be automatically accounted for in the simulation.

The total phonon scattering rate as a function of electron energy is plotted in Fig. 3. The low energy scattering rate is calculated from Fermi’s golden rule using the parameters specified in Table I. The scattering mechanisms included and their formulations were taken from Ref. 23. At high carrier energies, the phonon scattering rate is assumed, as stated above, to be dominated by deformation potential scattering. The scattering rate at these energies is determined by directly integrating over the final density of states calculated from the numerically generated band structure including collision broadening. Collision broadening of the final state is treated following the approach of Ref. 24. A single deformation potential constant is selected in order to match the scattering rate calculated from Fermi’s golden rule at 0.4 eV. Subsequent calculations of the steady-state drift velocity show good agreement with the experimental saturation carrier drift velocity in bulk silicon.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{Calculated electron-phonon scattering rate in bulk silicon as a function of electron energy. The scattering rate is calculated including the first two conduction bands. The low energy scattering rate is determined using Fermi’s golden rule and the parameters listed in Table I. The high energy scattering rate is directly proportional to the final density of states. The two peaks which appear in the diagram are due to peaks in the density of states of the first two conduction bands.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig4.png}
\caption{Calculated and experimental results for the electron impact ionization rate in bulk silicon plotted as a function of inverse electric field. Calculations of the ionization rate including the Keldysh formula as well as the $k$-dependent model are presented.}
\end{figure}

III. CALCULATED RESULTS

The calculated impact ionization rate using the $k$ dependent formulation as a function of inverse applied electric field is plotted in Fig. 4 along with the experimental measurements of Overstraeten et al., Grant, and Woods et al. Although other experimental data exist, these data comprise a representative set and bracket the range of experimental measurements. As can be seen from Fig. 4, the $k$ dependent calculations match best to the low range of the experimental data, those of Woods et al., throughout the range of applied electric field strengths considered here. Additional calculations using the Keldysh formulation for the impact ionization transition rate within the otherwise identical Monte Carlo model are included for comparison. The calculations using the Keldysh formula, with the particular choice of $p$ and $E_{th}$ chosen here, show better agreement with the higher range of experimental measurements, those corresponding to Grant, particularly at lower electric field strengths. The choice of $p$ and $E_{th}$ used in the Keldysh formula are 0.01 and 1.13 eV, respectively. The value of 0.01 for $p$ is in the range of values which typically
correspond to a soft threshold condition. It should be noted that the Keldysh formula calculations could be fitted to the lower ionization rate data just as easily by changing the parameters \( p \) and \( E_{th} \). Little new information about the nature of the threshold, i.e., softness or hardness, would be obtained by doing this however since the parameters would change relatively very little. Therefore, we have chosen the results reported here just to illustrate the order of magnitude of \( p \) that the Keldysh formula predicts within this specific Monte Carlo model.

The average energy of the electrons as a function of applied electric field for both models is plotted in Fig. 5. As can be seen from the figure, the average energy of the electrons is quite high increasing to almost 1.6 eV at an applied field of 500 kV/cm. This implies that the threshold is exceedingly soft, in that many of the electrons survive to energies well above the band gap energy before impact ionizing, in good agreement with the recent work of Bude and Hess. As discussed by Bude and Hess, the relatively weak ionization transition rate fails to truncate the electron distribution function at energies near the band gap (as would be the case in a hard threshold process) leading to very high average carrier temperatures.

We have also investigated the effect of the second conduction band on the impact ionization rate in bulk silicon. The percentage of ionization events per band at various applied electric field strengths is plotted in Figs. 6 and 7 for the k-dependent and Keldysh formula models, respectively. Inspection of Fig. 6 clearly shows that most of the impact ionization events originate from the second conduction band in the k-dependent model even at low applied electric field strengths. This is apparently due to the fact that the transition rate is significantly higher in the second band than the first band as is seen from Figs. 1 and 2. Therefore, in the k-dependent model, most of the ionization events occur only after an electron has transferred into the second conduction band which occurs predominately at high electron energies. As a result, the average energy of the electrons is necessarily quite high. As the electric field strength increases, the percentage of events within the second band increases as well. This behavior is as expected since at higher electric fields and hence, higher carrier energies the electrons will transfer more readily to the second conduction band.

Figure 7 shows the percentage of electron ionization events originating from the first and second conduction bands, both models predict a tric field.
bands in the Keldysh formula model. In contrast to the k-dependent model, most of the ionization events originate from the first conduction band at low applied electric field strengths. In the Keldysh formula model, all states of the same energy have precisely the same ionization transition rate and no distinction is made between states in the first and second conduction bands. The electrons have the same probability at a given energy of ionizing from the first conduction band as from the second conduction band in the Keldysh model while in the k-dependent model, impact ionization is far more likely for electrons within the second conduction band than the first even for the same energy. Therefore, it is not surprising that the Keldysh model predicts that more events will occur from the first conduction band than the second at lower fields. Additionally, one would expect that the average electron energies would be predicted to be smaller based on the Keldysh formula model than the k-dependent model once impact ionization has begun. Inspection of Fig. 5 shows that the average electron energy between the two models is the same at low applied electric field strengths where no ionization occurs but it is somewhat lower in the Keldysh model than the k-dependent model at higher electric fields. The observed difference at high fields is not dramatic due to the fact that the number of ionization events is relatively small overall. Hence, the ionization rate does not drastically change the average electron energies. Nevertheless, some overall trend is present.

An energy dependent rate can be derived from the k-dependent rate in a manner analogous to that done by Kane.\(^5\) An additional integration over the initiating electron k-vector space, \(S_i\), is performed following Kane\(^5\) as

\[
W(E) = \sum_n \left( \frac{1}{2\pi} \right)^3 \int dS_i W_{\text{imp}}(n,k) \delta[E_i(n,k) - E],
\]

where the sum is performed over the first two conduction bands, \(n\) is the band index, and \(E_i\) is the initiating electron energy. The value for \(W(E)\) needs, in addition, to be normalized by the density of states at the energy \(E\) as was done by Kane.\(^5\) This has been done here as well. It is interesting to compare \(W(E)\) to the energy-dependent rate specified by the Keldysh formula. \(W(E)\) and the Keldysh rate are plotted as a function of initiating electron energy in Fig. 8. The curve for \(W(E)\) in Fig. 8 has been purposely "smoothed" in order to more clearly show its shape and facilitate comparison with the result from the Keldysh formula. As stated above, from Figs. 6 and 7, more ionization events occur from carriers initially within the second conduction band using the k-dependent model than the Keldysh model. Therefore, one would expect that the transition rate would be greater at higher energy for \(W(E)\) than for the Keldysh formula. This is clearly indicated in Fig. 8; the impact ionization transition rate calculated by averaging over the k-dependent rate, \(W(E)\), is higher at higher energy and lower at lower energy than that calculated using the Keldysh formula.

---

**IV. CONCLUSIONS**

In this article we have presented calculations of the electron interband impact ionization rate calculated using a k-dependent semiclassical formulation of the transition rate. Fermi's golden rule is used to determine the transition rate from a two-body screened Coulomb interaction assuming energy and momentum conservation. The transition rate is calculated by numerically integrating over several million final states distributed within the first Brillouin zone. The transition rate is determined at each of 916 mesh points within the reduced zone forming a finely spaced k-space grid spanning both the first two conduction bands of silicon. It is found that the transition rate depends strongly on the initiating electron k vector and that the transition rate is greater for electrons originating within the second conduction band than the first conduction band in bulk silicon. An ensemble Monte Carlo simulation, which includes the numerically determined ionization transition rate as well as the full details of the first two conduction bands, is used to calculate the total impact ionization rate in bulk silicon. Good agreement between the k-dependent model and the experimental measurements of Woods et al.\(^{28}\) is attained.

The important result of this work is that the calculations based on the k-dependent model show that the ionization rate in silicon is best modeled as a soft threshold process. Owing to the fact that the transition rate is significantly lower than the phonon scattering rate and that the transition rate is greatest within the second conduction band, the electrons drift to high energies, on average, before undergoing an impact ionization event. As a result, the average energy of the electrons is quite high at electric field strengths for which impact ionization can occur. The ionization rate fails to truncate the electron distribution at energies near the band gap or threshold energy. These results are qualitatively in excellent agreement with those reported by Bude and Hess.\(^{11}\) Recent experimental work of Cartier et al.\(^{29}\) using the X-ray photoemission spectroscopy
(XPS) technique indicates that the ionization rate may have multiple ranges of behavior and that the higher range experimental data of Grant\textsuperscript{27} may be most accurate. Although our model predicts a significantly lower ionization rate than that of Grant,\textsuperscript{27} we believe that this may be due principally to the failure of the semiclassical approach. A more complete theory including quantum mechanical effects, details of the scattering rates, and band structures at high energies is probably a more appropriate approach for predicting impact ionization rates. We are currently pursuing such a model.
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I. INTRODUCTION

The probability that an interband impact ionization event will occur depends upon the likelihood that a carrier will first drift to an energy equal to or greater than the band-gap energy, often referred to as the threshold energy, and then suffer an impact ionization event before phonon scattering processes relax it back to an energy below threshold. Most of the early analytical theories of interband impact ionization\(^1\)\(^2\) were formulated using a hard threshold model for interband impact ionization. The hard threshold model was not limited to the early analytical theories. More advanced theories\(^3\)\(^4\) were formulated using a hard threshold model for interband impact ionization; however, more recent numerical studies\(^5\)\(^6\) as well as analytical theories\(^7\)\(^8\) have called this assumption into question. Interestingly, in most of the numerical theories employed in the past the calculated impact ionization rates often agree well with experimental results for some semiconductor materials using either a hard or "soft" threshold model.\(^9\) This is due to the fact that most numerical formulations rely on a parameterized expression, called the Keldysh formula,\(^10\) to describe the impact ionization transition rate. The Keldysh formula contains two parameters, \(P\) and \(\varepsilon_{th}\), which are very difficult to determine from first principles. \(\varepsilon_{th}\) corresponds to the threshold energy for impact ionization while \(P\) is some measure of how strong the impact ionization transition rate is for carriers with energies greater than \(\varepsilon_{th}\). A small value of \(P\) then corresponds to a soft threshold since the transition rate is relatively small near the threshold and increases only slowly thereafter. In contrast, a hard threshold is characterized by a large value of \(P\). Typically, both \(P\) and \(\varepsilon_{th}\) are selected such that the calculated impact ionization rate is in agreement with experimental measurements. As such, more than one set of parameters can often reproduce the same ionization rate in a given material. Tang and Hess\(^9\) have shown that the calculated impact ionization rate in bulk silicon, based on an ensemble Monte Carlo model including the Keldysh formula, agrees well with existing experimental data using either a soft or hard threshold model.

Kane\(^1\) made the first attempt to improve the impact ionization transition rate formulation by directly evaluating the pair cross section using pseudopotential-generated energy bands and wave functions for bulk silicon. In his formulation, Kane calculated the transition rate for different wave vector (k vector) states of comparable energy and average these rates to determine an energy dependent transition rate. More recently, Sano et al.\(^12\)\(^13\) and Bude and Hess\(^5\) have investigated the threshold energy in silicon and GaAs using numerical techniques. Their work indicates that the threshold is highly k dependent and that the relative softness of the threshold originates from the k dependence of the impact ionization transition rate.

New theories of interband impact ionization have been presented which treat the problem either semiclassically\(^5\)\(^1\) or quantum mechanically\(^15\)\(^16\)\(^17\). The quantum-mechanical works have demonstrated that the threshold energy is always relatively soft owing to energy broadening effects arising from the electron-phonon interaction. In the quantum mechanical formulations, a Lorentzian is substituted in place of the energy conserving delta function which leads to broadening of the threshold state itself. Bude and co-workers\(^15\) have demonstrated that through inclusion of quantum-mechanical broadening, a threshold state cannot rigorously be defined since the Lorentzian does not demand stratified energy conservation over short time scales. As a result, a carrier can impact ionize even if its energy is less than the energy gap. Energy broadening acts then to inflate the impact ionization rate near threshold.

Similarly, even the semiclassical models predict that the ionization transition rate in bulk silicon is relatively low leading to a soft threshold-like behavior. Owing to the fact that the ionization transition rate is calculated to be significantly lower than the competing phonon scattering rate, these models predict that the electrons drift to high energies, on average, before suffering an impact ionization event. As
result, the average energy of the electrons is expected to be quite high at high-electric-field strengths in contrast to what is predicted using a hard threshold model. Recent experimental measurements using x-ray photoemission spectroscopy (XPS)\textsuperscript{18} indicate that the threshold for interband impact ionization in bulk silicon is exceedingly soft. These results further indicate that the ionization rate may have multiple ranges of behavior which is consistent with theoretical predictions\textsuperscript{14} that the second band dominates the impact ionization process in bulk silicon.

Aside from the obvious importance of improving the understanding of interband impact ionization, knowledge of the nature of the threshold energy in different materials is useful in modeling advanced avalanche photodiode (APD) designs which utilize heterostructures and multiple quantum wells to enhance the electron ionization rate.\textsuperscript{19-22} In these devices the presence of the conduction-band-edge discontinuity formed at the heterostructure interface provides a kinetic energy boost to electrons injected into the narrow-band-gap layers from the wide-band-gap materials. The larger the conduction-band-edge discontinuity is, the greater relative effect it has on the electron ionization rate. This depends though upon how soft the threshold is. If the threshold is relatively hard, the conduction-band-edge discontinuity can greatly influence the ionization rate by providing sufficient energy to promote the electron from below threshold to above threshold. On the other hand, if the threshold is exceedingly soft, the presence of the conduction-band-edge discontinuity may not have as much of an effect since most of the carriers must attain very high energies before impact ionizing. As a result, the discontinuity may contribute relatively little to the overall heating of the electron distribution.

Since interband impact ionization is a threshold process, a carrier launched near the band edge, either initially or after suffering an ionization event, must drift for some time to acquire sufficient kinetic energy in order to impact ionize. The ionization probability then is necessarily equal to zero for some distance for both the generated carrier and the initiating carrier immediately following an ionization event. The distance over which the ionization probability is assumed to be zero following launching from the band edge is often referred to as the dead space. The dead space can be of importance in multiquantum-well structures since if the well widths are much smaller than the dead space distance, then the ionization rate may be appreciably reduced, leading to little enhancement. Recently, the electron and hole ionization coefficients were measured in a series of GaAs/AlGaAs multiple quantum wells with varying well and barrier widths.\textsuperscript{23} It was found that in the narrow well width structures (<100 Å) there was virtually no enhancement of the experimentally measured electron to hole ionization rates ratio, while in wider well structures there was a significant increase in the ionization rates ratio. These results may be related to the dead space in the ionization process.

In this article we present detailed calculations of the electron-initiated impact ionization rate in bulk GaAs using a semiclassical formulation of the interband impact ionization transition rate. The transition rate is determined using Fermi's golden rule from a two-body screened Coulomb interaction assuming both energy and momentum conservation for the first two conduction bands of GaAs. These results are then incorporated into an ensemble Monte Carlo simulator to calculate the total impact ionization rate as a function of applied electric field in bulk GaAs. Aside from the ionization transition rate and the total impact ionization rate, the dead space for electron-initiated impact ionization is also calculated and compared to results based on a relatively hard threshold model. The implications of an exceedingly soft threshold for impact ionization in GaAs are discussed in relation to multiquantum-well devices. The details of the model are summarized in Sec. II. The calculated results are presented in Sec. III while conclusions are drawn in Sec. IV.

II. MODEL DESCRIPTION

The details of the model have been exhaustively reviewed in a previous work.\textsuperscript{14} Nevertheless, for completeness, the salient features of our model are briefly outlined here. The total impact ionization rate is determined using an ensemble Monte Carlo simulation which includes the full details of the first two conduction bands of GaAs and the numerically generated semiclassical impact ionization transition rate. The Monte Carlo simulator used in the calculations is based on the original work of Shichijo and Hess,\textsuperscript{24} with the improved phonon scattering technique of Chang et al.\textsuperscript{25} and the improved band-structure interpolation technique of Fischetti and Laux.\textsuperscript{26} The material parameters used in the simulation are taken from Refs. 27 and 28. The estimators used in the simulation are discussed at length in Ref. 28.

The high-energy scattering rate is assumed to be dominated by deformation potential scattering. The deformation potential scattering rate is calculated using a full order time-dependent perturbation theory expansion assuming that the deformation potential is a constant, independent of energy.\textsuperscript{25} Although the assumption of a constant deformation potential may not be strictly valid,\textsuperscript{17} it is standard and commonly used. The deformation potential scattering is determined by direct integration over the numerically generated density of states for both bands. At the points in k space at which both bands overlap, the deformation potential scattering depends, of course, on the density of states within both bands. During the course of the Monte Carlo simulation, the electrons can transfer then from one band to the other through the action of the deformation potential scattering.

Impact ionization is incorporated into the Monte Carlo model using the semiclassical, wave-vector (k)-dependent transition rate given by Ridley.\textsuperscript{29} The matrix element is assumed to be a screened Coulomb interaction between two electrons.\textsuperscript{14} The transition rate is evaluated numerically by integrating over the full Brillouin zone. Several million possible final states are sampled for each integration to ensure convergence and accuracy. The overlap integrals present in the matrix element are determined by diagonalizing a 15×15 k-p Hamiltonian.\textsuperscript{30} The values of the overlap integrals match closely to those presented by Burt et al.\textsuperscript{31} The transition rate is determined for each mesh point within a finely spaced, 916 point, k-space grid spanning the reduced zone\textsuperscript{24} of the first Brillouin zone. Additional points are also used for interpolation purposes raising the total number of mesh points at

FIG. 1. Calculated interband impact ionization transition rate for the first conduction band of bulk GaAs within the reduced zone of the first Brillouin zone. The ionization transition rate is plotted vs \( k_x \) and \( k_y \) holding \( k_z \) fixed at 0.0. Those points which are shown to have a transition rate equal to the minimum of the vertical axis scale have no threshold and hence have a zero transition rate. Owing to the logarithmic scale used in the figure, these points are represented as having a minimum transition rate for convenience.

which the transition rate is calculated to 1419. The transition rate is determined for both conduction bands at each of the mesh points. The mesh employed for the impact ionization transition rate is the same as that for the energy interpolation used during the course of the Monte Carlo simulation.

The instantaneous electron-impact ionization transition rate is determined both from its energy and \( k \) vector. When the simulated electron's energy is less than the energy band gap, the electron cannot impactionize and its flight is determined in the usual manner. When the simulated electron drifts to an energy greater than or equal to the energy band gap, its ionization transition rate is determined using the \( k \) space mesh. The eight mesh points nearest to the components of the simulated electron's \( k \) vector are first determined. If the ionization transition rate is nonzero for all of the eight mesh points then the transition rate of the simulated electron

is determined by linearly interpolating between the values at each mesh point. If one or more of the mesh point values is zero, then the transition rate for the simulated electron chosen equal to that of the nearest \( k \) point. The impact ionization transition rate determined in this manner is the added to the total phonon scattering rate corresponding to the energy of the simulated electron. As in standard Monte Carlo algorithms, a random number is thrown to determine if the carrier is scattered. Given that the carrier scatters, a second random number is generated to determine the particular event that occurs out of all the possible events at that energy and \( k \) vector.

The calculated interband impact ionization transition rate for the first two conduction bands of bulk GaAs as a function of \( k_x \) and \( k_y \) holding \( k_z \) fixed at 0.0 within the reduced zone is presented in Figs. 1 and 2. As can be seen from comparison of these two figures, the transition rate is significant greater in the second conduction band than in the first. The maximum transition rate in either band is only slightly greater than \( 10^{13} \) s\(^{-1}\), significantly less than the competing phonon scattering rate at these energies. The probability that an ionization event will occur at any given time, relative to competing phonon scattering event, is then quite small. As result, an electron can drift for some time to very high energy before suffering an impact ionization event.

III. CALCULATED RESULTS

At high carrier energies the phonon scattering rate is very large and is dominated by deformation potential scattering. The scattering rate at these energies determined by directly integrating over the final density of states calculated from the numerically generated band structure including collision broadening. A single deformation potential constant is selected in order to match the scattering.
rate calculated from Fermi's golden rule at a specific energy. Since the impact ionization coefficients are very sensitive to the total scattering rate, a small change in the total scattering rate will lead to a dramatic change in the impact ionization coefficients. Figure 3 shows the total electron phonon scattering rates with the deformation potential scattering rate matched to the scattering rate calculated from Fermi's golden rule at 0.5 and 0.8 eV, respectively. As is discussed later, the lower scattering rate, that matched at 0.5 eV, results in a softer threshold for the impact ionization process, while the higher scattering rate, that matched at 0.8 eV, results in a harder threshold. It should be noted that there is some arbi-

FIG. 4. Calculated impact ionization transition rates as a function of electron energy measured from the conduction-band minimum using the $k$-dependent and Keldysh formula with two different sets of $P$ and $E_h$. The energy-dependent rate for the $k$-dependent rate is calculated by performing a further integration of the $k$-dependent rate.

FIG. 5. Calculated and experimental results for the electron-impact ionization coefficients in bulk GaAs plotted as a function of inverse electric field, using the $k$-dependent model, the Keldysh formula model with $P=0.02$ and $E_h=1.85$ eV, and the Keldysh formula model with $P=0.2$ and $E_h=1.42$ eV. The experimental results are taken from Bulman et al. (Ref. 33).

FIG. 6. (a) Histogram showing the percentage of electron ionization events originating from the first and second conduction bands as a function of applied electric field based on the $k$-dependent model. (b) Histogram showing the percentage of electron ionization events originating from the first and second conduction bands as a function of applied electric field based on the Keldysh formula model with $P=0.02, E_h=1.85$ eV. (c) Histogram showing the percentage of electron ionization events originating from the first and second conduction bands as a function of applied electric field based on the Keldysh formula model with $P=0.2, E_h=1.42$ eV.
trariness in the total scattering rate since the deformation potentials are not fully known as a function of energy. Typically, the scattering rate is adjusted such that the calculated carrier drift velocities agree with the experimental measurements; however, the drift velocity is less sensitive to the scattering rate than the impact ionization coefficients. In these calculations, both sets of scattering rates show good agreement with the experimental saturation carrier drift velocity within the error tolerance of the Monte Carlo technique. Therefore, either total scattering rate is plausible.

An energy-dependent impact ionization transition rate can also be derived from the k-dependent rate by performing an additional integration over the initiating electron k-vector space, normalized by the density of states. The result is plotted as a function of initiating electron energy in Fig. 4, along with the rates using the Keldysh formula with two sets of $P$ and $E_{th}$; $P=0.02$ and $E_{th}=1.85$ eV, as well as $P=0.2$ and $E_{th}=1.42$ eV. Multiple sets of $P$ and $E_{th}$ may be found by fitting the calculated impact ionization coefficients to the experiment. The first set of values of $P=0.02$ and $E_{th}=1.85$ eV is chosen so as to match the Keldysh rate as close as possible to the energy-dependent rate derived from the k-dependent rate. The value of 0.02 for $P$ is in the range of values which typically corresponds to a soft threshold condition. Another set of parameters for the Keldysh formula, $P=0.2$ and $E_{th}=1.42$ eV, is chosen to compare the difference between the hard and soft threshold models.

The impact ionization coefficients calculated using the k-dependent impact ionization transition rate, the Keldysh formula with $P=0.02$ and $E_{th}=1.85$ eV, and the Keldysh formula with $P=0.2$ and $E_{th}=1.42$ eV along with the experimental measurements of Bulman et al. are plotted in Fig. 5 at an electric-field direction of [100]. The lower total scattering rate as shown in Fig. 3 is used in the calculations of both the k-dependent model and the Keldysh formula with $P=0.02$ and $E_{th}=1.85$ eV. In the case of the Keldysh formula with $P=0.2$ and $E_{th}=1.42$ eV the higher total scattering rate must be used due to the higher impact ionization transition rate and the harder threshold present in this case in order to agree with the experimental results. As can be seen from Fig. 5, the k-dependent calculations match the experiment fairly well throughout the range of applied electric-field strengths plotted here. This is excellent considering there is no adjustable parameter used in the model for the impact ionization transition rate. The only ambiguity in this case appears in the scattering rate. The calculated results using the Keldysh formula for the impact ionization transition rate, within the otherwise identical Monte Carlo model, are included for comparison. With two adjustable parameters, $P$ and $E_{th}$, it is possible to have better agreement with the experiments than the k-dependent model, as shown here for the case of $P=0.02$ and $E_{th}=1.85$ eV. The results calculated using the k-dependent model are closer to the results calculated by the Keldysh formula with a softer threshold as expected, since the k-dependent model also has effectively a very soft threshold.

The effect of the second conduction band on the impact ionization coefficients in bulk GaAs for all three impact ionization transition rate models has also been investigated. Figure 6(a) shows the percentage of electron ionization events originating from the first and second conduction bands within the k-dependent model. Nearly 100% of the impact ionization events originate from the second conduction band due to the fact that the impact ionization transition rate is much higher in the second conduction band. The percentage of electron ionization events originating from the first and second conduction bands for both Keldysh formula models are plotted in Figs. 6(b) and 6(c). In contrast to the k-dependent model, more ionization events originated from the first conduction band in both cases. This can be understood since in the Keldysh formula, the impact ionization transition rate is isotropic and no distinction is made between states in the first and second conduction bands. Therefore, the electrons have the same ionization probability at a given energy from the first conduction band as from the second conduction band in the Keldysh formula model, while in the k-dependent model the ionization probability is typically higher in the second conduction band than the first conduction band even at the same energy. Hence, it is not surprising that the Keldysh formula model predicts that more events will occur from the first conduction band than the k-dependent model does. As the threshold becomes lower and harder, more ionization events occur in the first conduction band. Therefore, the Keldysh formula model will predict very different physical results if a different set of $P$ and $E_{th}$ is used.

It is interesting to examine the impact ionization coefficients along different applied electric-field directions. The directional dependence of the impact ionization rate is incorporated naturally in the k-dependent formulation. Calculations of the electron-impact ionization coefficient at different applied electric field directions of [100], [110], and [111] show no field directional dependence of the impact ionization coefficients even with the k-dependent impact ionization transition rate. These results agree with previous calculations by Brennan and Hess using the Keldysh formula and the calculations reported here using both Keldysh formula models. As shown in Fig. 6(a), almost all the impact ionization events originate from the second conduction band using the k-dependent formulation. Since the impact ionization transition rate in the second conduction band, shown in Fig. 2, is higher and more uniform than the rate in the first conduction band, little electric-field directional dependence of the electron-impact ionization coefficients is expected.

The electron number density functions, defined here as the product of the electron density of states function and the electron distribution function, are plotted in Figs. 7(a)–7(c) for all three models at an applied electric field of 250 kV/cm. The number density functions at the applied electric field of 500 kV/cm for all three models are presented in Figures 8(a)–8(c). Both the k-dependent model and the Keldysh formula model with the softer threshold predict similar electron distributions. The second peak in the distributions at an electric field of 500 kV/cm for the k-dependent model and the Keldysh formula with softer threshold indicate many electrons occupy the second conduction band at high applied electric fields. In the Keldysh formula model with the harder threshold, the distribution is much cooler. In this case, fewer
FIG. 7. (a) The electron number function, defined as the product of the electron density-of-states function and the electron distribution function, at the applied electric field of 250 kV/cm calculated using the k-dependent model. Notice the significant number of electrons within the high-energy tail of the distribution. In the k-dependent model due to the ultrafast threshold present, the impact ionization process does not truncate the high-energy tail of the distribution. (b) The electron number function, defined as the product of the electron density-of-states function and the electron distribution function, at the applied electric field of 250 kV/cm calculated using the Keldysh formula model with $P=0.02, E_u=1.85$ eV. As in the k-dependent model, the high-energy tail of the electron distribution is not truncated due to the soft threshold in the ionization process. (c) The electron number function, defined as the product of the electron density-of-states function and the electron distribution function, at the applied electric field of 250 kV/cm calculated using the Keldysh formula model with $P=0.2, E_u=1.42$ eV. Notice that a hard threshold acts to sharply truncate the high-energy tail at relatively low carrier energy.

FIG. 8. (a) The electron number function, defined as the product of the electron density-of-states function and the electron distribution function, at the applied electric field of 500 kV/cm calculated using the k-dependent model. The second peak in the distribution is due to carriers within the second conduction band. Notice that there is a significant population of electrons at very high energy due to the presence of a very soft threshold for impact ionization. (b) The electron number function, defined as the product of the electron density-of-states function and the electron distribution function, at the applied electric field of 500 kV/cm calculated using the Keldysh formula model with $P=0.02, E_u=1.85$ eV. As in the k-dependent case, the second peak in the distribution is due to carriers within the second conduction band. Many electrons survive to high energy in this case owing to the very soft threshold for impact ionization. (c) The electron number function, defined as the product of the electron density-of-states function and the electron distribution function, at the applied electric field of 500 kV/cm calculated using the Keldysh formula model with $P=0.2, E_u=1.42$ eV. Owing to the relatively hard threshold used in this case, the high-energy tail of the distribution is effectively truncated.
FIG. 9. (a) Scatter plot of electron energy and the location at which impact ionization occurs at the applied electric field of 333 kV/cm based on the k-dependent model. The dead space can be estimated by the distance measured from zero to the first ionization event. In this case, this distance is ~90.0 nm. Notice that the average energy at which an impact ionization event occurs is quite high, always greater than 2 eV and in many cases closer to 3-4 eV. (b) Scatter plot of electron energy and the location at which impact ionization occurs at the applied electric field of 333 kV/cm based on the Keldysh formula model with $P=0.02$, $E_m=1.85$ eV. As in the k-dependent case, the average energy at which an impact ionization event occurs is relatively high and the dead space is relatively long. (c) Scatter plot of electron energy and the location at which impact ionization occurs at the applied electric field of 333 kV/cm based on the Keldysh formula model with $P=0.2$, $E_m=1.42$ eV. Notice that the average energy at which an impact ionization event occurs is relatively low. Many ionizations occur at energies less than 2 eV and few carriers survive to energies much greater than 2 eV. Notice also that the dead space is predicted to be much less than in the k-dependent model. In this case, the dead space is ~50.0 nm almost half of that predicted for the k-dependent model.

electrons survive to high energies. This is, of course, due to the fact that in the hard threshold model, once a carrier attains threshold it is highly likely to suffer an impact ionization event. As a result, few carriers drift to energies significantly higher than the threshold.

The electron energies and positions at which impact ionizations occur are plotted in Figs. 9(a)-9(c) for all three models at the applied electric field of 333 kV/cm. Each dot in the figures represents an impact ionization event that occurred at energy $E$ and distance $D$ from launch. The electrons are all launched initially from zero energy. From inspection of the figures, the electron-impact ionization dead space can be estimated at each specific applied electric field. Notice that the dead space predicted by the harder threshold model is the shortest among the three models. This is because in the harder threshold model electrons can impact ionize at much lower energies [Fig. 9(c)] due to the lower threshold and the higher impact ionization probability once the carrier reaches the threshold. The distance traveled for the electrons to reach the ionization energy thus is much shorter. The k-dependent model has the longest dead space. In the k-dependent model most impact ionizations occur in the second conduction band, while in the Keldysh formula model electrons can more easily impact ionize within the first conduction band. Since electrons can only transfer to the second conduction band through scattering events in our simulation model, it takes a longer time and, thus, a longer distance, for the electrons to impact ionize. Due to the use of a higher and softer threshold, electrons need reach higher energy to impact ionize. This results in longer dead spaces than that reported in Ref. 35.

IV. CONCLUSIONS

In this article we have presented an analysis of the interband impact ionization rate in bulk GaAs using a semiclassical, k-dependent, numerical formulation of the impact ionization transition rate. It is found that the transition rate is substantially higher within the second conduction band than the first conduction band. As a result, the overwhelming majority of electrons impact ionize from states within the second conduction band than from the first conduction band, in contrast to what is predicted by a hard threshold, Keldysh formula model. In addition, the numerical, k-dependent formulation of the transition rate predicts that the electrons survive to very high energy, on average, before suffering an impact ionization event. Again, this is vastly different from that predicted by the hard threshold, Keldysh formula model wherein most of the electrons ionize at much lower energies.

Interestingly, both the hard threshold model, and the soft threshold models, i.e., either a soft threshold, Keldysh formula model or the numerical, k-dependent model, can be fashioned, by adjusting the total phonon scattering rate, to match the experimental results exceedingly well. Though the hard and soft threshold models require different total phonon scattering rates in their description, the two different rates examined here both lead to acceptable predictions of the steady-state electron drift velocities. As such, it is difficult under present circumstances to definitively choose which scattering rate is the most appropriate. A more detailed
analysis of the high-energy scattering rate, taking into account the energy dependence of the deformation potentials, needs ultimately to be done. Nevertheless, it is expected that the k-dependent transition rate formulation is far more accurate than the Keldysh formula. In order that the k-dependent transition rate calculations agree with the experimental measurements, the phonon scattering rate would have to be lower than that usually quoted for a hard threshold model.

If the threshold for interband impact ionization is indeed very soft in GaAs, as indicated by the present k-dependent transition rate calculations, the dead space for impact ionization is then significantly larger than previously estimated. A longer dead space may lead to different predictions of the electron-impact ionization enhancement in GaAs/AlGaAs multiquantum-well (MQW) structures. As a result, the optimal well and barrier widths of these devices may be quite different from those predicted using a harder threshold model. We are currently investigating how an ultrasoft threshold, as predicted by the k-dependent transition rate calculations presented here, would affect the predicted electron and hole ionization rates in MQW structures. These results will be presented elsewhere.
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The electron interband impact-ionization rate for both silicon and gallium arsenide is calculated using an ensemble Monte Carlo simulation with the expressed purpose of comparing different formulations of the interband ionization transition rate. Specifically, three different treatments of the transition rate are examined: the traditional Keldysh formula, a new k-dependent analytical formulation first derived by W. Quade, E. Scholl, and M. Rudan [Solid State Electron. 36, 1493 (1993)], and a more exact, numerical method of Y. Wang and K. F. Brennan [J. Appl. Phys. 75, 313 (1994)]. Although the completely numerical formulation contains no adjustable parameters and as such provides a very reliable result, it is highly computationally intensive. Alternatively, the Keldysh formula, although inherently simple and computationally efficient, fails to include the k dependence as well as the details of the energy band structure. The k-dependent analytical formulation of Quade and co-workers overcomes the limitations of both of these models but at the expense of some new parameterization. It is found that the k-dependent analytical method of Quade and co-workers produces very similar results to those obtained with the completely numerical model for some quantities. Specifically, both models predict that the effective threshold for impact ionization in GaAs and silicon is quite soft, that the majority of ionization events originate from the second conduction band in both materials, and that the transition rate is k dependent. Therefore, it is concluded that the k-dependent analytical model can qualitatively reproduce results similar to those obtained with the numerical model yet with far greater computational efficiency. Nevertheless, there exist some important drawbacks to the k-dependent analytical model of Quade and co-workers: These are that it does not accurately reproduce the quantum yield data for bulk silicon, it requires determination of a new parameter, related physically to the overlap integrals of the Bloch state which can only be adjusted by comparison to experiment, and fails to account for any wave-vector dependence of the overlap integrals. As such the transition rate may be overestimated at those points for which "near vertical," small change in k, transitions occur.

I. INTRODUCTION

The theoretical study of interband impact ionization has been greatly aided by the advent of numerical methods. Owing to the complexity of the energy band structure at high energies, at which impact ionization is initiated, as well as the complicated carrier-phonon scattering mechanisms, simplified analytical formulations, such as the early theories of Shockley,1 Wolff,2 and Baraff3 have limited validity. Numerical models for calculating the ionization rate were then advanced based on the Monte Carlo method;4,5 however, these approaches utilized parabolic or nonparabolic analytical energy bands which are of questionable validity at high carrier energies. The full details of the energy band structure were first accounted for in the Monte Carlo model of Shichijo and Hess.6 In their model the dynamics of the electrons in bulk GaAs were simulated within the first conduction band, calculated based on an empirical pseudopotential model. Later, Fischetti and Laux7 developed a more advanced Monte Carlo simulator for studying impact ionization which improved the numerical accuracy as well as incorporated transport within higher conduction bands.

In order to calculate the overall impact ionization rate using the Monte Carlo technique, it is necessary to formulate an expression for the impact ionization transition rate. This formulation is then incorporated into the Monte Carlo simulator and is treated as an additional scattering mechanism. An impact-ionization event is chosen stochastically in the usual way8 through the use of a random number based on the relative magnitude of the ionization transition rate compared to competing phonon scattering events. Although there has been recent work on formulating the ionization transition rate using a higher-order quantum-mechanical perturbation theory expansion,9-11 the impact-ionization transition rate is more typically determined from use of Fermi's golden rule where Fermi's golden rule can be expressed as:

\[
W_{ii} = \int \frac{2\pi}{\hbar} |M|^2 \delta(E_f - E_i) \delta(\Delta k) dS_f.
\]  

(1)

where \(dS_f\) represents integration over all the final states, \(E_i\) and \(E_f\) are the energies of the initial and final states, respectively, \(\Delta k\) is the momentum change during the interaction. The matrix element \(M\) in Eq. (1) is formed using both the direct \(M_d\) and exchange \(M_e\) terms following Ridley12 as:

\[
|M|^2 = |M_d|^2 + |M_e|^2 + |M_d - M_e|^2.
\]

(2)

where
In Eq. (3), \(k_1, k'_1\) are the wave vectors of the incident electron before and after the interaction, \(k_1, k'_1\) represent the states of the secondary electron-hole pair after the collision, \(\lambda\) is the static screening factor, and \(e\) is the electronic charge; \(V\) is the crystal volume, and \(e\) is the dielectric function. Quantities \(J(k_1, k'_1), J(k_2, k'_2), J(k_3, k'_3)\) are overlap integrals.\(^{12}\) Following Ridley,\(^{12}\) the term \([M_\alpha M_\beta]\) is neglected and the direct and the exchange terms are assumed to be equal.

In most previous Monte Carlo simulations (e.g., Refs. 6 and 13) the impact-ionization transition rate is calculated using the Keldysh formula,\(^{14}\) which can be obtained from Eq. (1) by adopting several simplifying assumptions: These are that the transition is calculated assuming a direct semiconductor with parabolic bands for all of the carriers, the overlap integrals are considered to be constant and the denominator in the matrix element in Eq. (3) is also taken as a constant with thresholds values of \(k_1, k'_1\). This yields the very well-known quadratic dependence of the transition rate \(W_{\alpha\beta}\) on the energy \(E\) of the initiating particle, usually expressed as

\[
W_{\alpha\beta} = pW(E_{\text{th}}) \left( \frac{E - E_{\text{th}}}{E_{\text{th}}} \right)^2,
\]

where \(E_{\text{th}}\) is the threshold energy and \(W(E_{\text{th}})\) is the total phonon scattering rate at threshold. \(E_{\text{th}}\) and the prefactor \(p\) cannot generally be determined from first principles; instead, they are determined through comparison of the calculations to experimental data. Aside from this obvious limitation of the Keldysh formula, the neglect of an accurate accounting of the high-energy region of the band structure also results in the failure to properly assess the \(k\) dependence of the ionization transition rate itself. Recent theoretical studies have indicated that there is a significant deviation in the ionization transition rate with respect to the initiating carrier's \(k\) vector in different materials.\(^{15,16}\)

Several alternative approaches to the Keldysh formula for calculating the interband impact ionization rate have been recently presented.\(^{15-21}\) In each of these methods, the interband impact-ionization transition rate is evaluated numerically and can be then incorporated into an ensemble Monte Carlo calculation. Although these approaches presently offer a far more accurate treatment of impact ionization than the Keldysh formula, they require extensive numerical computation. In the approach adopted by Wang and Brennan\(^{15,16}\) the transition rate is determined directly from Fermi's golden rule by numerically integrating Eq. (1) at different \(k\) points within the first Brillouin zone. Their analysis includes the direct calculation of the overlap integrals from the numerically generated wave functions using a \(k\)-\(p\) method. The transition rate is evaluated by integrating over several million final states directly evaluating the overlap integrals in each case. This is particularly computationally intensive since the overlap integrals must be evaluated for each final state. Sano and Yoshii\(^{17}\) have used a less computationally intensive scheme. In their method, the three-dimensional \(k\) space incorporating the reduced zone is partitioned into small cubes. The matrix elements within each cube are assumed to be equal alleviating the need to evaluate the overlap integrals for each possible state. In this way, the number of computations can be greatly reduced at the expense of increased memory requirements. However, we have found that the overlap integrals vary in a nonpredictive manner from point to point in our \(k\)-\(p\) calculations and cannot generally be assumed to be the same even for states very close in \(k\) space. For this reason and memory storage limitations, in the model of Wang and Brennan\(^{15,16}\) the overlap integrals are evaluated for every final state. Nevertheless, all of the numerical approaches indicate that the transition rate is dependent on the initiating electron wave vector.

Recently, another analytical treatment of expression (1), which also includes the \(k\)-vector dependence of the impact-ionization transition rate, was presented by Quade, Scholl, and Rudan.\(^{22}\) They calculated the impact-ionization transition rate for the general case of an arbitrarily shaped energy band for the impact-ionizing conduction electron, and three anisotropic parabolic bands for the final states with their extrema located at different points in the \(k\)-vector space. The assumption of the parabolic energy bands for the final states is acceptable since the final states are generally at low energy near the band minimum where the parabolic approximation is typically good. Other approximations used in the derivation include nondegeneracy and a constant value for the overlap integrals. Although the formulation developed by Quade and co-workers\(^{22}\) contains some parameterization due to the fact that the overlap integrals are not evaluated but are assumed to be constant parameters, it offers a far more computationally efficient means of evaluating the ionization transition rate with the inclusion of the \(k\) dependence than the numerical method of Wang and Brennan.\(^{15,16}\) Subsequently, it is of interest to examine how the \(k\)-dependent, analytical model of Quade and co-workers\(^{22}\) compares to the numerical model of Wang and Brennan.\(^{15,16}\)

In this article, we incorporate the formulation of the impact-ionization transition rate of Quade and co-workers\(^{22}\) within an ensemble Monte Carlo simulator to determine the electron impact-ionization rate in bulk silicon and GaAs. The impact-ionization rate calculated in this way is then compared to experimental data as well as calculations made in an otherwise identical Monte Carlo simulator using the Keldysh formula and the direct, \(k\)-dependent transition rate. The nature of the ionization rate is further probed using the Quade and co-workers' model to determine if it yields similar physical results to that of the direct, numerical model. Specifically, the transition rate within each band is calculated and the percentage of ionization events originating from each conduction band is determined. The number density distributions and the quantum yield as a function of energy are determined and compared between the different theoretical models as well. In Sec. II the details of the theoretical models are reviewed. The calculated results are presented in Sec. III and conclusions are drawn in Sec. IV.
The total impact-ionization rate as a function of inverse electric field is calculated using an ensemble Monte Carlo simulation, based on the original work of Shichijo and Hess. The details of the simulator have been extensively described elsewhere, therefore, only the main features are outlined here. The simulation includes the full details of the first and second conduction bands for silicon or gallium arsenide. The scattering rate in either case is determined using the improved phonon scattering technique of Chang et al. and the improved band-structure interpolation technique of Fischetti and Laux. The total phonon scattering rate is determined in the following way. Within the low-energy region, the scattering rate is calculated from Fermi’s golden rule for all the relevant mechanisms present. Within the high-energy range, deformation potential scattering is assumed to be the dominant scattering mechanism. The scattering rate in this region is obtained by integrating over the final density of states, calculated from the numerically generated band structures, including collision broadening of the final state. The deformation potential is assumed constant and is selected to match the scattering rate calculated from Fermi’s golden rule at a low specific energy. Interband electronic transitions are enabled via the action of the deformation potential scattering as described in Ref. 15. The actual scattering rates used in these calculations have been published previously in Ref. 15 for silicon and Ref. 16 for GaAs.

The impact-ionization transition rate is formulated in three different ways and is then incorporated into the Monte Carlo simulator described above. The different transition rate formulations used are a direct, numerical method previously described in detail in Refs. 15 and 16, the Keldysh formula described in detail in Refs. 6 and 7, and a new k-dependent analytical formulation derived by Quade and co-workers which is summarized below.

The k-dependent analytical formulation of the impact-ionization transition rate, hereafter referred to as the Quade formula, predicts the ionization transition rate for an initiating electron of wave vector \( k_i \), colliding with another electron in the valence band, to be

\[
W_{ii}(k_i)_{a,\beta,\gamma} = \sum_{a,\beta,\gamma} \int \frac{1}{2} \frac{d\epsilon}{\xi(k_i)} W_{ii}(K_1, \xi)_{a,\beta,\gamma} \delta(\xi(k_i) - \xi),
\]

where

\[
W_{ii}(K_1, \xi)_{a,\beta,\gamma} = \frac{1}{2} \left| \frac{K_1}{\sqrt{\xi}} + \frac{\sqrt{\xi}}{K_1} - 1 \right| \Theta(K_1^2 - \xi),
\]

\[
\frac{1}{\tau} = \frac{1}{4\pi^2} \frac{\sqrt{\mu \tau}}{\Pi_{i=1}^3 (\alpha_i + \beta_i)^{2/3}} \left( \frac{e^\gamma}{\beta} \right) m \frac{F}{\hbar^3},
\]

\[
\mu = \frac{\alpha_1 \beta_1 + \alpha_1 \gamma_1 + \beta_1 \gamma_1}{\alpha_1 + \beta_1},
\]

\[
g(k_i) = \frac{1}{\mu} \left( E_0 + \sum_{i=1}^{3} \frac{\alpha_i \beta_i}{\alpha_i + \beta_i} (Z_{\alpha_i} - Z_{\beta_i})^2 + \sum_{i=1}^{3} \gamma_i (k_{i,j} - Z_{\gamma_i})^2 - E(k_i) \right),
\]

and

\[
\xi = \frac{1}{2} \left( \lambda^2 - \xi \right) + 4K_{\lambda} - (\lambda^2 - \xi).
\]

In the above set of equations, \( \alpha, \beta, \) and \( \gamma \) represent a parabolic valence band and two possibly different parabolic conduction bands for the final states of the hole and electrons after the impact ionization event, respectively. The anisotropic bands are parametrized by ratios of effective masses \( \alpha_1 = m_{\alpha} / m_{a,i}, \beta_1 = m_{\beta} / m_{b,i}, \gamma_1 = m_{\gamma} / m_{y,i} \), where \( i \) labels the Cartesian coordinate, and the extremal points of each band are positioned at \( Z_{\alpha_i}, Z_{\beta_i}, Z_{\gamma_i} \); \( m_\lambda \) is an isotropic effective mass of the conduction band for the initiating electron. \( F \) represents the product of the squared overlap integrals and is taken as constant for each initiating band but may vary between bands. \( \mu \) stands for the geometrical average of the quantities \( \mu_1, \mu_2, \mu_3 \) defined by Eq. (8). The arbitrary shape function \( E(k_i) \) represents the energy of the initiating electron, \( E_0 \) represents the gap plus offsets of the extremal points of the bands \( \alpha, \beta, \gamma, k_{i,\lambda} = k_i - L \), where \( L \) is a reciprocal lattice vector and \( \Theta \) is the Heaviside function. Equation (5) is derived assuming a static dielectric constant. Although recent work has shown that a full wave-vector, frequency dependent dielectric function can modify the ionization transition rate, its incorporation in the Quade formula would no lead to an analytical expression. For this reason, a constant dielectric function is used within the numerical and Keldysh formula models as well.

The total impact-ionization scattering rate for the initiating particle with wave vector \( k_i \) is calculated taking into account all of the possible final states within the full Brillouin zone. The total impact-ionization transition rate can then be expressed as

\[
W_{ii}(k_i) = \sum_{a} \sum_{\beta} \sum_{\gamma} W_{ii}(k_i)_{a,\beta,\gamma},
\]

where the summation goes over all the valence bands \( a \) and all possible valleys \( \beta, \gamma \) in the first and second conduction bands. The summations in Eq. (12) are taken so as to include both direct and exchange terms.

The material parameters used in the calculations have been taken from Refs. 25–28 for silicon and Refs. 29–32 for gallium arsenide. For the case of the second conduction band in both materials, the longitudinal \( m_l \) and transverse \( m_t \) effective masses for the \( K \) valleys have been obtained from the numerically calculated band structures determined by a \( k \)-calculation. The longitudinal and transverse masses used for silicon and gallium arsenide in the second conduction band are

\[
g(k_i) = \frac{1}{\mu} \left( E_0 + \sum_{i=1}^{3} \frac{\alpha_i \beta_i}{\alpha_i + \beta_i} (Z_{\alpha_i} - Z_{\beta_i})^2 + \sum_{i=1}^{3} \gamma_i (k_{i,j} - Z_{\gamma_i})^2 - E(k_i) \right),
\]
The interband impact-ionization transition rate calculated using the approach based on Quade and co-workers’ results assuming that the overlap integrals are simply unity is presented in Figs. 1(a) and 1(b) for the first and second conduction bands in silicon, and in Figs. 2(a) and 2(b) for the first and second conduction bands in gallium arsenide, respectively. Comparison of Figs. 1(a) and 1(b) to similar figures obtained by Wang and Brennan using the completely numerical technique in which the overlap integrals are evaluated directly shows good qualitative agreement between the two approaches. For bulk silicon the primary difference, aside from the overall magnitude, is that the number of points for which a nonzero transition rate has been calculated is higher using the completely numerical approach. A similar effect can be seen in the case of the first and second conduction bands in gallium arsenide. Again notice that there is a significant difference in the number of nonzero transition rate points between the two models (data calculated using the numerical approach can be found in Ref. 16) for the first conduction band; however, the rate from these points is relatively small compared to the competing scattering rates.

Further examination of Figs. 1 and 2 reveals that the transition is greater for electrons originating from the second conduction band than from the first conduction band, which corresponds to the results based on the numerical calculations. This is particularly true for GaAs. As is discussed below, due to the fact that the transition rate is greatest for the second conduction band, most ionization events occur from electrons which originate from within the second conduction band.

### III. RESULTS

The impact-ionization rate as a function of inverse electric field, calculated using the ensemble Monte Carlo simulation, is presented in Figs. 3 and 4 for silicon and gallium arsenide, respectively. In each case, the rate is calculated using the Keldysh formula, the k-dependent numerical formulation, and the Quade formula for the impact-ionization transition rate. The experimentally obtained data are also shown in both figures. The experimental results of van Overstraeten and DeMan, Grant, and Woods, Johnson, and Lambert for electron-initiated impact ionization in silicon are plotted in Fig. 3. These data comprise a representative set of data which cover the full range of experimental measurements for electron-impact ionization in silicon. The experimental measurements of Bulman et al. are plotted for gallium arsenide in Fig. 4.

---

### Table I: Energies of symmetry points (relative to the top of the valence band, in eV) and values of relative effective masses used in the calculations of the impact-ionization transition rate in silicon and gallium arsenide.

<table>
<thead>
<tr>
<th>Silicon</th>
<th>Gallium arsenide</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E(\Gamma_{CI})$</td>
<td>3.42$^a$</td>
</tr>
<tr>
<td>$E(X_{CI})$</td>
<td>1.12$^a$</td>
</tr>
<tr>
<td>$E(L_{CI})$</td>
<td>1.92$^a$</td>
</tr>
<tr>
<td>$E(X_{CI})$</td>
<td>1.14$^a$</td>
</tr>
<tr>
<td>$E(\Gamma_{TO})$</td>
<td>-0.044$^d$</td>
</tr>
<tr>
<td>$m_{\perp}(X_{CI})$</td>
<td>0.19$^e$</td>
</tr>
<tr>
<td>$m_{\perp}(X_{CI})$</td>
<td>0.92$^e$</td>
</tr>
<tr>
<td>$m_{\perp}(X_{CI})$</td>
<td>0.21$^e$</td>
</tr>
<tr>
<td>$m_{\perp}(X_{CI})$</td>
<td>0.29$^e$</td>
</tr>
<tr>
<td>$m_{\perp}(L_{CI})$</td>
<td>0.284$^d$</td>
</tr>
<tr>
<td>$m_{\perp}(\Gamma_{CI})$</td>
<td>0.307$^d$</td>
</tr>
<tr>
<td>$m_{\perp}(\Gamma_{NO})$</td>
<td>0.537$^d$</td>
</tr>
<tr>
<td>$m_{\perp}(\Gamma_{LO})$</td>
<td>0.153$^d$</td>
</tr>
<tr>
<td>$m_{\perp}(\Gamma_{TO})$</td>
<td>0.234$^d$</td>
</tr>
</tbody>
</table>

$^a$Reference 32.
$^b$Reference 30.
$^c$Values obtained from the numerically calculated band structure.
$^d$Reference 26.
$^e$Reference 25.
$^f$Reference 31.
In the case of silicon, good agreement with the data of Woods and co-workers is obtained for the k-dependent numerical formulation, as was also reported previously. No adjustable parameters for the impact-ionization transition rate are used in this case. Very similar results can be obtained using the Quade formulation by choosing the values for the parameter $F$ in Eq. (7) equal to 0.24 for both the first and second conduction bands. $F$ corresponds to an “average” value of the squared overlap integrals. The squared overlap integrals always have value between 0 and 1. In the analytical model of Quade and co-workers and that presented here, $F$ is treated as a parameter which is chosen so as to yield good agreement with experiment. Best agreement with the low range of silicon experimental data occurs for $F=0.24$ given the phonon scattering rate adopted here. The calculated silicon impact-ionization rate obtained using the Keldysh formula with $p=0.02$ and $E_{th}=1.13$ eV is also shown in Fig. 3. A value of $p$ of about 0.02 is typically considered to correspond to a soft threshold. In contrast to both k-dependent models, better agreement with the higher range of experimental measurements can be seen for this particular choice of threshold and $p$; however, a different choice of the parameter $F$ within the Quade formulation would also provide a better fit to the higher range of experimental data as well.

In gallium arsenide the dependence of the impact-ionization rate on the inverse electric field obtained using the numerical, the Quade models with $F=0.05$ and 0.005 for the first and second conduction band, respectively, and the Keldysh formula with $p=0.02$, $E_{th}=1.85$ eV for the impact-ionization transition rate, shows in all three cases fairly good agreement with the experimentally measured data.
vanishes. This for impact ionization is

2.11 for conduction band. The number of ionization events

the second conduction band in silicon for (a) the k-dependent

The percentage of ionization events originating from the first and second conduction bands in silicon for (a) the k-dependent numerical model and (b) the Quade formulation.

(Fig. 4). It should be noted that in the case of the approach based on the Quade formula, the selection of the fitting factor $F$ for the first conduction band essentially does not play any role due to the negligible impact-ionization transition rate of the electrons in the first conduction band with respect to the second conduction band.

The percentage of ionization events originating from the first and the second conduction band in bulk silicon as a function of applied electric field is plotted in Fig. 5(a) for the numerical model and in Fig. 5(b) for the model based on the Quade formula. At the applied electric fields investigated there the impact-ionization events originate predominantly in the second band in both cases. Therefore, on the basis of these reports, it appears that most electron-initiated ionization events originate from electrons within the second conduction band. The number of events originating in the first conduction band is found to be higher for the numerical model than for the model using the Quade formula at the field of 250 kV/cm, while for higher fields this difference vanishes. This slightly different behavior of the two models at low fields is caused by the fact that the threshold energy for impact ionization is about 1.32 eV in the Quade model for the particle originating in the first conduction band and 2.11 eV for the second conduction band, while for the numerical model the threshold energy value is not well defined.

Instead, in the numerical model ionization is possible at all states with energy greater than the band gap which are found to satisfy the momentum and energy conservation conditions. Therefore, there is no sharp threshold energy, other than the band gap, below which ionization cannot occur and above which ionization does occur. Thus, the contribution of the first conduction band at low fields can be expected to be higher when the numerical model is used.

The effect of the second conduction band on the impact-ionization rate in gallium arsenide is even more important than in silicon. The impact-ionization transition rate for electrons in the first conduction band is much lower than the rate within the second conduction band in both models as can be seen from Figs. 2(a) and 2(b) and from Ref. 16. As a result, virtually all the electrons which impact ionize originate within the second conduction band. The effect is even stronger using the Quade formulation than the numerical formulation. Though the value of $F$ used in the analytical formulation is unknown a priori, i.e., without first comparing the calculations to experiment, it should be noted that $F$ can never be greater than 1. Therefore, given that the transition rate of electrons within the first conduction band is several orders of magnitude lower than from the second conduction band with $F = 1$, as shown by Figs. 2(a) and 2(b), it is clear that the first conduction band plays no significant role in impact ionization in bulk GaAs for reasonable values of $F$. Hence, in either the numerical or analytical k-dependent models the predominant source of ionizing electrons in bulk GaAs carriers within the second conduction band.

The electron number density function defined as the density-of-states function multiplied by the electron distribution function, is shown in Fig. 6 for silicon at an applied electric field of 500 kV/cm for both the numerical k-dependent model and the Quade model. In both cases, the number of electrons which survive to high energies is relatively high. The second peak in each of the figures corresponds to the electron population in the second conduction band and is slightly larger for the Quade model. Both models essentially confirm previous results\textsuperscript{37-39} that the threshold in

\[ \text{FIG. 6. The electron number density function in silicon, defined as the product of the density-of-states function and the electron distribution function, at an applied electric field of 500 kV/cm, calculated using the k-dependent numerical model and the Quade model.} \]
silicon is exceedingly soft and that the electrons can reach energies substantially higher than the band gap before they impact ionize.

The electron number density functions in gallium arsenide are plotted in Fig. 7 calculated using the k-dependent numerical and Quade models for the applied electric field of 500 kV/cm. In both cases the distribution functions are similar and the effect of the second conduction band (the second peak at higher energies) is again slightly larger in the Quade model. Notice that the number distribution remains substantially large at high carrier energies indicating an exceedingly soft effective threshold for impact ionization in GaAs. Again these results are consistent with previously reported observations.

The energy-dependent impact-ionization transition rate, derived from the k-dependent rate in a manner described in Ref. 15, is plotted in Fig. 8 for the numerical k-dependent formulation and the Quade formula, respectively, for silicon.

The results of Kane, Kamakura et al., and the recently published impact-ionization transition rate of Cartier et al. determined from a comparison of Monte Carlo simulations and soft-x-ray photoemission spectroscopy (XPS) measurements are shown as well. The numerically calculated transition rate is almost identical with that of Cartier et al. up to an energy of 4 eV, and seems to be closer to the results of Kane in the high-energy region. Recently, also, Kunikiyo et al. have performed similar calculations of the silicon interband impact-ionization transition rate. Their calculations are in excellent agreement as well with the transition rate of Cartier et al. The transition rate obtained on the basis of the Quade formula agrees well with the numerical model between 2 and 4 eV, while a lower rate is predicted in the low- and high-energy regions.

The energy-dependent impact-ionization transition rate for gallium arsenide, calculated using the numerical approach of Wang and Brennan and the Quade formula, respectively, are shown in Fig. 9. Stobbe and co-workers have also recently calculated the impact-ionization transition rate in bulk GaAs. Their calculations, based on the fitting formula quoted in Ref. 21, are included in Fig. 9 for comparison. Inspection of Fig. 9 shows that the maxima of the transition rate, based on both the numerical model of Wang and Brennan and the Quade model, occurs near 3 eV in GaAs. The maximum region is more pronounced for the Quade formulation than in the case of Wang and Brennan's numerical model. The origin of the maximum can be possibly understood within the analytical formulation, since the transition rate involving each valley can be individually evaluated. The maximum in the transition rate is due to the collision of an electron within the second conduction band with an electron in the heavy-hole band, after which the electrons occupy states either both in the Γ valley (the lower peak at 3.0 eV) or one is in the Γ valley and the other in the L valley (the higher peak close to 3.4 eV). In both cases a transition of the initiating electron from the second conduc.
...ion band to the first one with only a slight change of the $k$ vector (a near-vertical transition, as explained in Ref. 42) contributes to the final values of the transition rate. Near-vertical transitions have a significantly greater rate owing to the fact that the denominator in Eq. (3) becomes very small under these conditions. This region may be somewhat unrealistically pronounced in the Quade formulation due to the fact that the value of the overlap integrals is taken as an averaged constant. The actual values of the overlap integrals in this region may be quite small thereby reducing the rate if calculated. It is much more difficult to isolate the physical origin of the maximum in the numerical model. In this case, a similar classification would be questionable, mainly due to the uncertainty in how the "valleys" are defined in the real band structure. Inspection of Fig. 9 also shows that the study of Stobbe and co-workers predicts a higher ionization transition rate from the results presented here. The cause of this discrepancy may be due to the inclusion of a $q$-dependent dielectric function in Stobbe and co-workers' formulation as well as differences in the energy band structure utilized in the two calculations. In Stobbe and co-workers' work the band structure is calculated using an empirical pseudopotential method in contrast to the $k$·$p$ method adopted in the present work.

To further investigate the impact-ionization transition rate formulations, the energy dependence of the quantum yield was also calculated for both the numerical and Quade models. The quantum yield is defined as the average number of impact-ionization events caused by a high-energy injected electron until its kinetic energy relaxes below the ionization threshold through scattering and/or ionization events. While the impact-ionization coefficient strongly depends on the energy distribution function and therefore mainly on the inelastic electron-phonon scattering rate, the quantum yield is almost a linear function of the ratio of the ionization transition rate to the electron-phonon scattering rate. The quantum yield provides a useful means of assessing the relative hardness or softness of the impact-ionization threshold and enables an additional, independent evaluation of the appropriateness of the model used.

To the authors' knowledge, the only presently existing experimentally based data for the quantum yield apply to bulk silicon. Calculations of the quantum yield in silicon are presented in Fig. 10 using both the numerical and Quade models. The data of Cartier et al. are derived from a comparison of Monte Carlo simulations and XPS measurements, which were shown to be in good agreement with other measurements, are also plotted in Fig. 10 for comparison. While fairly good agreement over the full energy range between the model based on the numerically calculated ionization rate and the data from Ref. 41 can be seen, the Quade formula predicts a quantum yield which is substantially lower in the low-energy region. Nevertheless, the Quade formula results correspond fairly well to the other data above 2.5 eV. These results can be understood on the basis of the threshold energy for impact ionization. In the case of the Quade formula the threshold energy is well defined and is substantially higher than the value of the gap. Subsequently the ionization-transition rate in this region is lower for the Quade model, as can be seen in Fig. 8, which results in a lower quantum yield. Conversely, in the numerical model, the effective threshold is simply the energy gap and subsequently ionization events can possibly occur at low energies in this model leading to a higher quantum yield.

Although no experimental data for bulk GaAs are presently available, it is nevertheless instructive to compare the calculated quantum yield dependencies on energy using the numerical and Quade models. The calculated quantum yield versus electron energy in GaAs using the numerical and Quade models is shown in Fig. 11. Comparison of the calculations reveals good correspondence between these two models in the energy range from 2.5 to 3.5 eV, while at higher energies the Quade model [with the particular choice of the prefactor $F$ appearing in Eq. (7), as described above] predicts a lower quantum yield than the numerical model. At lower energies the Quade model predicts a higher quantum yield than the numerical model. This discrepancy can be understood as follows. An identical phonon scattering rate is used in both models of the ionization rate. As stated by Cartier et al., the quantum yield depends linearly upon the ratio of the impact-ionization transition rate to the phonon scattering.
rate. Subsequently, the quantum yield within each model, given that the scattering rates are identical, depends on the ratio of the transition rates and will follow the same trends as shown in Fig. 9.

The value of the overlap integrals used in the evaluation of the transition rate given by Eqs. (2) and (3) is evaluated directly in the numerical approach. As mentioned above, this requires extensive numerical computation. By approximating these overlap integrals as a constant, the factor $F$ in Eq. (7), a new single parameter is introduced greatly reducing the numerical complexity required to evaluate the transition rate but at the expense of a new unknown parameter. In the calculations presented above, $F$ is adjusted such that the analytical model yields satisfactory agreement with the experimental data. To check to see if the determined values of $F$ are reasonable, it is useful to compare these values to those determined using the sum rule quoted by Ridley. Using the sum rule, the squared overlap integral between the first conduction band and the heavy-hole band in gallium arsenide is determined to be 0.38. More elaborate calculations made by Burt et al. using wave functions obtained from a $k\cdot p$ calculation show that this value is $\sim 10^{-2}$, which is in fair agreement with the results presented here for GaAs, $F=0.005$ for the second conduction band. In the case of silicon, the value $F=0.24$ obtained for the impact ionization originating in both the first and second conduction bands, is higher than the value of $F=0.05$, quoted in Refs. 46 and 47, obtained by theoretical evaluations. It should be noted, though, that a discrepancy between the experimentally determined recombination coefficients for Auger recombination, and the theoretically obtained ones, which also contain the same overlap integrals, was observed in bulk silicon. This discrepancy is thought to be possibly due to an underestimation of the overlap integrals by roughly an order of magnitude.

IV. CONCLUSIONS

In this article the electron interband impact-ionization rate calculated by an ensemble Monte Carlo simulation has been presented for both bulk silicon and gallium arsenide with the expressed purpose of comparing different formulations of the transition rate. Specifically, three different treatments of the transition rate are examined: the traditional Keldysh formula, a new $k$-dependent analytical formulation first derived by Quade and co-workers, and a more exact, numerical method of Wang and Brennan. The numerical method of Wang and Brennan contains no readily adjustable parameters, and is similar to other numerical techniques that are currently attaining prominence. The numerical technique thus serves as a standard to which the Quade result has been compared. Unfortunately, the completely numerical technique, although fundamentally based, requires extensive numerical computation making it somewhat unattractive. As is well known, the Keldysh formula, although commonly used in Monte Carlo calculations of the impact-ionization rate owing to its relative simplicity and computational efficiency, suffers from several limitations as well. Chief among these is the fact that it is derived assuming parabolic energy bands for all of the participating carriers, and includes no $k$ dependence in the rate. Additionally, due to its reliance on two adjustable parameters, more than one set of parameters can be used within the Keldysh formula to produce satisfactory agreement with experiment. As a result, the Keldysh formula cannot by itself predict whether a material has a soft or hard ionization threshold. Therefore, there is a need to develop a more computationally efficient transition rate formulation than the direct, numerical technique, yet retain the $k$ dependence and details of the band structure in its formulation. In this way, the physical nature of the ionization process can be preserved (soft or hard threshold, etc.) while maintaining computational efficiency. The Quade formula, although it contains one adjustable parameter corresponding physically to the squared overlap integrals of the periodic parts of the Bloch functions, includes the full details of the band structure for the initiating carrier. In this article, we have provided the first comparison of this formula to the numerical technique to determine if this approach yields qualitatively similar results while providing far better computational efficiency.

The calculations presented here show that the model based on the Quade formulation produces similar results to the completely numerical calculations for some quantities, primarily the ionization rate as a function of field. In contrast, to the Keldysh formula, where no $k$-vector dependence of the impact-ionization transition rate is included, the transition rate in the $k$-dependent numerical and analytical (Quade formula) cases is shown to be strongly dependent on the initiating electron $k$ vector. It is also shown that both $k$-dependent models predict that the second conduction band dominates the ionization process in GaAs and silicon; however, the quantum yield predicted using the analytical model of Quade and co-workers does not agree closely with the available experimentally derived data of Cartier et al. or that predicted using the numerical model of Wang and Brennan. As such the Quade formula, although far more complete than the Keldysh formula, may not be a completely reliable replacement for the numerical models in many situations.

Further comparison of the Quade and numerical models reveals that they predict that the effective threshold for impact ionization is relatively soft, implying that the carriers drift to substantially high energies before suffering an ionization event. It is shown that the average energy of the electrons is high when compared to that expected for a hard threshold model. Thus, many of the important qualitative results obtained by adopting the computationally intensive numerical approach, i.e., the dominance of the second conduction band, the nature of the ionization threshold, and the importance of the $k$ dependence, can be recovered if the analytical $k$-dependent formulation of Quade and co-workers is used. Use of the Quade formula may not always be fully justifiable, however, since it contains some $ad$ hoc parametrization which cannot be ascertained from first principles and it apparently does not reproduce the quantum yield data. Additionally, it is possible that the Quade formula may overestimate the impact-ionization transition rate at those points in the $k$ space where near-vertical transi-
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Abstract—We examine the basic design issues in the optimization of GaAs delta-doped and AlGaAs delta-doped quantum-well avalanche photodiode (APD) structures using a theoretical analysis based on an ensemble Monte Carlo simulation. The devices are variations of the p-i-n doped quantum-well structure previously described in the literature. They have the same low-noise, high-gain and high-bandwidth features as the p-i-n doped quantum-well device. However, the use of delta doping provides far greater control of the doping concentrations within each stage possibly enhancing the extent to which the device can be depleted. As a result, it is expected that the proposed devices will operate at higher gain levels (at very low noise) than devices previously developed.

I. INTRODUCTION

AVALANCHE photodiodes (APD’s) made from compound semiconductors (such as GaAs, InP, etc.) have attracted much attention for light detection because they are spectrally well matched to the wavelengths of interest in communications and imaging systems. For high-gain, high-speed, and low-noise operation, it is very important that avalanching devices exhibit single-carrier-initiated, single-carrier-multiplication (SCISCM) [1]. However, most bulk compound semiconductors have nearly equal electron and hole ionization coefficients [2]. Hence, APD’s made from these bulk semiconductor compounds exhibit poor noise performance [3].

Chin et al. [4] first suggested that the electron ionization rate can be selectively enhanced over the hole ionization rate by using a multiquantum-well structure. In such devices, layers of narrow bandgap material are sandwiched between layers of wide bandgap material. Due to the nonlinear dependence of the ionization rate on the electric field, the ionization rate of narrow bandgap material can possibly show approximately four orders of magnitude enhancement in the ratio of electron and hole ionization rates over the corresponding ratio for bulk materials [8]. The large enhancement of the electron-to-hole ionization rate ratio apparently stems from the asymmetric heating of the electron and hole distributions prior to their injection into the narrow gap layer.

Though the original design [7], [8] offers the potential of high gain at low noise, its experimental realization is presently difficult to reliably achieve due to the high doping concentrations that are required within the wide-bandgap GaAs layer. Currently, high n-type doping of AlGaAs is difficult to attain. In order to circumvent the practical limitation placed on the doping concentrations, an alternative design was suggested by Brennan et al. [9]. In this design, high doping within the wide-bandgap material is avoided by forming the p-i-n layer within the narrow-gap region. With the proposed modification, the p-i-n doped quantum-well device is predicted to again show a substantial enhancement of the electron-to-hole ionization rate ratio. As such, low-noise, high-gain and large-bandwidth behavior should be attainable.

Experiments made by Aristan et al. [10] on GaAs based doped p-i-n devices have shown promising results, demonstrating the lowest noise performance of any compound semiconductor APD ever measured to date. However, their devices
failed to exhibit low-noise performance at gains greater than 5. It is speculated that the increased noise at high gain levels arises from the failure to fully deplete all of the stages of the device due to an imbalance in the n and p type doping concentrations present within each stage [11]. It is believed that only some of the stages within the device then become depleted by the reverse bias. As a result, a further increase of the reverse bias increases the overall field within the device. Subsequently, the breakdown at higher bias is due predominately to the action of the overall electric field and not from the built-in p-i-n layers. As a result, the hole ionization rate begins to become important, leading to a significant increase in the noise of the device, as has been observed. Due to the fact that the doping concentrations are extremely high within the original doped p-i-n APD designs, even small variations in the doping concentrations can lead to significant charge imbalance. It is desirable, then, to develop a design in which control of the doping concentration can be enhanced enabling the full depletion of the active region. If all of the stages of the device can be fully depleted, then electron ionization should occur within each stage, greatly increasing the gain of the overall device.

In this paper we present a new variation of the original doped p-i-n APD devices. In the new structures, the built-in p-i-n junctions are formed through the use of delta doping [12] instead of volume doping. Single sheets of dopants are selectively added to form p-i-n junctions within either the AlGaAs or GaAs layers. It is expected that the device can be more readily depleted since charge balance within each stage is more easily achieved. Through a judicious choice of the doping concentration within each sheet, and the other device parameters, low-noise operation at higher gain than measured before should be possible. Calculations based on a many-particle ensemble Monte Carlo simulation are presented here to illustrate the basic design criteria and to evaluate the potential of the delta-doped APD device. In Section II, the device structure and a brief review of the modeling procedure are discussed. The calculated results are discussed in Section III. Finally, conclusions are drawn in Section IV.

II. DEVICE STRUCTURE AND MODEL DESCRIPTION

The first device structure proposed, which is a modification of the narrow-bandgap-material-doped (our case, GaAs-doped) quantum-well structure consists of repeated unit cells of AlGaAs and delta-doped p-i-n GaAs layers as shown in Fig. 1. The second device structure is similar to the first one, but the doping layers are placed within a wide-bandgap material (AlGaAs-doped). Therefore, the two designs are similar except for the fact that in the second structure, the doping layers and intrinsic layer sandwiched between them are formed in AlGaAs rather than GaAs, as shown in Fig. 1. The top layer of the structures can be formed of either p⁺ GaAs or p⁺ AlₓGa₁₋ₓAs, depending upon the spectral requirements. If the top layer is chosen to be GaAs, an intrinsic layer between the absorption layer, and the intrinsic AlGaAs layer is needed to avoid electron trapping at the first heterostructure interface.

For the GaAs-doped structure, the basic unit cell has five layers made of two materials with different bandgaps. The p- and n-doped layers are formed in the narrow-bandgap material, GaAs, and are composed of about only one monolayer. As in the original design [9], the electrons move from left to right in the diagram, while the holes move in the opposite direction. The electrons traverse into the high-field region from the widegap material, and are heated by the combined action of the built-in field of the p-i-n layers and the overall applied bias field prior to the injection into the low-field, narrow-bandgap layer. Conversely, after being heated by the built-in electric field, the holes are injected into the wide bandgap layer, where the ionization threshold is much higher. Hence, few if any hole ionization events will occur. If the high-field layer width is chosen in such a way that the holes are not heated sufficiently to reach ionization threshold, then the hole ionization can be fully suppressed. At the same time, a substantial electron ionization rate may be retained, because the electrons reach their peak energy within the narrow-gap, GaAs layer. The key issues in design of this device are that the high-field region must be sufficiently narrow, and the built-in field be sufficiently low so that the holes do not impact ionize within the GaAs, yet significant electron ionization is still retained.

In the case of the AlGaAs doped structure, the doped layers are formed in the wide-bandgap material, AlGaAs. This variation of the device is often called the doped barrier device. The electrons are heated in the high-field region in the AlGaAs layer prior to injection into the GaAs layer. Though the key issues in design of this device are still that the high-field region must be narrow enough and the built-in field be sufficiently low to suppress hole ionization, the conditions are less restrictive in this structure than that of the GaAs-doped structure, due to the fact the ionization threshold is higher in the AlGaAs layer.

The analysis of the device presented here is based on an ensemble Monte Carlo simulation incorporating the full details of the band structures, all the relevant phonon scattering
mechanisms, and the Keldysh formula [8] for the impact ionization transition rate using a moderately soft threshold energy. The full details of our approach have been reported exhaustively in the literature [8], [9], [13] and will not be repeated here. Through computer experiments, the effect of the device geometry and electric fields on the device performance can be isolated and independently assessed.

III. CALCULATED RESULTS

In general, the ionization rates depend upon several independent device parameters, such as the layer widths, doping concentrations (i.e., the built-in field strength), and the applied electric field strength. This dependence can be most easily studied through computer experiments. One parameter at a time is varied, and its effect on the ionization rates and other quantities of interest, such as trapping, is determined. In this way, the optimal design of the device can be reached.

There are five independent parameters that can be adjusted in the computer experiments: the applied electric field, the built-in electric field, which is related to the charge density by the equation \( E_b = qd/e \) [12], the high-field layer width, the low-field GaAs layer width, and the low-field AIGaAs layer width. The high-field layer width is defined as the layer sandwiched between the two delta-doped regions, as shown in Fig. 1. The low-field AIGaAs layer is the first layer immediately to the right of the p+ contact, as shown in Fig. 1. The low-field GaAs layer is the layer placed immediately to the right of the n-type delta-doped region. There are two major issues that govern the device performance. First, the electron temperature must be high within the GaAs layer to obtain a high impact ionization rate. Second, the hole temperature within the GaAs layer must be low enough to inhibit hole ionization. In the following we will examine how each individual device parameter influences the two design issues.

Table I shows the effects of the variation of different device parameters on the electron and hole impact ionization probabilities per stage, \( P \) and \( Q \) respectively, for the GaAs doped device. The electron and hole ionization rates as a function of inverse distance, \( \alpha \) and \( \beta \), are also reported. Because the hole ionization rate is designed to be small, we report the percentage of holes that ionize in addition to \( Q \) and \( \beta \). The device parameters and electric field strengths are listed at the top of the table. For each case listed, one parameter is varied at a time keeping the other parameters fixed at their original listed values.
It is obvious from the table that the electron ionization rate is most sensitive to the high-field GaAs layer width, the applied electric field, and the built-in electric field strength. The electron ionization rate is essentially invariant with respect to fluctuations in the low-field AlGaAs layer width, at least for the values considered here. The percentage change in the electron ionization rate as a function of percentage change in each parameter is greatest for changes in the built-in field. This is also true for the holes, though the hole ionization rate depends nearly as much on the high-field GaAs layer width as on the built-in electric field strength. Furthermore, the device noise and gain performance are most sensitive to fluctuations in the doping concentration. Nevertheless, fluctuations in the overall bias field and the high-field GaAs layer width can also be important.

Table II shows the effects of the variation of different device parameters on the electron and hole impact ionization probabilities per stage, $P$ and $Q$ respectively, for the AlGaAs-doped device. As in the case of the GaAs-doped structure, both the electron and hole ionization rate are very sensitive to the high-field layer width, the applied electric field, and the built-in electric field strength. However, the difference here is that the percentage change in the hole ionization rate as a function of percentage change in each parameter is greatest for changes in the applied electric field. This is because, first that the high-field region lies within the wide-bandgap material, where the ionization threshold is higher. Second, the applied field used in the simulation is relatively high, chosen so as to avoid hole trapping at the heterointerface. The applied field alone is close to that needed to cause hole ionization within GaAs. Therefore, a small increase in the applied field will lead to a relatively large increase in the hole ionization rate in the device.

The hole temperature in the GaAs low-field layers not only depends on the high-field layer width and built-in field, but also depends on the AlGaAs layer width, as shown by Case 4 in both Tables I and II. The holes must cool within the AIGaAs to a temperature low enough that upon reinjection into the GaAs layers they do not subsequently obtain the energy necessary to impact ionize. If the AlGaAs layer is made too narrow, the holes reenter the GaAs with energy sufficiently high to reach the ionization threshold in GaAs. On the other hand, if the AlGaAs layer is too wide, then the bandwidth of the device will suffer.

---

**Table II**

**Effect of Variations of Layer Widths, Built-in Field Strength, and Applied Electric Field Strength on the Calculated Electron and Hole Ionization Coefficients in an AlGaAs-Delta-Doped MQW Structure**

<table>
<thead>
<tr>
<th>Device Structure</th>
<th>Low-Field GaAs Layer Width = 100 Å</th>
<th>Applied Field = 175 kV/cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Built-in Field = 400 kV/cm</td>
<td>AlGaAs Layer Width = 500 Å</td>
<td></td>
</tr>
<tr>
<td>High-Field GaAs Layer Width = 150 Å</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Case 1: Varying the High-Field Layer Width

<table>
<thead>
<tr>
<th>High Field AlGaAs Layer Width (Å)</th>
<th>Built-in Field (kV/cm)</th>
<th>$\alpha$ (cm$^{-1}$)</th>
<th>$P$ (cm$^{-1}$)</th>
<th>$Q$ (cm$^{-1}$)</th>
<th>% of Holes Ionizing</th>
</tr>
</thead>
<tbody>
<tr>
<td>150.0</td>
<td>400.0</td>
<td>$1.47 \times 10^4$</td>
<td>0.110</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>175.0</td>
<td>400.0</td>
<td>$2.04 \times 10^4$</td>
<td>0.159</td>
<td>$1.39 \times 10^4$</td>
<td>1.08 $\times 10^{-4}$</td>
</tr>
<tr>
<td>200.0</td>
<td>400.0</td>
<td>$2.42 \times 10^4$</td>
<td>0.194</td>
<td>$5.64 \times 10^3$</td>
<td>4.51 $\times 10^{-4}$</td>
</tr>
</tbody>
</table>

### Case 2: Varying the Built-in Field

<table>
<thead>
<tr>
<th>High Field AlGaAs Layer Width (Å)</th>
<th>Built-in Field (kV/cm)</th>
<th>$\alpha$ (cm$^{-1}$)</th>
<th>$P$ (cm$^{-1}$)</th>
<th>$Q$ (cm$^{-1}$)</th>
<th>% of Holes Ionizing</th>
</tr>
</thead>
<tbody>
<tr>
<td>150.0</td>
<td>400.0</td>
<td>$1.47 \times 10^4$</td>
<td>0.110</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>150.0</td>
<td>425.0</td>
<td>$1.75 \times 10^4$</td>
<td>0.132</td>
<td>$2.83 \times 10^4$</td>
<td>2.12 $\times 10^{-4}$</td>
</tr>
<tr>
<td>150.0</td>
<td>450.0</td>
<td>$2.14 \times 10^4$</td>
<td>0.160</td>
<td>$2.81 \times 10^4$</td>
<td>2.11 $\times 10^{-4}$</td>
</tr>
</tbody>
</table>

### Case 3: Varying the Applied Electric Field (High-Field Layer Width = 200.0 Å)

<table>
<thead>
<tr>
<th>Applied Field (kV/cm)</th>
<th>Built-in Field (kV/cm)</th>
<th>$\alpha$ (cm$^{-1}$)</th>
<th>$P$ (cm$^{-1}$)</th>
<th>$Q$ (cm$^{-1}$)</th>
<th>% of Holes Ionizing</th>
</tr>
</thead>
<tbody>
<tr>
<td>175.0</td>
<td>400.0</td>
<td>$1.47 \times 10^4$</td>
<td>0.110</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>175.0</td>
<td>400.0</td>
<td>$1.69 \times 10^4$</td>
<td>0.126</td>
<td>$4.0 \times 10^4$</td>
<td>3.0 $\times 10^{-4}$</td>
</tr>
<tr>
<td>200.0</td>
<td>400.0</td>
<td>$2.08 \times 10^4$</td>
<td>0.154</td>
<td>$7.73 \times 10^4$</td>
<td>5.8 $\times 10^{-4}$</td>
</tr>
</tbody>
</table>

### Case 4: Varying the Low-Field AlGaAs Layer Width

<table>
<thead>
<tr>
<th>Low-Field AlGaAs Layer Width (Å)</th>
<th>Built-in Field (kV/cm)</th>
<th>$\alpha$ (cm$^{-1}$)</th>
<th>$P$ (cm$^{-1}$)</th>
<th>$Q$ (cm$^{-1}$)</th>
<th>% of Holes Ionizing</th>
</tr>
</thead>
<tbody>
<tr>
<td>500.0</td>
<td>400.0</td>
<td>$1.47 \times 10^4$</td>
<td>0.110</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>450.0</td>
<td>400.0</td>
<td>$1.55 \times 10^4$</td>
<td>0.108</td>
<td>$1.42 \times 10^4$</td>
<td>1.00 $\times 10^{-4}$</td>
</tr>
<tr>
<td>400.0</td>
<td>400.0</td>
<td>$1.66 \times 10^4$</td>
<td>0.109</td>
<td>$2.96 \times 10^4$</td>
<td>1.92 $\times 10^{-4}$</td>
</tr>
</tbody>
</table>
Another important issue that needs to be taken into account is carrier trapping. If some of the carriers are trapped within the narrow-bandgap layer and are subsequently unable to be collected, the resulting device performance is poor. In the GaAs-doped structure, since holes enter the wide-bandgap material layer after being accelerated in the high-field GaAs layer, hole trapping at the heterointerface is negligible. This is of course due to the fact that the holes are heated to high energy from the action of the built-in field just prior to their encounter with the heterointerface. However, the electrons enter the wide-bandgap layer after being cooled within the low-field GaAs layer. Thus, some electrons may become trapped at the heterointerface. In order to explore the effect of carrier trapping in the device, we track the electron locations within the device and report those locations after 14 ps of simulation time. We choose 14 ps of simulation time since the system has reached steady-state conditions at this point. Fig. 2 shows electron position profiles after 14 ps of simulation time for three device structures, varying only in the width of the low-field GaAs region. In Fig. 2(a), there is no significant electron trapping, as evidenced by the lack of counts in the left tail of the distribution. In contrast, as the low-field GaAs layer width increases in size, some of the electrons become trapped in the initial stages of the device, as can be seen from the appearance of counts in the left tail of the distribution in Fig. 2(b). Finally, at a low-field GaAs layer width of 200 Å, as shown in Fig. 2(c), electrons are trapped throughout the device, as evidenced by the counts everywhere within the structure. From these calculations, it is obvious that the low-field GaAs layer width needs to be narrow enough such that the electrons still retain sufficient energy to overcome the barrier formed by the conduction band-edge discontinuity and hence avoid trapping. On the other hand, the low-field GaAs width should be longer than the mean free distance for electron impact ionization. In addition, the GaAs layer width should be long enough such that the injected holes can relax the energy gained from the valence band-edge discontinuity in order to avoid hole multiplication.

In the AlGaAs-doped design, however, electron trapping is less significant than hole trapping. In this case, the heterojunction is formed at the interface between the low-field GaAs layer and the delta-doped AlGaAs layer. Since the holes enter the GaAs layer already cooled from their transit across the low-field AlGaAs layer, when they reach the heterointerface, if the applied field is too low, hole trapping can occur. Fig. 3 shows hole position profiles after 14 ps of simulation time for three AlGaAs-doped device structures, varying only in the width of the low-field GaAs region. As can be seen from Fig. 3(a), there is no significant hole trapping in a design with only a 50-Å-wide GaAs layer. When the GaAs layer is widened, as shown in Fig. 3(b), some of the holes become trapped in the initial stages of the device. Finally, there is serious hole trapping in Fig. 3(c) when the GaAs layer is increased to 200 Å in width. As in the case of the GaAs-doped structure, the low-field GaAs layer width needs to be narrow enough so the holes don't lose too much energy gained from the valence band edge discontinuity. Consequently, they can then overcome the barrier and avoid trapping. On the other hand, the gain per stage suffers substantially as the GaAs layer width is made smaller. This is due to the emergence of spatial quantization effects, which act to increase the effective impact ionization threshold energy as well as reduce the effective kinetic energy boost from the conduction and valence band edge discontinuities [14]. When spatial quantization within the GaAs well is appreciable, the electrons and holes can no longer thermalize to the conduction and valence band edges. Instead they can thermalize at most to the \( n = 1 \) states within the
such as tunneling or tunnel-assisted thermionic emission can reduce carrier trapping at the heterobarriers. The Monte Carlo calculation then serves as a “worst case” estimate of the carrier trapping. A more accurate model that includes quantum mechanical effects, such as that described by [15], may be more useful in determining the extent of trapping in these structures.

Charge trapping at heterostructure interfaces, particularly for InGaAs-InP separate absorption-multiplication APD’s, has been shown to be reduced by three different schemes. These are insertion of a quaternary layer [16], insertion of a graded band-gap region [17] and the use of a doped interface dipole [18]. Miyoshi et al. [15] have shown that hole pile-up at the heterostructure interface is most effectively reduced using a graded barrier scheme. A graded AlGaAs barrier region could potentially be incorporated into the delta-doped APD device structure, though at the expense of added complexity.

IV. CONCLUSIONS

We have presented two new delta-doped APD devices that retain the potential performance of the original doped p-i-n quantum-well structures, yet offer a greater probability of being experimentally optimized. The primary advantage of the delta-doped designs is the greater level of control of the doping concentrations within each stage of the device afforded by the delta-doping technique. By carefully controlling the doping concentrations, full depletion of the device should be possible, thereby sustaining low-noise operation at high gain. The device stages consist of a widegap Al_{0.35}Ga_{0.65}As layer followed by delta-doped p and n layers. In the first design, the doping layers are made within GaAs, while they lie within Al_{0.35}Ga_{0.65}As in the second design. Using an ensemble Monte Carlo simulation, the effects of each individual device parameter, such as the layer widths, and the built-in and applied electric field strengths on the device performance are assessed.

The fundamental tradeoff present in the design of the device is that the doping concentration and high-field layer widths must be sufficiently low such that the hole ionization is completely suppressed, yet large enough to cause sizable electron ionization. Due to the different electron and hole ionization mean free paths and the asymmetry of the basic unit cell of the device, both constraints may be satisfied. The width of the low-field AlGaAs layer can also be adjusted to lower the hole ionization rate, and thus serve as an additional means of controlling the device performance. For the GaAs-doped device, the gain per stage is typically smaller under conditions of zero hole ionization. Nevertheless, this design is probably more practical since high doping is easier to achieve presently in GaAs than in AlGaAs. The AlGaAs-doped structure can be operated at higher fields yielding higher gain per stage, due to the fact that the high-field region is within the wide-bandgap material layer where the ionization threshold is higher.

Because of the asymmetry of the device structures, hole trapping is negligible in the GaAs-delta-doped structure, while electron trapping is negligible in the AlGaAs delta-doped device. However, carrier trapping can be severe if the applied...
field is too low and the GaAs low field layer width is too wide. As such it is necessary to reduce the GaAs low-field layer width to minimize carrier trapping. Therefore, several device tradeoffs must be considered when designing a delta-doped APD structure in order to achieve high gain at low noise and at low carrier trapping.
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Theoretical Study of the Effect of an AlGaAs Double Heterostructure on Metal-Semiconductor-Metal Photodetector Performance

Ali F. Salem, Student Member, IEEE, Arlynn W. Smith, and Kevin F. Brennan, Senior Member, IEEE

Abstract—The impulse and square-wave input response of different GaAs metal-semiconductor-metal photodetector (MSM) designs are theoretically examined using a two dimensional drift-diffusion numerical calculation with a thermionic-field emission boundary condition model for the heterojunctions. The rise time and the fall time of the output signal current are calculated for a simple GaAs, epitaxially grown, MSM device as well as for various double-heterostructure barrier devices. The double heterostructure devices consist of an AlGaAs layer sandwiched between the top GaAs active, absorption layer and the bottom GaAs substrate. The effect of the depth of the AlGaAs layer on the speed and responsivity of the MSM devices is examined. It is found that there is an optimal depth, at fixed applied bias, of the AlGaAs layer within the structure that provides maximum responsivity at minimal compromise in speed.

I. INTRODUCTION

Metal-semiconductor-metal (MSM) photodetectors are becoming increasingly attractive in optoelectronic communication systems, high-speed chip-to-chip connections, and high-speed sampling applications [1]. The principal advantages of MSM photodetectors that make them an excellent choice for on-chip detectors are their responsivity-bandwidth performance, compatibility with existing planar integrated circuit technologies, and relatively low voltage operation [1]. Improvement in MSM detector design structures, specifically the introduction of a GaAs/AlGaAs heterostructure, has advanced the realization of these applications [2].

The basic MSM detector structure is shown in Fig. 1. This structure consists of interdigitated metal fingers formed on the top surface of a semiconductor layer. Light incident on the top surface of the MSM structure is absorbed within the underlying semiconductor resulting in the creation of electron-hole-pairs (EHP’s). The application of a bias to the metallic fingers creates an electric field within the underlying semiconductor which acts to sweep the photogenerated carriers out of the device. How fast these carriers are collected and how many of them actually survive to the contacts within the device structure. As a result, only those carriers generated deep within the device can vary drastically. Depending upon the magnitude of the electric field within the semiconductor, the time needed to collect those carriers generated deep in the device can vary drastically. Under low bias conditions, ~magnitude of 5–10 V, which is typical for most integrated circuit applications, this collection time can be prohibitively long in high speed applications.

It has been suggested that the insertion of a double heterostructure layer can improve the time response of MSM detectors [2]. The double heterostructure layer acts to block those carriers generated deep within the device structure. As a result, only those carriers photogenerated within the top absorption layer are collected leading to a fast overall response. However, as described above, the responsivity principally depends upon the number of photogenerated carriers collected at the contacts. A high responsivity, especially at low input power levels, dictates that most of the photogenerated carriers be collected. Since many of the photogenerated carriers are produced deep within the semiconductor layer, the insertion of a double heterostructure layer in order to improve the speed of the device, necessarily reduces its responsivity as well. Therefore, there exists a fundamental tradeoff between the speed of response and responsivity of a heterostructure MSM detector.

It should be noted that the absorption coefficient varies strongly with the optical wavelength. In this paper, we examine the response of the photodetector to only one incident wavelength, 840 nm. The speed of response of the detector can...
be quite different at other wavelengths since the absorption may occur closer to the surface or deeper into the device. If for example, the absorption depth is much smaller than the interdigitated finger spacing then the detector’s speed of response is limited by the finger separation and the placement of the AlGaAs layer has minimal effect. However, at an incident wavelength of 840 nm the absorption depth and finger separation are comparable and the placement of the AlGaAs layer becomes important. Therefore, the tradeoff between the speed of response and the responsivity discussed herein applies principally to incident light at 840 nm.

In this paper, we present results of a theoretical study of the performance of a GaAs based MSM detector examining the effect of including a sandwiched AlGaAs layer between the active GaAs layer and the substrate. A two-dimensional drift-diffusion numerical calculation in combination with a thermionic-field-emission model is employed in this study. The drift-diffusion/thermionic emission model along with the details of the numerical solution method used are described in Section II. Calibration of the model and comparison to existing models is discussed in Section III. In Section IV different GaAs MSM double heterostructure devices are examined using the model. In Section IV we examine the effect of the AlGaAs layer on the rise time, fall time, and the magnitude of the output signal current and optimize the placement of such a layer as it relates to these parameters.

II. MODEL DESCRIPTION

To understand the behavior of photo-generated carriers under the influence of drift and diffusion forces, Poisson’s equation, the current continuity equations for electron and holes, and a rate equation for charged traps are solved on a two-dimensional simulation domain for the electrostatic potential, and the carrier concentrations. The drift-diffusion approach is sufficient to characterize the operation of MSM detectors since these devices are typically of the order of microns in length and width. In this study, the detectors examined are restricted in dimensions to several microns where the drift-diffusion approximation is valid. The basic equations used in the simulator are [3], [4]:

\[ \varepsilon_0 \varepsilon_r \nabla^2 \psi = -q(p - n) + N_D - N_A + n_t \]
(1)

\[ \frac{1}{q} \nabla \cdot J_n - G_n + R_n + \frac{\partial n}{\partial t} = 0 \]
(2)

\[ \frac{1}{q} \nabla \cdot J_p - G_p + R_p + \frac{\partial p}{\partial t} = 0 \]
(3)

\[ J_n = q \mu_n n E + q D_n \nabla n \]
(4)

\[ J_p = q \mu_p p E - q D_p \nabla p \]
(5)

\[ \frac{\partial n_t}{\partial t} = (R_n - G_{SRH})_{SRH} - (R_p - G_p)_{SRH} \]
(6)

where \( \psi \) is the electrostatic potential, \( n \) and \( p \) are the electron and hole carrier concentrations, \( N_D, N_A \) are the donor/acceptor concentrations, \( n_t \) is the electron-filled trap concentration, \( J_{n,p} \) are the electron/hole currents, \( R_{n,p} \) and \( G_{n,p} \) are the electron/hole recombination and generation rates, \( \mu_{n,p} \) and \( D_{n,p} \) are electron/hole mobilities and diffusivities, and the subscript SRH in (6) denotes the Shockley-Read-Hall events.

In most situations, the trap density is such that the effects of (6) are negligible [3]. The terms \( R_{n,p} \) used in (2) and (3) represent the sum of Shockley-Read-Hall, radiative, and Auger recombinations for electrons and holes [4]. The optical generation rate, \( G \), is generally assumed to be gaussian for the impulse response and is typically given as [5]

\[ G_n = G_p = \frac{W_p}{h\nu} \alpha_{abs} \cdot \exp \left( -\frac{(t - t_o)^2}{\sigma_t^2} \right) \]
\[ \exp \left( -\frac{(x - x_o)^2}{\sigma_x^2} \right) \cdot \exp(-\alpha_{abs} y) \]

(7)

where \( W_p \) is the peak optical power density incident on the surface, \( h\nu \) is the photon energy, \( \alpha_{abs} \) is the absorption coefficient, \( x_o \) is the location of the center of the beam, \( t_o \) is the location of the optical input peak, \( \sigma_t \) and \( \sigma_x \) are related to the full width, half maximum (FWHM) of the pulse. In this paper, we examine the response of only a representative unit cell of the device in which the illumination is practically uniform. The beam is assumed to be centered within the unit cell. Given the dimensions of the unit cell, the lateral decay of the beam is negligible within the calculations presented here. Therefore, for simplicity, uniform illumination is assumed laterally within the unit cell and the spatial exponential term in (7) is set to unity. The metallic fingers are assumed to be completely transparent. In practice, there are of course shadowing and reflective losses at the metallic surface which would lead to a reduction in the amount of photogenerated carriers within the underlying semiconductor material. For simplicity and due to a lack of detailed information about the extent of these losses, we assume here that no losses occur.

A standard field-dependent mobility for the electron mobility, \( \mu_n \) [4] is used,

\[ \mu_n = \mu_{no} + \frac{F^3}{F_o^4} \frac{F^3}{F_o^4} + 1 \]  
(8)

where \( \mu_{no} \) is the zero field mobility, \( F_o \) is the critical electric field, \( F \) is the local electric field, and \( v_T \) is the saturation velocity. The hole mobility is assumed to be constant, independent of the electric field. It is further assumed that the Einstein relation holds for the diffusivities. The use of the Einstein relation, though universally accepted, is not totally correct since it applies only strictly to equilibrium. Improvement over the Einstein relation necessitates determining the mobility and diffusivity using more exact methods of solution of the Boltzmann equation, i.e., the ensemble Monte Carlo technique. Presently, this information is not available to us and thus for simplicity, the Einstein relation is adopted as is typically done in drift-diffusion solutions.

The model’s modifications made to handle heterojunctions follow the same approach as given by Sutherland and Hauser [6]. In addition, a thermionic-field emission boundary condition is used to specify the current density at heterojunction interfaces. The thermionic emission boundary condition [7], [8] is implemented in parallel with the drift-diffusion model. The actual current across the heterointerface is limited by
either the thermionic emission or diffusion current, depending upon which is smaller. In the present model, the drift-diffusion and thermionic emission current densities at the heterointerface are computed and compared. The actual current density across the heterointerface is then given by the smaller of these two quantities ensuring that the current across the junction is either thermionic emission or diffusion limited. Tunneling across the heterojunction is modeled based on the theory of Crowell and Rideout [9] and as developed in [10]. The tunneling current density is added at the heterojunction interface to give the total current density across the interface.

Equations (1)–(6) along with the proper boundary conditions can be solved for the three fundamental variables $\Psi$, $n$, and $p$. The Dirichlet boundary conditions of the electrostatic potential used at the Schottky contacts are

$$\psi = \psi_b + \psi_{app} - \psi_s$$  \hspace{1cm} (9)

where $\psi_b$ is the built-in potential, $\psi_{app}$ is the applied bias voltage, and $\psi_s$ is the Schottky barrier height. From the thermionic emission and diffusion theory of Crowell and Sze [11] the carrier concentrations at the Schottky contacts are specified in terms of the current density passing through them as [3], [4], [12]:

$$J_n \cdot \hat{n} = -q n_v (n - n_o)$$  \hspace{1cm} (10a)

$$J_p \cdot \hat{n} = q v_p (p - p_o)$$  \hspace{1cm} (10b)

where $v_{n,p}$ are the electron/hole thermionic recombination velocities, $\hat{n}$ is the unit normal vector, and $n_o$ and $p_o$ are the equilibrium electron and hole carrier recombination at the Schottky contacts. Specifically, $n_o$ and $p_o$ are given as

$$n_o = N_e e^{-\left(\psi_b/k_BT\right)}$$  \hspace{1cm} (11a)

$$p_o = N_h e^{-\left(\psi_b - E_{gap}/k_BT\right)}$$  \hspace{1cm} (11b)

where $N_e$ and $N_h$ are the electron and hole effective density of states, and $E_{gap}$ is the energy gap. At any interface, Gauss’s law can be applied to relate the normal component of the electric flux density to the interface charge as

$$\varepsilon_{mat1} \frac{\partial \psi}{\partial n}_{mat1} - \varepsilon_{mat2} \frac{\partial \psi}{\partial n}_{mat2} = Q_{int}$$  \hspace{1cm} (13)

where $Q_{int}$ is the interface charge. The free surface carrier concentrations are determined from conditions on the normal current [4], [12]:

$$J_n \cdot \hat{n} = q \cdot R_{surf}$$  \hspace{1cm} (14a)

$$J_p \cdot \hat{n} = q \cdot R_{surf}$$  \hspace{1cm} (14b)

where $R_{surf}$ is the surface recombination rate. Equations (12)–(14) reduce to the usual Neumann boundary conditions when the interface charge and the surface recombination rates vanish.

The box integration approach of the finite difference method [4] is used to discretize (1)–(6). These equations are then solved with their appropriate boundary conditions on a nonuniform, two-dimensional mesh consisting generally of 75 $\times$ 33 points. The Scharfetter–Gummel technique [4], [13] is applied in the formulation of the discretization equations. The resulting system of equations is linearized using Newton’s method. Due to storage and computation time limitations the Gaussian elimination method is deemed inappropriate for the solution of the linearized system. Therefore, the system of equations is solved using an iterative approach known as the bi-conjugate gradient squared (BiCGS) method [14], [15]. Only nonzero elements in the matrix are stored using this approach greatly reducing the data storage requirements of the code. After the program reaches convergence, the potential and carrier concentration profiles are readily available, from which most of the macroscopic variables of interest can be calculated. The current densities, $J_n$ and $J_p$, are calculated from (4) and (5) using Scharfetter–Gummel’s exponential scheme [13] for the carrier concentrations.

III. CALIBRATION OF THE MODEL

To demonstrate the accuracy of the model described above it may seem at first that direct comparison to experimental measurements would be best. However, this is not an easy task since information about the experimental setup is actually needed to accurately compare the theoretical results to experimental measurements. Different authors [5], [16] have attempted comparing the calculated response of GaAs MSM photodetectors from the drift diffusion model to experimental measurements. Landheer et al. [16] found that an equivalent circuit model for the experimental setup is needed to accurately compare the theoretical results to experimental measurements. The output current predicted by the circuit model of Landheer et al. [16] did not lead to very accurate agreement with the experimental measurements. This discrepancy is apparently due to the simplistic treatment of the external circuit and the lack of complete knowledge of the experimental circuit parameters. Alternatively, Sano [5] proposed an analytical model for GaAs MSM photodetectors based on the solution of the drift diffusion equations (1)–(6). The analytical model used is an equivalent RC circuit model in which the resistance, $R$, and the capacitance, $C$, are calculated based on the electric field and carrier concentrations obtained from the drift diffusion solution. The equivalent circuit model was implemented in a SPICE-like circuit simulator and the transient responses from the circuit simulation were compared with measured responses for an MSM photodetector. Though Sano [5] achieved good agreement between the circuit simulator and the experimental measurements, this is accomplished by numerically adjusting the circuit parameters in the model to ensure agreement with the experiment. Therefore, direct comparison of the drift diffusion results to experiment is hampered by the insufficient information about the experimental setup used in the measurements. In the absence of information about the experimental setup we choose to compare our model instead to other existing numerical models.

We have compared the results obtained using the present model against several existing device simulators and against a 1-D analytical solution for a simple 1 $\mu$m GaAs p-n junction diode. The donor and acceptor concentrations chosen for this test device are $N_D = N_A = 10^{17}$ cm$^{-3}$ and the carrier mobilities are $\mu_n = 7000$ cm$^2$/V-s and $\mu_p = 300$ cm$^2$/V-s.
Fig. 2. Comparison of the electrostatic potentials obtained from three different numerical solutions for a GaAs p-n junction diode forward biased at 1 V: current program (circles), PC-1D (diamonds), and STEBS-2D (squares).

Fig. 3. Comparison of the electron and hole concentrations for a GaAs p-n junction diode forward biased at 1 V calculated from the current program (circles), PC-1D (diamonds), and STEBS-2D (squares).

Fig. 4. Comparison of the electrostatic potentials for a GaAs p-n junction diode forward-biased at 1 V calculated from the present model (circles) and a one-dimensional analytical solution (diamonds) using the depletion approximation.

IV. APPLICATION TO MSM PHOTODETECTORS

The present numerical model is applied to study the response of GaAs based metal-semiconductor-metal (MSM) photodetectors. The general device structure considered is sketched in Fig. 1 above. The barrier height assumed for the Schottky contacts in the structure is 0.7 V and the GaAs material is taken as semi-insulating with a background doping concentration of \( N_D = 10^{15} \text{ cm}^{-3} \). The interdigitated metallic finger widths and spacings are 1 \( \mu \text{m} \) and 3 \( \mu \text{m} \), respectively. The material parameters used in the calculation, i.e., the zero field carrier mobilities, lifetimes, etc. are compiled in Table I. These parameters are compiled from [19]–[23]. The parameters used to characterize the optical input signal are collected in Table II. In these calculations the boundary condition at the bottom surface and along the sides of the device is assumed to be floating.

The response of the GaAs MSM device as sketched in Fig. 1 is compared to a double heterostructure device. The double heterostructure device consists of an AlGaAs barrier layer of thickness \( d_2 \), sandwiched between two different GaAs layers, of thicknesses \( d_1 \) and \( d_3 \), as shown in Fig. 5. The Al concentration within the AlGaAs layer is assumed to be...
held fixed at 25%. Different double heterostructure devices are examined with variable depths of the AlGaAs barrier layer. As a result, the active, photo-absorption layer thickness $d_1$, obviously also varies in these devices.

As described above, the primary function of the buried heterostructure layers is to block the collection of the carriers photogenerated deep within the GaAs substrate by preventing them from diffusing back into the active layer and towards the contacts. In addition, at low applied bias, the barrier between the active and the AlGaAs layers acts to confine the photogenerated carriers within the active region. At higher applied bias, the heterostructure blockage of the photogenerated carriers becomes less effective due to the much greater band bending present in the device. Subsequently, the location of the AlGaAs layer greatly affects the charge collection attributes of the device depending upon the field distribution and the applied bias. In the structures examined here, the background doping is n-type, implying that the primary photogenerated carriers collected are holes.

The calculated impulse response at different active layer thicknesses, along with the corresponding rise and fall times of the signal are displayed in Fig. 6. Five different structures are examined, four double heterostructure devices and one GaAs bulk device 6 $\mu$m in thickness. The double heterostructure devices consist of a top GaAs layer, $d_1$, ranging in thickness from 0.5 to 4 $\mu$m, a 1 $\mu$m AlGaAs layer, $d_2$, followed by a GaAs epilayer, $d_3$, ranging in thickness from 4.5 to 1 $\mu$m. Notice that the total width of all three layers combined remains constant at 6 $\mu$m. The rise and fall times are defined as the time it takes the output signal to go from 10% to 90% and from 90% to 10% of its maximum value, respectively. The voltage applied to the device is $-5$ V. As can be seen from Fig. 6, the fastest response occurs for the device configuration with a 0.5 $\mu$m active layer thickness. This is obvious from both the curve corresponding to the 0.5 $\mu$m device as well as from its corresponding fall time. However, the maximum output signal magnitude for the 0.5 $\mu$m device is significantly less than for the other cases. This is as expected, since the response speed is achieved at the expense of lower output signal magnitude because the slower carriers, those generated deep within the device, are blocked from being collected by the heterojunction barrier. As the active layer thickness $d_1$ increases to 1 $\mu$m, more carriers are generated within the top, active GaAs region. As a result, a greater number of photogenerated carriers are collected producing a higher output signal current. Though the $d_1 = 1$ $\mu$m device does not show as rapid a collection of the photogenerated carriers as the $d_1 = 0.5$ $\mu$m device, the field is sufficiently strong and the carriers are still relatively close to the collecting contacts that a reasonably high speed of response is retained; a fall time of 22 ps is achieved as compared to 13 ps for the 0.5 $\mu$m device. If the active layer thickness is increased further to 2 $\mu$m, the same trend is observed; more carriers are collected from the bottom of the active layer resulting in a longer fall time, $\sim 42$ ps, and slower speed of response. Interestingly, the maximum output signal current ultimately decreases with increasing $d_1$. The maximum signal current is plotted as a function of active layer thickness in Fig. 7. As can be seen from Fig. 7, the output signal current reaches a maximum for an active layer thickness of $d_1 = 2$ $\mu$m. The maximum signal current is significantly less for a device with $d_1 = 4$ $\mu$m than with $d_1 = 2$ $\mu$m, though the fall times are comparable. Clearly, at an applied bias of $-5$ V, there exists an optimal thickness, in terms of speed of response and collection efficiency, for layer $d_1$.

In an attempt to understand the origin of the peak in the output current signal versus active layer thickness curve, we
have examined the electric field profiles within each device. Field vector plots showing the direction of the electric field at each mesh point within the device are shown in Figs. 8 and 9 for the 2.0 and 4.0 \( \mu m \) active layer thickness devices, respectively. Comparison of the two figures clearly shows that the lateral field component essentially vanishes near the heterostructure in the 2.0 \( \mu m \) width device, while a significant lateral component persists within the 4.0 \( \mu m \) width device. The electric field points vertically away from the heterostructure acting to accelerate the photo-generated holes towards the collecting contacts in the 2.0 \( \mu m \) device. Alternatively, in the 4.0 \( \mu m \) device, the lateral component of the electric field acts to accelerate the holes to some extent laterally. As a result, the hole trajectory for collection is longer, effectively delaying their collection at the contacts. Since the holes spend more time in this region their chances of suffering a recombination event increase, leading to a reduction in the collected current. Subsequently, this could result in a reduced collected current within the 2.0 \( \mu m \) width device than in the 4.0 \( \mu m \) width structure. A more detailed analysis of this problem using a more sophisticated, hydrodynamic model will be made in the future to further test this hypothesis.

The effect of the heterojunction on the response to a square wave input is considered next. The same model and approach as described above is used but with a square wave input signal applied to the device. The output current response to a square wave input with repetition rate of 1 GHz and 0.5 ns duration time is shown in Fig. 10 for different GaAs active layer thicknesses. The applied voltage is again -5 V. It is clear from this figure that the output signal amplitude peaks at an active layer thickness of 2 \( \mu m \) and then decreases as the active layer gets thicker. The explanation for this is similar to that described above for the impulse response. The rise and fall times however are not quite consistent with the impulse response results. This is due primarily to the definition of these quantities. Although the 0.5 \( \mu m \) curve in Fig. 10 seems to decay faster than any of the other cases, the fall time, for example, is not the shortest. This is due to the fact that the 90–10% measure of the fall time depends on the magnitude of the signal peak itself. Since the signal peak is very much smaller in the 0.5 \( \mu m \) device, its decay to 10% takes longer than that for a much higher signal peak, though the signal in the 0.5 \( \mu m \) device has decayed quicker below some threshold level. Subsequently, the definition of the rise and fall times typically given, 10–90% and 90–10% respectively, are of questionable value when evaluating the performance of an MSM detector subject to a square wave input. However, it is clear that the presence and the location of the AlGaAs layer is critical to the performance of these photodetectors and that the optimal location of the heterojunction barriers is a function of the applied bias. This is clearly demonstrated in Fig. 11 where the applied voltage is increased to -10 V. We note that in this case the peak in the collected current shifts to the 3 \( \mu m \) active layer thickness device. The shift in the peak collected current occurs since the field depletes deeper into the semiconductor.
Due to computational limitations, it is presently possible to simulate the entire substrate. Subsequently, only a small portion of the substrate can be simulated. In this case, the bottom surface can be treated either as floating or as an ohmic contact. The use of an ohmic boundary condition along the bottom surface leads to qualitatively similar results as those with the floating surface condition but with some quantitative difference. The appropriateness of these two boundary conditions needs to be further investigated, which will be reported in a future work.

V. CONCLUSIONS

We have theoretically investigated the effect of including a double heterostructure barrier on the response of MSM interdigitated photodetectors using a two-dimensional drift-diffusion model with a thermionic-field emission boundary condition. To establish the validity of the model we have compared it to existing models and to a one-dimensional analytical solution. Excellent agreement with these models is obtained. The drift-diffusion model is then used to study the effect of the presence of a sandwiched AlGaAs layer on the response, as measured by the responsivity and speed, of MSM photodetectors. The AlGaAs layer introduces a double heterostructure barrier whose location in the structure greatly affects the movement of the carriers. We have found that there exists an optimal location for these heterojunction barriers for which both high speed and high responsivity can be achieved for an input optical signal of 840 nm wavelength. The placement of the AlGaAs barrier depends on the applications in which the MSM's are to be used. In high speed applications,
and under low bias conditions, the AlGaAs layer should be placed near the top surface of the device. To obtain a fast response under low light illumination levels, the active layer thickness and the applied bias should be increased. However, operation at high bias can increase the dark current levels of the device if the electrode spacing is small. Subsequently, there exist several tradeoffs in the design of an interdigitated MSM photodetector. Use of a simulator such as the one described here, is essential for optimizing a structure for a particular application.
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Abstract—We present a theoretical investigation of the response of metal-semiconductor-metal (MSM) photodetectors made of InGaAs lattice-matched to InP using a two-dimensional drift-diffusion model with a thermionic-field emission boundary condition for the heterojunctions. The effect of including a top InAlAs layer to increase the effective barrier height of the metal fingers on the InGaAs active layer is thoroughly examined and found to limit the collection of the photocurrent signal due to the electron and hole barriers that it forms with InGaAs. Due to the thickness and height of the InAlAs barrier layer in existing designs, the tunneling current obtained from the model is found to be negligibly small to significantly affect the output signal current. In an attempt to obtain a better response, different design structures including one where a quasi-Schottky contact is utilized are studied and their speed of response, breakdown voltage, and dark current are compared to that of the usual InGaAs device.

I. INTRODUCTION

Planar metal-semiconductor-metal (MSM) photodetectors are becoming an important component in integrated circuit technologies owing to their ease of fabrication, compatibility with existing field-effect transistors (FET's), and high responsivity-bandwidth performance [1]. High-performance GaAs MSM's have been thoroughly investigated [2]–[4] and found to have an excellent performance in the 0.8 μm wavelength region. For wavelengths in the low-loss window of silica fiber-optic communication lines (1.3–1.5 μm), the lower bandgap material, InGaAs, lattice-matched to InP, has been under intensive examination [5]–[8]. Unfortunately, the low barrier height on undoped InGaAs (~0.2 eV) yields unacceptably large dark currents in photodetectors made with this material leading to poor overall device performance.

In order to reduce the device dark current, several schemes have been suggested to enhance the effective barrier height of InGaAs MSM's by growing a thin layer of a high-barrier height material on top of the active InGaAs layer [5]–[8]. One of these schemes incorporates a thin, lattice matched InAlAs top layer that has a barrier height of ~0.65 eV. A schematic diagram of this device structure is sketched in Fig. 1. The effective barrier height obtained from the InAlAs layer limits the dark current to acceptable levels but it introduces, in turn, large barriers for electrons and holes [5] thereby limiting the collection of the photogenerated carriers and hence the performance of the device.

The performance of the InAlAs–InGaAs–InP device sketched in Fig. 1 under both dark and illumination conditions has been studied experimentally by several authors [5]–[7] in order to illustrate the physical workings within the device. Soole and Schumacher [5] used a simple one-dimensional thermionic emission model to probe the transport physics in this structure. They concluded that the InAlAs raises the effective barrier height to values close to the barrier height on InAlAs and that the experimentally observed soft breakdown is due to tunneling across the barrier under the Schottky contacts. They have also indicated that a two-dimensional analysis with both thermionic emission and tunneling being incorporated is necessary to understand the nature of the transport in these devices.

It has also been reported [9] that the barrier height on n-InGaAs could be raised by growing a thin, oppositely-doped p+ assist layer between the Schottky metal contacts and the n-InGaAs layer to form what is called "quasi-Schottky" contacts. Fig. 2 shows a schematic side-view of such a device. In Fig. 2, the n+-InP layer acts as a buffer and the presence of the heavily doped n+-InGaAs layer is introduced to prevent the device from acting as a rectifier at the InGaAs–InP interface. Averin et al. have analyzed and experimentally confirmed [9] the formation of the quasi-Schottky contacts of Fig. 2. They have found that for a properly designed p+ layer the effective barrier height on n-InGaAs can be increased from 0.2 eV to ~0.54 eV.
Recently, Lee et al. [10] reported that Schottky barrier heights on n-InGaAs can be improved by metal deposition on substrates that are cooled to a temperature of 77 K. They have found that the barrier height on n-InGaAs can be increased from 0.2 eV to ~0.6 eV with the use of Ag metal. Fig. 3 shows a schematic diagram of an InGaAs interdigitated MSM photodetector built on an InP substrate. The Schottky contacts in Fig. 3 are deposited on the low temperature n-InGaAs layer to improve the Schottky barrier height. It can be seen from the device of Fig. 3 that fewer processing steps are required than the devices of Figs. 1 and 2.

In this paper, we present a theoretical investigation of the issues involved in designing an InGaAs-based interdigitated MSM photodetector. The different approaches shown in Figs. 1–3 to enhance the Schottky barrier heights on n-InGaAs are numerically investigated and their performance is compared. The model used herein is a two-dimensional, numerical, drift-diffusion calculation that incorporates both thermionic emission and tunneling across heterobars. This model is used to predict the speed of response, dark current, and breakdown voltage for the devices of Figs. 1–3. The effect of the InAlAs–InGaAs heterobarrier of Fig. 1 on the detector's response is thoroughly examined using the present model and the performance of this device is compared to that of the devices of Figs. 2 and 3 where such a heterobarrier is not present. Moreover, the response of the device of Fig. 2 is compared to that of the same device with the exception of using ohmic contacts instead of the existing Schottky contacts. The technological problems as well as the advantages and disadvantages of these different design structures are also evaluated.

This paper is organized as follows. In Section II, we briefly describe the numerical model used in the simulation. Specifically, we characterize the drift-diffusion model and discuss the formulations used to treat the thermionic emission and tunneling transport. In Section III, we apply this model to study the performance of three different design structures of InGaAs-based MSM photodetectors; the InAlAs–InGaAs–InP standard device of Fig. 1, the quasi-Schottky device of Fig. 2, and the low-temperature-formed contacts device of Fig. 3. The performance of these different designs in terms of their speed of response, dark current, and breakdown voltage is also compared in Section III. Potential band diagram plots are presented in Section III to demonstrate the effect of the different types of barriers on the response of these devices. Finally, conclusions are drawn in Section IV.

II. MODEL DESCRIPTION

To understand the behavior of photo-generated carriers in MSM's under the influence of drift and diffusion forces, Poisson's equation and the electron and hole current continuity equations are solved on a two-dimensional simulation domain for the electrostatic potential and the carrier concentrations. The width and depth of the MSM detectors simulated are restricted to dimensions on the order of microns where the drift-diffusion approximation is generally sufficient to describe the transport physics. The effects of thermionic emission and tunneling on the transport are modeled as boundary conditions across heterojunction barriers.

The full details of the model have been reported elsewhere [11]. Nevertheless, the salient features of the model are summarized here. The basic equations used in the simulator are [12]:

\[ \varepsilon_0 \varepsilon_r \nabla^2 \psi = -q(p - n + N_D - N_A) \] (1)

\[ -\frac{1}{q} \nabla \cdot J_n - G_n + R_n + \frac{\partial n}{\partial t} = 0 \] (2)

\[ \frac{1}{q} \nabla \cdot J_p - G_p + R_p + \frac{\partial p}{\partial t} = 0 \] (3)

\[ J_n = q\mu_n n E_n + qD_n \nabla n \] (4)

\[ J_p = q\mu_p p E_p - qD_p \nabla p \] (5)

where \( \psi \) is the electrostatic potential, \( n \) and \( p \) are the electron and hole carrier concentrations, \( N_D, N_A \) are the donor/acceptor concentrations, \( J_{n,p} \) are the electron/hole currents, \( R_{n,p} \) and \( G_{n,p} \) are the electron/hole recombination and generation rates,
and $\mu_{n,p}$ and $D_{n,p}$ are electron/hole mobilities and diffusivities. The terms $R_{n,p}$ used in (2) and (3) represent the sum of Shockley–Read–Hall, radiative, and Auger recombinations for electrons and holes [12]. A standard field-dependent mobility model [12] is used for electrons while a zero-field mobility model is used for holes. $D_{n,p}$ is calculated based on the Einstein relation. The generation rate, $G_{n,p}$, is the sum of both optical generation and impact ionization generation rates for electrons and holes. The optical generation rate is assumed to be uniform over the area of the basic unit cell of the devices simulated here. The optical generation rate is assumed gaussian in time and decays exponentially with depth with the absorption coefficient, $\alpha_{abs}$.

The impact ionization generation rates for electrons and holes, $G_{n,p}^{ii}$, are assumed to be proportional to the magnitude of the electron and hole currents, respectively, and are given as [12]:

$$G_n^{ii} = \alpha \frac{|J_n|}{q}, \quad G_p^{ii} = \beta \frac{|J_p|}{q}$$

where $\alpha$ and $\beta$ are the electron and hole ionization coefficients defined as the number of electron-hole pairs generated in one unit length of travel. These coefficients are modeled as exponential functions of the local electric field in the direction of the current flow [12]. The parameters involved are determined from fitting the experimental data [13] using the following equation:

$$\alpha = \alpha_\infty \exp \left( - \frac{E_{crit}^n}{E_n} \right)$$
$$\beta = \beta_\infty \exp \left( - \frac{E_{crit}^p}{E_p} \right)$$

where $\alpha$ and $\beta$ are the electron and hole impact ionization rates, $\alpha_\infty$ and $\beta_\infty$ are the rates at infinite electric fields, $E_{crit}$ are the critical electron and hole fields, and $\gamma_{n,p}$ are fitting parameters. $F_n, F_p$, the components of the local electric field $F$ in the direction of the electron and hole currents, are described as

$$F_n = \left| \frac{J_n \cdot F}{J_n} \right|, \quad F_p = \left| \frac{J_p \cdot F}{J_p} \right|.$$ (8)

Thermionic emission and tunneling at the heterojunction interfaces are modeled as boundary conditions [14], [15]. First, the current crossing a heterointerface is assumed to be either thermionic emission or diffusion limited. The model independently calculates both the thermionic emission and the drift-diffusion currents at a heterointerface interface and compares them. The smaller of these two values is taken as the limiting current. This limiting current, in addition to any tunneling currents across the heterobarrier, dictates the current flow for the overall device. The thermionic-tunneling boundary condition for the electron current at a heterojunction interface can be written in terms of quantities of materials 1 and 2 that form the heterojunction as [14], [15]:

$$J_n = q \left( n_2 v_{n2} (1 + \delta) - \Gamma n_1 v_{n1} (1 + \delta) \exp \left( \frac{-\Delta E_c}{kT} \right) \right)$$

where $n_1$ and $n_2$ are the electron concentrations in materials 1 and 2, $v_{n1} = A_1^2 T^2 / q N_{C1}$ and $v_{n2} = A_2^2 T^2 / q N_{C2}$ correspond to the recombination velocities of the Schottky barrier theory, $\Delta E_c$ is the conduction band edge discontinuity that is calculated based on the affinity rule, $q$ is the elementary charge, $\Gamma$ is the ratio of the masses $m_2/m_1$, $k$ is the Boltzmann constant, and $T$ is the temperature. The parameter, $\delta$, is a coefficient that describes the tunneling across the heterojunction interface and is given as [15]:

$$\delta = \frac{\exp \left( \frac{E_{C,min}}{kT} \right)}{\exp \left( \frac{E_{C,max}}{kT} \right)} \frac{E_{C,min}}{E_{C,max}} \int_0^{E_{C,min}} \exp \left( - \frac{E_{C}}{kT} \right) P(E_{Cy}) dE_{Cy}$$

where $E_{C,min}$ and $E_{C,max}$ determine the energy range over which tunneling is possible, and $P(E_{Cy})$ is the tunneling probability. The tunneling probability, $P(E_{Cy})$, is calculated based on the WKB approximation and is formulated as in [15]:

$$P(E_{Cy}) = \exp \left( - \frac{4\pi}{h} \int_0^{Y_y} \sqrt{2m^* (E_c(y) - E_{Cy})} dy \right)$$

where $m^*$ is the effective mass of the carrier in the semiconductor and the bounds of integration, as shown in Fig. 4, determine the width of the energy barrier at an energy level $E_{Cy}$. The remaining parameters in (11) are indicated on Fig. 4.

The thermionic emission current, $I_{Th}$, and the tunneling parameter, $\delta$, for holes are similar to those used for electrons. Note that if $\delta$ is set equal to zero and $\Gamma$ is set equal to 1 in (9) above the usual thermionic emission current boundary condition of the Schottky type is obtained.

The box integration approach of the finite difference method [12] is used to discretize equations (1)–(6). These equations are then solved with their appropriate boundary conditions on a nonuniform, two-dimensional mesh consisting generally of 65 x 40 points. The Scharfetter–Gummel technique [12], [17] is applied in the formulation of the discretization equations. The resulting system of equations is linearized using Newton’s method. Due to storage and computation time limitations the Gaussian elimination method is deemed inappropriate and the

![Fig. 4. Conduction band edge diagram of an abrupt heterojunction. $Y_y$ denotes the width of the tunneling barrier at an incident energy $E_y$. The energy range over which tunneling takes place is determined by $E_{y,min} (=\min(E_c(0^+), E_c(W)))$ and $E_c(0^+)$, where $W$ is the depletion region width on the barrier side.](image-url)
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>InGaAs Ref</th>
<th>InAlAs Ref</th>
<th>InP Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron Mass ($m_e^{-1}$)</td>
<td>-</td>
<td>0.0463</td>
<td>[21]</td>
<td>0.08</td>
</tr>
<tr>
<td>Heavy Hole Mass ($m_h^{-1}$)</td>
<td>-</td>
<td>0.61</td>
<td>[21]</td>
<td>0.677</td>
</tr>
<tr>
<td>Light Hole Mass ($m_l^{-1}$)</td>
<td>-</td>
<td>0.0588</td>
<td>[21]</td>
<td>0.086</td>
</tr>
<tr>
<td>Dielectric Constant (e)</td>
<td></td>
<td>13.85</td>
<td>[21]</td>
<td>12.42</td>
</tr>
<tr>
<td>Energy Gap ($E_g$)</td>
<td>(eV)</td>
<td>0.77</td>
<td>[21]</td>
<td>1.49</td>
</tr>
<tr>
<td>Electron Affinity ($\xi$)</td>
<td>(eV)</td>
<td>4.7</td>
<td>[26]*</td>
<td>4.2</td>
</tr>
<tr>
<td>Electron Mobility ($\mu_e$)</td>
<td>(cm²/Vs)</td>
<td>12000</td>
<td>[22]</td>
<td>800</td>
</tr>
<tr>
<td>Hole Mobility ($\mu_h$)</td>
<td>(cm²/Vs)</td>
<td>300</td>
<td>[22]</td>
<td>25</td>
</tr>
<tr>
<td>Electron Capture ($\sigma_e$)</td>
<td>(cm²)</td>
<td>3x10⁻⁷</td>
<td>[23]</td>
<td>3x10⁻⁷</td>
</tr>
<tr>
<td>Hole Capture ($\sigma_h$)</td>
<td>(cm²)</td>
<td>3x10⁻⁷</td>
<td>[23]*</td>
<td>3x10⁻⁷</td>
</tr>
<tr>
<td>Trap Concentration ($N_t$)</td>
<td>(cm⁻³)</td>
<td>1.5x10¹⁵</td>
<td>[23]</td>
<td>1.5x10¹⁵</td>
</tr>
<tr>
<td>Radiative coeff. ($B$)</td>
<td>(cm⁷/s)</td>
<td>1.2x10⁻¹⁰</td>
<td>[24]</td>
<td>1.2x10⁻¹⁰</td>
</tr>
<tr>
<td>Electron Auger Coef. ($C_e$)</td>
<td>(cm⁹/s)</td>
<td>3.2x10⁻¹⁰</td>
<td>[24]</td>
<td>3.2x10⁻¹⁰</td>
</tr>
<tr>
<td>Hole Auger Coef. ($C_h$)</td>
<td>(cm⁹/s)</td>
<td>3.2x10⁻¹⁰</td>
<td>[24]*</td>
<td>3.2x10⁻¹⁰</td>
</tr>
<tr>
<td>Absorption Coef. ($\alpha_{ab}$) at $\lambda=1.55$ μm</td>
<td>(cm⁻¹)</td>
<td>8000</td>
<td>[20]</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Electron Impact ionization coefficients:

- ($F_{\xi}^e$) (V⁻¹ cm⁻¹) | 1.935x10⁶ | [13] | 5.26x10⁵ | [13] | 3.11x10⁵ | [13] |
- ($\gamma_e$) | 1.0 | [13] | 2.0 | [13] | 1.0 | [13] |

Hole Impact ionization coefficients:

- ($F_{\xi}^h$) (V⁻¹ cm⁻¹) | 2.236x10⁶ | [13] | 4.89x10⁵ | [13] | 2.55x10⁵ | [13] |
- ($\gamma_h$) | 1.0 | [13] | 2.0 | [13] | 1.0 | [13] |

+ Calculated based on the InAs and GaAs binaries; * Electron values used; # InGaAs values used

linearized system is solved using an iterative approach known as the bi-conjugate gradient squared (BICGS) method [18], [19]. Only nonzero elements in the matrix are stored using this approach greatly reducing the data storage requirements of the code. After the program reaches convergence, the potential and carrier concentration profiles are readily available, from which most of the macroscopic variables of interest can be calculated. The current densities, $J_n$ and $J_p$, are calculated from Equations 4 and 5 using Scharfetter–Gummel’s exponential scheme [17] for the carrier concentrations.

III. NUMERICAL RESULTS

The numerical model described above is used to study the response of the different InGaAs-based MSM photodetector designs shown in Figs. 1–3. The dark current, breakdown voltage, and the speed of response of one unit cell of these devices are numerically calculated and compared. The simulated finger widths and finger spacings for all the MSM’s, except where noted otherwise, are 1 μm and 3 μm, respectively. The total thickness for all these devices is 4 μm and the n-InGaAs active region thickness is 2 μm. The wavelength used in this study is 1.55 μm, suitable for use in the low-loss window of silica based optical fibers. The relevant parameters for the three different materials used in the simulation are summarized in Table I.

A. InAlAs-InGaAs-InP Device

The device of Fig. 1 consists of a 200-A thick InAlAs layer, lattice-matched to InGaAs, to increase the relatively low Schottky barrier height (~0.2 eV) of InGaAs. The metal
Schottky fingers deposited on the InAlAs layer are assumed to form an electron barrier height of 0.65 eV. The doping density in each of the 3 layers of Fig. 1 is taken as $10^{15}$ cm$^{-3}$. The top InAlAs layer introduces electron and hole barriers at the InAlAs-InGaAs heterointerface. The hole barrier for the device of Fig. 1 is clearly shown in the equilibrium valence band edge diagram in Fig. 5. For the sake of clarity and ease of comparison, Fig. 5 only shows a one-dimensional slice under the Schottky contacts of the calculated two-dimensional valence band edge diagrams for the MSM devices of Figs. 1-3. From inspection of Fig. 5, we note that for the MSM device of Fig. 1 the InAlAs-InGaAs heterointerface introduces an abrupt hole barrier of 0.21 eV. The electron barrier at the heterointerface is determined as the difference in the affinities of InGaAs and InAlAs (see Table I) and is found to be 0.5 eV.

Assuming no illumination, the electron current flowing toward the collecting Schottky contacts of the device in Fig. 1 is the majority current carrier since the carrier concentration for holes is very small in n-type materials. Consequently, the combination of the high Schottky contact barrier height of the InAlAs top layer and the conduction band edge discontinuity at the InGaAs-InAlAs heterointerface has a great impact on limiting the dark current of the device. The calculated dark current per unit length of the MSM fingers for the InAlAs top layer device structure is plotted against the applied voltage and is shown as the solid line in Fig. 6. The dark currents for the other MSM devices sketched in Figs. 2 and 3 are also plotted in Fig. 6. From inspection of Fig. 6, it is clear that the dark currents per unit length of the MSM fingers for the different devices considered here are comparable and limited to very small values under low applied bias conditions.

As the applied bias is increased, the breakdown voltages for the different devices in Figs. 1-3 are seen to be significantly different. In the device structure in which the top layer is made from InAlAs, no reverse bias breakdown occurs over the applied voltage range considered here. In contrast, very sharp breakdown occurs at nearly the same applied voltages in the other three structures. In these three device structures the contacts are all formed on InGaAs, either using a low temperature growth technique or through use of the p$^+$ assist layer. The simulator predicts that carrier multiplication through impact ionization occurs primarily in the vicinity of the Schottky contacts where the local electric field reaches its maximum value. Depending upon the applied bias, the local electric field near the Schottky contacts can become sufficiently large to initiate impact ionization. These large fields near the contacts and the subsequent initiation of the impact ionization processes have been reported in GaAs MESFET studies as well [29], where it was found that the impact ionization near the drain and gate edges dominates the transport in these devices. The field distribution near the Schottky contacts can, therefore, be responsible for the slight variation in the breakdown voltages for the devices with an InGaAs layer located under the Schottky contacts.

The impact ionization rate within the underlying layers under the Schottky contacts depends strongly upon the nature of the material composition. In the devices in which the top contacts are made to InGaAs, the breakdown voltages are much lower than in the InAlAs top layer device. This follows directly from the fact that the band gap energy in InGaAs is much lower than in InAlAs and as such, the impact ionization rate is significantly less in InAlAs than in InGaAs at comparable electric field strengths. In Table I, the impact ionization rate parameters for InGaAs and InAlAs used in the simulation are listed for comparison. Further inspection
of Fig. 6 shows that the breakdown voltages for the devices that have an InGaAs top layer under the contacts are much lower than that for the device where InAlAs is grown under the Schottky contact. The difference in the impact ionization rate coefficients explains the large difference in the breakdown voltages between the devices with InGaAs and InAlAs layers under the Schottky contacts.

Under illumination conditions, the holes from the optically generated electron-hole pairs (EHPs) become the majority current carriers collected at the Schottky contacts of the device in Fig. 1. The valence band edge discontinuity from the InAlAs-InGaAs heterointerface can act to drastically limit the collected signal current at the Schottky contacts. Only holes that have sufficient kinetic energy to thermionically emit over the hole barrier or tunnel through it can contribute to the signal current collected at the Schottky contacts. The calculated current impulse response for the InAlAs top layer device collected at the biased Schottky contact is shown as the circled legend in Fig. 7, and repeated in the inset of the same figure for clarity. The input power density used is 1 mW/cm² and the absorption coefficient of the n-InGaAs active layer at 1.55 μm is 8 × 10² cm⁻¹ [20]. The input signal is assumed gaussian in time and has a full width at half maximum (FWHM) of 5 ps. The applied bias is held constant at −5 V. It is evident from Fig. 7 that there is almost no collection of the current signal at the biased Schottky contact. Moreover, the shape of the input signal is completely lost. This is partly due to the relatively high valence band edge discontinuity at the InAlAs-InGaAs heterointerface and to the fact that the carrier energies are fixed to the lattice thermal energy within the context of the drift-diffusion model. As a result little appreciable hole current flows through the top contacts. Instead, most of the current flow is through the substrate.

To demonstrate the effect of the valence band edge discontinuity, we fictitiously changed the affinity of InAlAs in the simulation in such a way as to eliminate the hole barrier at the InAlAs-InGaAs heterointerface. Fig. 8 shows the calculated current impulse response with ΔEv set to zero at the InGaAs-InAlAs heterointerface. For the sake of comparison, Fig. 8 also shows the impulse response with the correct valence band edge discontinuity of 0.21 eV and a median value of 0.1 eV. As can be seen from Fig. 8, the collected current signal increases dramatically as the valence band edge discontinuity decreases toward zero. Moreover, the output signal starts to approach the gaussian shape of the input as the valence band edge discontinuity approaches zero. On the basis of these observations, it appears that the hole barrier at the InAlAs-InGaAs heterointerface significantly limits the collected current signal at the Schottky contacts of the device.

In addition to thermionic emission at the heterointerface, carrier tunneling can also occur. The effect of tunneling at the heterointerfaces of the device on the collected current is examined using the WKB approximation for calculating the tunneling probability and the Boltzmann distribution function for calculating the tunneling current [15]. In this model, the tunneling current is incorporated as a boundary condition at the heterojunction interfaces [15] and is added to the limiting current obtained from the drift-diffusion/thermionic emission models as described above. Fig. 9 shows the calculated impulse response for this device with and without the tunneling model. Also shown in Fig. 9 is the impulse response of the device as the top InAlAs layer thickness is varied. Notice that as the InAlAs layer thickness is decreased, which in turn
device studied here will be pursued in a future work using an advanced energy balance model.

The blocking nature of the hole barrier at the abrupt InGaAs–InAlAs heterointerface can be minimized by using a graded In$_{0.53}$(Ga$_{0.47}$–Al$_{0.53}$)$_{0.47}$As layer between the absorbing InGaAs layer and the InAlAs barrier layer. This idea has been investigated by several authors [30]–[32] in which they compared the response of graded and abrupt junction devices and found that the use of a graded In$_{0.53}$(Ga$_{0.47}$–Al$_{0.53}$)$_{0.47}$As layer/superlattice between the InGaAs and the InAlAs yields a faster response than just using an abrupt junction. Although the use of a graded layer may enhance the performance of InGaAs based MSM’s, it deprives them from their distinct attributes of simplicity and compatibility with existing FET technologies.

B. P$^+$ Assist Layer, Quasi-Schottky Device

It has been reported [9] that the Schottky barrier height on InGaAs can be effectively increased by growing a thin layer of p$^+$InGaAs on top of an n-InGaAs layer. A schematic diagram of such a structure is shown in Fig. 2. The n$^+$ InGaAs layer, whose function is to prevent rectification at the InGaAs/InP junction, is chosen to be 0.2 µm thick and doped at $10^{18}$cm$^{-3}$. The n$^+$InP buffer layer is taken as 0.1 µm thick and is also doped at $10^{18}$cm$^{-3}$. The top p$^+$ InGaAs layer thickness and doping density have to be designed in such a way that this layer is fully depleted and the barrier height enhancement is maximized [9]. The layer thickness used in this paper is 36.5 nm and the doping density is $10^{18}$cm$^{-3}$. The barrier height for the Schottky contacts deposited on the p$^+$InGaAs layer is -0.18 eV [9]. Since the conduction and valence bands for this device track each other (no heterjunctions present), Fig. 5 shows that the effective electron barrier height is $\sim$0.54 eV. This effective barrier height is measured as the difference in potential energy between the potential maximum and the edge of the depletion region (see Fig. 5.) This relatively high effective barrier height limits the dark current of the device to acceptably small values. A plot of the dark current as a function of voltage is shown with the dotted legend in Fig. 6. Note that the impact ionization breakdown voltage for this device occurs at a much lower voltage than that of the device of Fig. 1. This low breakdown voltage is due to impact ionization near the Schottky contact edges where the electric field is very large and to the high impact ionization rate coefficients of the low-bandgap InGaAs material.

From the band edge diagram shown in Fig. 5, it is clear that the p$^+$ InGaAs layer is fully depleted and that the Schottky contacts form a soft barrier for holes. This hole barrier will limit the collection of the photogenerated holes at the Schottky contacts. This can easily be seen by examining the impulse response of this device and comparing it to the response of the same device with the exception that the Schottky contacts are replaced with ohmic contacts. Fig. 7 shows the output current signal response per unit length of the MSM finger as a function of the collection time for this device with Schottky and ohmic contacts. Since there are practically no barriers for holes under the ohmic contacts (See Fig. 5), the output signal
current collected at the ohmic contacts is clearly much higher than that collected at the Schottky contacts. Fig. 7 also shows the rise and fall times of the different devices studied. It is clear that the impulse response for the quasi-Schottky device of Fig. 2 with ohmic contacts outperforms that of the same device with true Schottky contacts. However, it is much harder to grow ohmic contacts on heavily doped p-type materials.

C. Low Temperature-Grown Schottky Contact Device

Recently it has been reported [10] that the barrier height on n-InGaAs can also be improved by growing the Schottky contacts at cryogenic temperatures. Lee et al. [10] achieved a barrier height of 0.6 eV by growing Ag metal Schottky contacts at a temperature of 77 K. The device of Fig. 3 assumes the barrier height of the Schottky contacts is 0.6 eV. The InGaAs and the InP layers are 2 μm thick each and doped n-type at 10^{15} cm^{-3}. The Schottky barrier height of this device, which determines the dark current response, is comparable to those for the devices of Figs. 1 and 2. Fig. 6 shows the dark current as a function of the applied bias for this device. Note that the breakdown voltage occurs at ~5.5 V. This low breakdown voltage, again, is due to the combination of high impact ionization rate coefficients in InGaAs and the large electric fields near the Schottky contact edges.

The time impulse response of this device is studied next. From inspection of the valence band diagram shown as the dashed curve in Fig. 5, it is clear that the valence band edge in this device has no hole barrier under the Schottky contacts. This fact is very attractive since it leads to a large collection efficiency of the photogenerated holes at the Schottky contacts as in the case of the p+ assist layer device of Fig. 2 with ohmic contacts. Yet the electron dark current is greatly reduced by the relatively large Schottky barrier height. The collected output signal current per unit length of the MSM fingers of the low temperature grown Schottky contact device is shown as the curve with the diamond legend in Fig. 7. Notice that the output signal current peaks at roughly the same value as that found for the p+ assist layer device with ohmic contacts. Both of these structures show a significantly higher peak in the output signal current in comparison to the peak response of the other MSM's studied. Additionally, both structures show a much smaller full width at half maximum than either the InAlAs top layer device or the p+ assist layer device with Schottky contacts. Fig. 7 also shows the rise and fall times of the low temperature grown Schottky contact device. The high responsivity of this device is due mainly to the absence of hole barriers under the collecting Schottky contacts.

IV. CONCLUSION

Excessively high dark currents arise in metal-semiconductor-metal InGaAs based photodetectors due to the low Schottky barrier heights typically formed on this material. Several different approaches have been suggested to reduce the dark currents by effectively enhancing the potential barrier heights for electrons at the collecting contacts in InGaAs based MSM devices. In this paper, we have theoretically examined the response of three different InGaAs-based interdigitated MSM photodetectors, suitable for use in the low loss window of silica optical fibers, which incorporate different schemes for increasing the potential barrier height and thereby reducing the dark current. The calculations are made using a two-dimensional drift diffusion model that incorporates both thermionic emission and tunneling across heterobarriers.

The first device structure, that shown in Fig. 1, where an InAlAs layer with a Schottky barrier height of ~0.65 eV is grown on top of the active InGaAs layer. This device enhances the effective Schottky barrier height but it introduces considerable electron and hole barriers at the InGaAs-InAlAs heterointerface. The effective barrier for electrons acts to limit the dark current of this device. The hole barrier, however, drastically limits the collection of the photogenerated holes from the InGaAs active region of the device when operated at low to moderate biases. We have shown that, in the absence of the hole barrier at the InGaAs/InAlAs heterointerface the collected current signal at the top Schottky contacts of this device is much higher than the case when this barrier is present and the output signal retains the shape of the gaussian input signal. The tunneling current contribution across the 200 A wide square barrier formed under the Schottky contacts is found to be negligibly small to affect the collected output current signal at the applied bias of ~5 V used here. As the InAlAs barrier layer thickness is made smaller the tunneling current contribution starts to increase. It is expected that at higher applied biases the voltage drop in the barrier region increases and the barrier starts to look triangular in shape where a more appreciable tunneling current contribution is possible. However, for InAlAs barrier layer thicknesses of 200 A or more, as has been used for similar devices in the literature [5], [6], [30]-[32], and at an applied bias of ~5 V, the calculated tunneling current is found to have little effect on the collection of the photogenerated holes. We have indicated that the drift diffusion model may be insufficient to describe the actual transport across the InAlAs-InGaAs heterojunction and that a more advanced, energy balance, model is necessary. The distinct features of this device, nevertheless, are the facts that the dark current is very small, as is clear from Fig. 5, and the breakdown voltage occurs at a much higher bias than that of the devices of Figs. 2 and 3.

An alternative means of enhancing the effective Schottky barrier height on InGaAs, using a p+ assist, quasi-Schottky device shown in Fig. 2 is considered. For this device the top p+ InGaAs assist layer forms a p+ -n homojunction with the active n- InGaAs layer. The depletion region of these two layers forms what is called a quasi-Schottky contact with a barrier height of ~0.54 eV. However, the Schottky contacts deposited on the p+ InGaAs layer introduce a soft hole barrier (See Fig. 5) that acts to limit the collection efficiency of this device. This hole barrier can be eliminated by depositing ohmic contacts at the p+ InGaAs top layer instead of the existing Schottky contacts. The transient response of this device with ohmic contacts is very attractive since high responsivity and speed of response are achieved as is evident from Fig. 7. However, the disadvantage of using ohmic
contacts in this device lies in the fact that it is generally much harder to make ohmic contacts on p\textsuperscript{+} materials. The quasi-Schottky device with ohmic or Schottky top contacts suffers from low breakdown voltages in comparison with the InAlAs top layer device of Fig. 1. Moreover, many more processing steps are required for this device during growth.

Finally, the response of the device in Fig. 3 where a barrier height of 0.6 eV was obtained by depositing Schottky contacts at a temperature of 77 K is examined. The calculated dark current of this device is found to be very small and comparable to that of the quasi-Schottky device with ohmic contacts. The breakdown voltage for this device is rather poor and it is due to the large local electric fields near the Schottky contact edges and the low bandgap of InGaAs. A high responsibility is obtained for this device as is shown in the calculation of the output current impulse response in Fig. 7. This high responsibility is mainly due to the absence of any hole barriers under the Schottky contacts since holes are the majority current carriers at the top Schottky contacts under illumination conditions. Note that the peak in the output signal response of this device is practically the same as that of the p\textsuperscript{+} assist, quasi-Schottky device with ohmic contacts since for both of these devices there are no hole barriers present under the collecting contacts. The simplistic structure of this device is advantageous over those of Figs. 1 and 2 since fewer processing steps are required. However, the stability of the low-temperature grown Schottky contacts as a function of operating temperatures is not fully established. More experimental work is needed to study the effect of temperature variations on the barrier height and the response of this device.

Based on the calculations presented here, optimal performance as measured in terms of limited dark current and speed of response of InGaAs based MSM structures is achievable using either low-temperature grown Schottky contacts or using a p\textsuperscript{+} quasi-Schottky device with ohmic contacts. Though these device structures are predicted to outperform other InGaAs MSM designs in terms of speed of response they suffer from low breakdown voltages due to the small bandgap of InGaAs. Furthermore, the full exploitation of these two device structures may be limited by materials issues.
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Influence of Hot Carrier Transport on the Transient Response of an InGaAs/InAlAs Metal-Semiconductor Schottky Diode Structure

Ali F. Salem and Kevin F. Brennan

Abstract—The calculated transient characteristic of a heterostructure, rectifying contact is theoretically examined. It is found that hot carrier transport drastically affects the output terminal characteristics of the heterostructure Schottky contact and, hence, the workings of a blocking contact. This is of importance to the understanding of InGaAs MSM devices in particular, as well as any structure which contains a blocking contact in general.

In this paper, we use a HD model [1] that is capable of tracking the carrier energies as well as the carrier concentrations and carrier velocities to study the temporal response of the current in a blocking, heterostructure contact. Specifically, we examine an important example of a blocking contact, an InGaAs/InAlAs Schottky diode structure that is commonly present in InGaAs-based metal-semiconductor-metal (MSM) photodetectors to reduce the dark current.

Previous theoretical analysis of InGaAs-based MSM’s [2] using a drift-diffusion (DD) model showed that the top InAlAs layer introduces electron and hole barriers near the metal Schottky contacts of the MSM that limit not only the dark current of the structure but its transient response as well. Transient response calculations using the DD model predicted extremely long rise and fall times [2] but these predictions seem to be inconsistent with measured data on comparable device structures [3]. In this work, we will show using HD calculations of the transient response of this device, that carrier heating effects can result in much shorter rise and fall times than those predicted using the DD model which are more consistent with experiment.

The complete hydrodynamic (HD) model used in this work is an extension of the DD model [2], [4] which includes the additional solution of the electron and hole carrier energies based on the approach of Bløtkejær [1] and Azoff [5]. Analytical models for the mobilities and constant values for the relaxation times are utilized since more accurate Monte Carlo based parameters are not presently available to us.

The HD system of equations is solved in series with a thermionic emission boundary condition for Schottky contacts and heterojunctions. Only carriers that have sufficient kinetic energy to surmount the barriers at a heterojunction interface are emitted from one side of the junction to the other. The thermionic emission current condition is based on Crowell’s and Sze’s thermionic emission-diffusion theory [6]. The extension of this theory to hot electron transport has been derived by several authors [7]–[9]. The thermionic emission boundary conditions for electrons and holes at heterojunction interfaces implemented in this work are similar to those reported in [9].

The HD model is used to investigate the temporal response of a structure containing a partially blocking heterostructure Schottky contact. For purposes of illustration and because of its relevance to the study of InGaAs based MSM devices, specifically an InGaAs/InAlAs diode structure with a top Schottky contact is investigated. The doping levels in the semiconductor layers are fixed to \(10^{18} \text{ cm}^{-3}\) n-type. The top InAlAs layer is 80 nm thick and the thickness of the active InGaAs layer is 1.92 \(\mu\text{m}\). The width of the device is assumed to be 2.0 \(\mu\text{m}\).

The input optical generation signal is gaussian in time and decays exponentially away from the top of the device. The full width at half maximum (FWHM) of the input signal is 5 ps and the input power is 1 mW/cm\(^2\). For simplicity, the top Schottky contact is assumed to be transparent. The wavelength of the input signal is taken as 1.55 \(\mu\text{m}\).

To examine the effect of carrier heating in the device, the carrier energies for both electrons and holes are calculated at an applied bias of \(-15 \text{ V}\). These results are shown in Fig. 1. From inspection of Fig. 1 it is clear that the electrons and holes are significantly heated beyond thermal equilibrium conditions. Provided the carrier heating is sufficient to give the carriers enough energy to offset the effect of the heterojunction barrier, then the transport near the heterojunction interface can change significantly and the long rise and fall time of the transient response predicted using the DD model will, in turn, be significantly diminished. As can be seen from Fig. 1, the hole energy drops dramatically near the 2 \(\mu\text{m}\) length end of the device due to the presence of the InGaAs/InAlAs heterobarrier. Recall that the holes move from left to right in the diagram (the negative voltage is applied to the right hand contact) while the electrons move in the opposite direction. After crossing the heterobarrier, the holes are first cooled by the loss of kinetic energy to the potential barrier but are then slightly heated by the field within the InAlAs layer until they are collected at the Schottky contact. The holes are collected at the Schottky contact at an energy above thermal equilibrium. The electrons, on the other hand, are injected from the Schottky contact into the InAlAs layer. They then cross the InAlAs/InGaAs heterobarrier gaining kinetic energy from the potential discontinuity. The \(\varepsilon = 0\) boundary is ohmic and therefore the electric field vanishes at that point. As such both the electron and hole energies essentially thermalize. However, the thermalization of electron and hole energies occur at different rates and at different locations in the structure. This is possibly due to the fact that the holes are injected into an accelerating field while the electrons encounter a deceleration in the vicinity of the ohmic contact.

Next, the calculated impulse response of the InGaAs/AlInAs Schottky diode device is examined. Fig. 2 shows the calculated impulse response at \(-15 \text{ V}\) using the DD model (solid curve) used previously [2] and the HD model (dashed curve) described above. Close examination of Fig. 2 reveals that the rise and fall times of the output current signal of the HD model are dramatically shorter than those of the DD model and the output signal much more closely resembles the input gaussian signal. Fig. 2 also shows that the responsivity as measured in terms of the maximum of the output current signal is much higher for the HD results than for the DD results. The calculations were repeated using an applied bias of \(-5 \text{ V}\) as shown in the inset of Fig. 2. Again, there is a substantial difference between the HD and DD predicted responses with the HD calculation in much closer agreement with the experiment [3].

To check the importance of other effects, tunneling was added to the DD model following the method of [10]. It was found that...
Fig. 1. Electron and hole energy profiles for the InGaAs/InAlAs Schottky diode structure at an applied bias of $-15$ V. The abrupt change in the energy at the heterojunction interface near the right side contact is due to the limiting thermionic emission boundary condition.

Fig. 2. Calculated current transient response of the device obtained from the DD model (solid curve) and the HD model (dashed curve) at an applied bias of $-15$ V. Note that the HD model predicts a gaussian shaped output in relatively close agreement with the input signal while the DD response shows an extremely long rise time. The inset shows the calculated transient response of the device using both the DD (solid curve) and HD (dashed curve) models at an applied bias of $-5$ V. Again, note that the HD model predicts a gaussian shaped output in relatively close agreement with the input signal while the DD model shows a much longer rise time.

Even at $-15$ V bias the current response for the device considered here is not greatly affected by the inclusion of tunneling, resulting in a qualitatively similar temporal response as shown in Fig. 2. Additionally, impact ionization may possibly be important at the bias considered here. To check its effect, a field-dependent formulation of the impact ionization rate was included within both the HD and DD models. Calculations indicate that the impact ionization rate also does not greatly affect the calculated current response. The DD model still fails to recover the input gaussian signal even when both tunneling and impact ionization are included. This result indicates that the failure of the DD model to reproduce the correct temporal response is most probably due to its failure to track the energies of the carriers.

It is important to note that carrier heating is determined to a large extent by the relaxation times used in the simulation. The relaxation time used in the simulation is a lumped parameter representing the contribution of all of the possible scattering relaxation mechanisms and is simply an estimate of these effects. The relaxation times are not well known for the materials used in this device, and for that reason we examined various values of the relaxation times, from 0.1--0.5 ps, on the calculated transient response. It is found that as the relaxation times decrease, the effect of carrier heating on the temporal response becomes less significant and the HD model results approach that of the DD model as expected. At longer relaxation times, 0.4--0.5 ps, a fast response in the calculated output current is obtained.

In conclusion, the DD model poorly accounts for the temporal response of the current flow across a heterostructure, blocking Schottky contact due to the failure of the DD model to properly track the carrier energies and hence their respective currents. Using a more advanced HD model, which properly tracks the carrier energies, it is seen that much shorter rise and fall times are predicted, in closer agreement with experimental measurements made on an MSM device containing a similar heterostructure Schottky contact.
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Numerical Examination of Silicon Avalanche Photodiodes Operated in Charge Storage Mode

Joseph W. Parks, Jr. and Kevin F. Brennan

Abstract—The behavior of silicon-based avalanche photodiodes (APD's) operated in the charge storage mode is examined. In the charge storage mode, the diodes are periodically biased to a sub-breakdown voltage and then open-circuited. During this integration period, photo-exited and thermally generated carriers are accumulated within the structure. The dynamics of this accumulation and its effects upon the avalanching of the diode warrants a detailed, fully numerical analysis. The salient features of this investigation include device sensitivity to the input photo-current including the self-quenching effect of the diode and its limitations in sensing low light levels, the dependence of the response on the bulk lifetime and hence on the generation current within the device, the initial gain, transient response, dependence of the device uniformity upon performance, and the quantity of storible charge within the device. To achieve these tasks our device simulator, STEBS-2D, was utilized. A modified current-controlled boundary condition is employed which allows for the simulation of the isolated diode after the initial reset bias has been applied. With this boundary condition, it is possible to establish a steady-state voltage on the ohmic contact and then effectively remove the device from the external circuit while still including effects from surface recombination, trapped surface charge, and leakage current from the read-out electronics.

Index Terms—Avalanche photodiodes, numerical simulation.

I. INTRODUCTION

Avalanche photodiodes (APD's) arrays have received attention as a high-resolution, high-sensitivity alternative to charge-coupled devices (CCD's) for low light level and night vision sensing [1]–[3]. Although it is unclear as to whether these devices will be able to surpass the technologically mature CCD, advances in process uniformity may eventually allow large arrays of these devices to be incorporated in an active pixel sensor (APS) for very high resolution applications [4]. Toward this purpose, the APD is best utilized by configuring it in the charge storage mode where the device can collect charge over the entire integration period rather than just during the short sample/read-out time. In this mode the diode is initially biased to a potential somewhat below the breakdown voltage yet high enough that impact ionization is prevalent, the actual bias being design dependent. Following this reset period the external bias is removed, the diode is physically isolated from the circuit and, over time, recovers back to equilibrium. The length of time required for the diode to recover is dependent upon a number of parameters such as generation lifetime, quantity of signal and background radiation, and leakage to the read-out circuit. During the first stage of the recovery, the charge added to the diode can be multiplied within the high-field depletion region of the device and is stored within the internal capacitance of the junction. For very low light levels the gain is somewhat uniform throughout the assumed integration period of 10 ms. As a greater number of carriers are generated within the device, however, the stored charge begins to lower the internal bias of the device by filling the depleted space charge region. Hence, the amount of avalanche gain drops in a complex, nonlinear fashion throughout the integration period. This is the previously reported self-quenching mechanism which provides excellent anti-blooming [5]. Furthermore, due to its high sensitivity at low light levels and low gain at high levels, this device provides a response well matched to the sensitivity of the human eye.

Most previous analyses of the charge storage configuration of diodes have relied on analytical approximations to the underlying physical problem [2], [6]. In this study, we numerically examine the operation of the APD using a drift-diffusion simulator which self-consistently solves the Poisson and the current continuity equations. Usage of a completely numerical approach obviates the need for many of the simplifying approximations typically employed. Additionally, nonlinear features such as the field dependent ionization rates and mobilities can be included directly into the simulation.

The primary objective of this work is to provide a general picture of the operation of charge-storage APD's for sensing low light level signals. This is obtained with a light-in to signal-out perspective using a realistic night sky illumination spectrum as an input to the model. The material system of interest here is silicon due to the ease of integration into either APS or CCD technology. Although silicon is particularly inefficient over the wavelengths of interest, it is still the best current option due to the maturity of its technology. Emerging commercial applications such as automotive night time driving aids will most likely rely on silicon-based imagers due to the low cost of the technology and its moderately low dark currents at room temperature.

For comparison, the simulations are performed using two different generic APD designs. First, a reach-through avalanche photodiode (RAPD) design which combines the features of high quantum efficiency and short response time by dividing the voltage drop between a high field multiplication...
region and a low field drift region is simulated. Next, a standard p-n junction diode in which the majority of the depletion region supports a high electric field is examined. The response and charge storage capabilities of these two designs differ in the manner in which the depletion region is filled during recovery. Using these designs as a test bed, several numerical experiments are performed. Specifically, we examine the diode sensitivity to various levels of input photocurrent, determine the quantity of storable charge within the structure, observe the dependence of the bulk generation lifetime on the device performance, and provide an analysis of the transient response of the device.

II. MODEL DESCRIPTION

A. Electrical Model

To better understand the performance of APD's operating in the charge storage mode, the sample APD device structures are simulated using the drift-diffusion subset of the Semiconductor Total Energy Balance in Two-Dimension (STEB-2D) model [7], [8]. In this model, Poisson's equation and the electron and hole continuity equations are solved self-consistently to give the electric potential and the carrier concentrations within the device. It is believed that the drift-diffusion model is sufficient for examining these structures due to the fact that the characteristic dimensions are on the order of microns where the physics of nonstationary transport can be generally neglected. The resulting fundamental partial differential equations used within this study to describe the homogeneous system are

\[ \nabla (\varepsilon \nabla \Psi) = \frac{q}{\varepsilon_0} (p - n + N_d^+ - N_a^-) \quad (1) \]

\[ -\frac{1}{q} \nabla \cdot J_n - G_n + R_n + \frac{\partial n}{\partial t} = 0 \quad (2) \]

\[ -\frac{1}{q} \nabla \cdot J_p - G_p + R_p + \frac{\partial p}{\partial t} = 0 \quad (3) \]

\[ J_n = q \mu_n n E + qD_n \nabla n \quad (4) \]

\[ J_p = q \mu_p p E - qD_p \nabla p \quad (5) \]

where the system variables have their usual representation. The recombinative terms, \( R_{n/p} \), include the sum of SRH, Auger and radiative rates [9]. Note that these are predominately generative under reverse bias conditions. The usual field dependent electron and hole mobility models are also used for silicon [9] and the diffusivities follow the Einstein relation.

The generation rates within the device are the important mechanisms which drive the diode toward its equilibrium state. Within this model, these entail the sum of photo-generation and impact ionization rates. The photo-generation rate follows an exponential decay into the crystal given by

\[ G_{ph} = \sum I(\lambda_i) e^{-\alpha(\lambda_i)d} \quad (6) \]

where \( I(\lambda) \) is the density of incident photons at wavelength \( \lambda \) and \( \alpha(\lambda) \) is the wavelength dependent absorption rate. The impact ionization rate follows the standard field dependent model

\[ G_{li(n/p)} = \frac{1}{q} \left| J_{li(n/p)} \right| \alpha_{li(n/p)} e^{-\left( \frac{E_{in}(n/p)}{E_{in}^{th}} \right)^s} \quad (7) \]

with the electric field magnitude in the direction of the carrier flux given as \( E_\parallel \).

The system of equations given by (1)-(5) is nonuniformly discretized using a rectangular control-volume finite-difference method [10]. The resulting system of equations is linearized using a multi-dimensional Newton's method and is solved using the NSPCG mathematics library for nonsymmetric systems [11].

B. Boundary Condition

Typically, when modeling ohmic contacts within a semiconductor device, the boundary condition along the periphery of the simulation domain is mathematically treated as a Dirichlet boundary where the electrostatic potential is set to a constant value for a given time step. This configuration implicitly assumes that the semiconductor device under investigation can be numerically treated as a voltage controlled current source. There are situations, however, when a more appropriate description of the boundary involves specifying the current at the contact rather than the potential. One such application is the examination of the reverse recovery within a diode.

Several simulation techniques which incorporate current-controlled boundaries have been reported [12], [13]. These models rely upon the specification of an external circuit to regulate the current flow out of the contact. In this manner, the potential remains the controlled variable while the carrier concentrations are established using the combined assumptions of charge neutrality and carrier equilibrium at the contact. These techniques are applicable for the transient analysis of a device so long as the displacement current is accounted for within the simulation, the device remains under bias, and the load resistance from the external circuit remains sufficiently low.

Modeling the reverse recovery of an APD, however, involves removing the reset bias and open-circuiting the device. This produces both physical and numerical ramifications which cannot be adequately handled with an external circuit. When the diode is electrically isolated after the initial reset bias has been established, the voltage at the cathode floats. The metal contact is physically disconnected from the infinite source of carriers previously supplied by the external voltage source. Thus, the infinite surface recombination implicit in the standard ohmic boundary is no longer applicable and the assumption of carrier equilibrium at the contact will no longer hold. Additionally, modeling the open-circuited device by using an arbitrarily large load resistance between the contacts produces numerical instabilities arising from the round-off error associated with the calculation of the terminal currents. Furthermore, the cathode voltage is determined solely by the distribution of charge within the diode itself, not by the connection to an external circuit.

Of primary concern is establishing a consistent boundary condition which physically models the recovery process within
the diode. The dissemination of the external current into the respective electron and hole currents at an ohmic contact is a nontrivial problem which is not well defined on the macroscopic level. For simplicity, one method of partitioning the currents is to assume that the total current is distributed into the electron and hole components relative to their respective densities at the contact. This is the approach previously reported in the PC-1D model [14], and can be expressed as

\[ \frac{n}{n + p} \cdot J_p - \frac{p}{n + p} \cdot J_n = qR_{surf}. \] (8)

The surface recombination rate, \( R_{surf} \), given by the usual expressions [9], accounts for the influence of traps and dangling bonds at the semiconductor-metal interface. The additional constraints placed upon the system are

\[ J_n + J_p = J_{ext} \] (9)

\[ \frac{\partial \Psi}{\partial n} = Q_{int} \] (10)

which simply states that the external current is equal to the sum of the carrier currents at the contact and that the gradient of the potential at the contact is proportional to any charge at the interface. Combining (8) and (9) yields expressions setting the distribution of currents into a contact

\[ J_p = qR_{surf} + \frac{p}{n + p} \cdot J_{ext} \] (11)

\[ J_n = -qR_{surf} + \frac{n}{n + p} \cdot J_{ext}. \] (12)

These current densities are used directly within the control volume formulation of the discretized continuity equations. A full two-dimensional (2-D) analysis of the diode archetypes used in this study is warranted if effects such as edge breakdown of the planar structure, gain nonuniformity either within a pixel or across pixels, or electrical crosstalk are of interest. However at this time, we are only interested in the charge storage related aspects of these devices and consequently it is possible to treat them as one-dimensional devices. This assumption allows the analysis to be independent of geometrical specifics, and most importantly, the external current density, \( J_{ext} \), at the current specified boundary condition is now proportional to the total current by the cross-sectional area of the contact. For 2-D device simulation, this boundary can be utilized either by equipartitioning the current densities between nodes along the contact, imposing an additional constraint upon the sum of the currents flowing out of adjacent nodes comprising the contact, or by using a technique involving the additional simulation of the contacting metal [15].

The photo-illumination model used in these simulations is representative of the moonless, cloudless night sky. The input spectrum is taken from experimental measurements which include the contributions from airglow, stars, and zodiacal light over the range of 0.3–1.1 \( \mu m \) with the nominal illumination of 5.4 \( \times \) 10^16 photons per cm^2 per second (ph/s) [16]. A standard wavelength-dependent absorption coefficient for silicon is also used [17]. The total thickness of both devices is set at 50 \( \mu m \), yielding an internal quantum efficiency of approximately 55% for this spectrum. The lateral dimensions of the diodes conform to typical pixel geometries of 25 \( \mu m \) \( \times \) 25 \( \mu m \).

### III. RESULTS OF SIMULATION

#### A. APD Devices

The principal objective behind modeling APD devices in this manner is to obtain a general picture of their performance when used in a flux integrating mode. To this end, two basic generic devices are examined. The first is a reach-through APD (RAPD) as illustrated in the inset of Fig. 1 [18], [19]. This diode consists of a 2-\( \mu m \) n+ cap layer above a 1.5-\( \mu m \) p-type multiplication layer. Below this is a large intrinsic layer and a thin highly-doped substrate making the entire structure 50 \( \mu m \) in length. By design during the initial reset, a large electric field exists in the p-type layer and a modest drift field is established in the intrinsic region. Because of the illumination spectrum and the geometry of the device, the majority of the carriers are generated in the large intrinsic drift region where the electrons must be transported to the high field multiplication layer before the signal may be amplified through impact ionization. For a biased diode these photo-excited carriers are swept across the depletion region, collected at the contacts, and the signal is detected through the fluctuation in the external current within the circuit. However, for the case at hand there is no direct connection to the power supply during the integration period. The generated carriers are still transported across the depletion region where they may or may not undergo impact ionization depending on the magnitude and extent of the electric field. Following that, however, the charge is stored near the edges of the high field region within the device and does not interact with the external circuit. Therefore as charge accumulates within the depleted diode, the effective bias across the device is decreased, and hence drives the reverse recovery.

The second design under consideration is a simple p-n junction APD as shown in Fig. 2. This device is very similar to the first except there is no intrinsic drift region and the p-type doping extends for the full length of the device. All carriers generated in the undepleted area must diffuse to the high field region before impact ionizing. Although the diffusion process leads to a slower response than the field aided within
the RAPD, the temporal response of the device is not a key concern here due to the rather large charge collection times under consideration. Furthermore, since only a portion of the diode is depleted, the initial operating bias of the device is considerably lower. However, the nature of the diffusion process is in general omni-directional, therefore pixel crosstalk may be a concern and additional design complexity will be required to minimize image blurring.

B. APD Performance

The model described above is used to study the two sample APD devices. At the beginning of the simulation, the diodes are biased to their steady-state operating voltage. The bias is then removed and the current controlled boundary condition applied. At this point, the recovery of the diodes is numerically calculated. Within this study the photoresponse, effects of variations within the bulk lifetime, and the sensitivity of performance to the initial diode gain are numerically examined and comparison is made between the two device types.

During the application of the reset bias, energy is stored within the internal depletion capacitance of the diode. Once the reset bias is removed and the cathode voltage freely floats, several mechanisms operate to neutralize the displaced charge either through an external leakage current or from generation of charge within the device itself. In the present study, the external leakage current from the read-out circuitry, \( J_{\text{ext}} \), is neglected as is the surface recombination rate. The primary dark current source is the SRH mechanism due to the relative weakness of radiative and Auger recombination at the doping concentrations considered here. Except where specified, the SRH lifetimes for both electrons and holes are set at 100 \( \mu \text{s} \).

The first example we consider of the charge storage dynamics is for the case where photo-excited carriers are generated and collected within each device. Figs. 1 and 2 show the calculated reverse bias of the two diodes for illumination intensities ranging from 0.05 to 500 times the night sky spectrum \( (2.7 \times 10^{15} - 2.7 \times 10^{19} \text{ photons per cm}^2 \text{ p/s}) \). The considerable difference between the initial bias of the two devices is due exclusively to the additional potential required to deplete the intrinsic region of the RAPD owing to the fact that the breakdown field in the multiplication region should be essentially the same between the two. Initially, both structures are depleted and the initial gain is set to 15.

For the RAPD, there can be up to three regimes of operation depending upon the quantity of photo-illumination. As carriers are generated within the device, they are swept to the edges of the depletion region and stored. Additionally, any secondary carriers generated from impact ionization are also transported to the edge of the high field region. The total amount of charge which can be stored in the intrinsic region is approximately equal to the total amount of charge depleted during reset. The holes collected in the RAPD structure initially drift into the depleted intrinsic region. Due to the low doping, this region will fill rather quickly resulting in a rapid decrease in the calculated bias. This effect is evidenced in the simulation and can be observed directly from Fig. 1. For very low light levels the intrinsic region is never filled and a linear decrease in the bias is observed. However, this is not seen for higher illumination since the intrinsic region is quickly filled by stored charge. To increase the amount of storage in the drift region, the background doping can be moderately increased at the expense of the linearity and required initial bias. Up to the point of filling the intrinsic region, the gain within the device is essentially constant for all light levels. The second regime of operation occurs once the drift region has been filled and charge is stored at the edge of the high field multiplication region resulting in the degradation of the gain within the device. This reduction in gain is again dependent on the rapidity of charge being added to the structure and for this device the internal gain is negligible when the bias drops below 10 \( \text{V} \). In the extreme case of high illumination intensity, the diode is completely restored to its equilibrium condition and then actually begins to become forward biased. Recombination processes prevent the diode from continued storage of charge once the diode becomes sufficiently forward biased.

The reverse recovery rate of the p-n diode decays in much the same way as the RAPD with the exception of the initial recovery as seen in Fig. 2. Since the diode doesn’t contain a low-doped drift region, the collected charge is immediately stored at the edge of the high field multiplication region. The total decay is quantitatively similar to the second regime of the RAPD. For the three lowest light levels, the voltage is essentially linear over the time frame of interest.

It is perhaps, more interesting to examine the actual stored charge within the device rather than the voltage drop resulting from its recovery. Typically, it is the stored charge which is sampled in the read-out circuitry [20]. Figs. 3 and 4 illustrate the total quantity of electron charge stored within each of the two devices as a function of integration time for the same variation in incident light levels as discussed above. During the first part of the integration, charge is collected in a linear fashion. As the total amount of charge increases, the gain begins to saturate resulting in an asymptotic square root dependence with time \[8\], \[19\]. However, this gain saturation is dependent upon the device being aptly biased. Once the diodes have recovered to the point where impact
ionization is negligible, a trend toward a linear recovery is again observed. This result is clearly seen in the figures for the highest illumination level. Following the full voltage recovery, any additional charge will tend to forward bias the device analogously to an open-circuited solar cell. As seen in the figure, the stored charge in the p-n junction device saturates very abruptly as the additional carriers quickly drive the narrow junction into a high level injection state. However in the RAPD, carriers can easily spread into the low-doped region thus increasing the total capacity of the device.

The next issue explored in characterizing the performance of flux integrating diodes is to look at how the Shockley–Read–Hall lifetime parameters affect the performance of the charge integration. For a CCD, it is absolutely critical that all defects be removed from the device if the transfer efficiency is to be near unity. Since the APD charge storage devices will be operated as pixels, it may be possible that lower grade material can be used than is necessary for CCD's. Simulations are performed with various generation lifetimes ranging from 10 ms to 10 μs [21]. Figs. 5 and 6 show the results of these simulations for the two devices under dark conditions where thermal generation is the sole source of additional carriers. As expected, the RAPD has a much higher rate of recovery due to the larger initial volume of the depletion region. As seen in Fig. 5, once the intrinsic region in the RAPD has been filled, the two devices recover at the same rate as exemplified in the 10-μs lifetime simulation. An interesting result of this study is that even the lowest photo-illumination rate, which is well below the clear night sky spectrum, produces a comparable amount of charge to that of the worst lifetime simulation which is a full three orders of magnitude lower than what is technologically achievable. This is a very promising result indicating that low-cost silicon technology may be applicable for room-temperature low light level sensing in this spectral range. Other narrow-gap material systems which would benefit from greater spectral response would most likely require expensive cooling to reduce the dark current, thus prohibiting its use in low cost applications.

A limiting factor in the application of APD arrays for low light level imaging is their lack of gain uniformity both within individual pixels or between various pixels in the array. Planar APD arrays suffer from pixel gain nonuniformity introduced either from processing variations within the devices, the edge breakdown suppression mechanism, or the dead regions arising
from device isolation. However, techniques which rely upon etching and grooves to isolate the devices have been demonstrated to possess good uniformity [22]. Also, the combined effects of saturation in high gain regions and the integration of flux over a relatively long time frame will tend to reduce the magnitude of the nonuniformity within a pixel.

Clearly, processing variations will limit the amount of uniformity between adjacent devices in an array, and subsequently will introduce a spread in the breakdown voltages between them. To examine the effects of nonuniformity between devices, this study also looks at the diode performance as a function of the initial bias. Fig. 7 illustrates the results of simulating the p-n diode under illumination for different initial bias and, hence, gain. As seen in the figure, during the beginning of the integration period, the devices behave linearly with the difference in stored charge being proportional to the difference in gain. As before, the stored charge begins to saturate as time increases. The time to the onset of saturation is inversely proportional to the square of the initial gain which is again consistent with the classical theory of biased APD's [19]. From the figure, it is observed that for moderate to high light levels, the importance of processing nonuniformities contributing to variations in the initial gain are reduced because of the self-quenching mechanisms inherent in the devices.

IV. CONCLUSIONS

The design of an APD array for use as an image sensor in the charge storage mode depends critically upon the structure of the basic diode prototype. In this study, two distinct silicon APD device designs are examined and an analysis of the operation of these devices in the charge storage mode is presented. In order to accurately model such diodes and to account for nonlinearities in their operation, an extensive numerical analysis is necessary. To properly model the recovery response using a numerical simulator, a new boundary condition is introduced. This new condition allows the external current of the device to be the specified, independent quantity, rather than the bias. With this, the voltage recovery of the floating contact of the diode may be directly observed without relying upon an arbitrary external circuit. Using the presented model with the new boundary condition, reach through and a p-n junction APD's are examined specifically to observe the diode recovery, the total stored charge, the influence of the recombination lifetimes, and the effect of initial device gain upon the transient response.

The two device designs recover in the same manner with a few notable exceptions. The RAPD requires a significantly higher reset bias in order to deplete the entire drift region. This drift region not only allows the carriers to move rapidly to the multiplication region, but the design will be advantageous in terms of pixel cross-talk whereas the standard p-n junction device may be prone to image blur unless additional isolation is employed between pixels. Furthermore, clever design of the RAPD device may allow for edge breakdown suppression [23]. In terms of charge storage, both devices show evidence of gain saturation during recovery due to the degradation of the internal bias resulting in a square root dependence of stored charge upon the integration time. As a large fraction of the bias is recovered, the carrier multiplication is extinguished, and both diodes begin to store charge at a linear response rate, albeit at unity gain. The maximum storage capacity of the devices is again dependent upon the device geometry. Since the RAPD requires a greater depletion of charge during reset, it has a larger capacity. Also, once the diodes have fully recovered, any additional accumulated charge acts to forward bias the devices. The overall capacity limit is set by the recombination processes and the distribution of charge within the forward biased devices. The RAPD will clearly go into a high level injection state far after the p-n junction device since the excess charge can easily be redistributed within the large, low-doped region. Thus, the RAPD device has a substantially larger total capacity. The dark response of the two devices is examined for recombination lifetimes between 10 ms and 10 μs. The recoveries of the two devices here are considerably different due to the vast difference between the volume of their depleted regions. For the RAPD, once the intrinsic drift region fills with charge, it is observed that the recovery continues at the same rate as the p-n junction device as expected.

Finally, the effects of initial gain are observed to impact the transient response of the device. Probably the largest limitation in the construction of APD arrays for low light level imaging arises from the lack of uniformity between pixels. Based on this, large scale arrays would be difficult to achieve. However, it is observed in this study that the sub-linear collection of the charge for large initial gains acts to cancel any discrepancy in accumulation caused by the dissimilarity of devices. Therefore, the effects of charge saturation when the devices are used in a flux integration mode, rather than using direct readout, will help reduce some of the problems associated with device nonuniformity in an APD array.
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A Smoothed Boundary Condition for Reducing Nonphysical Field Effects

Arlynn W. Smith, Joseph W. Parks, Jr., Joe N. Haralson II, and Kevin F. Brennan

Abstract—In this paper, we examine the problem associated with abruptly mixing boundary conditions in the context of a two-dimensional semiconductor device simulator. Explicitly, this paper addresses the transition between an ohmic-type Dirichlet condition and a passivated Neumann boundary. In the traditional setting, the details of the transition between the two boundary types are not addressed and an abrupt transition is assumed. Subsequently, the calculated observables (most notably the potential) exhibit discontinuous derivatives near the surface at the point where the boundary type switches. This paper proposes an alternative condition which models the progression between the two boundary types through the use of a finite length, smoothed boundary whereby the numerical discontinuities are eliminated. The physical and mathematical basis for this smoothed boundary condition is discussed and examples of the technique's implementation given. It is found that the proposed boundary condition is numerically efficient and can be implemented in pre-existing device simulators with relative ease.

Index Terms—Boundary conditions, macroscopic device simulation.

In the two-dimensional (2-D) simulation of semiconductor devices such as metal–semiconductor–metal (MSM) photodetectors [1]–[3], MOSFET's, etc., there is often a switching of boundary conditions along the lateral surface of the device between a metal contact and a passivated region. Due to the nature of how these boundaries are modeled, the mathematics forces a change from a Dirichlet- to a Neumann-type boundary condition somewhere along the edge of the device. Application of a mixed Dirichlet and Neumann boundary condition could, in principle, rectify this problem. However, an unambiguous specification of this transition throughout the contact surface introduces an additional constraint. To our knowledge, specification of this additional constraint cannot be simply derived or formulated with much accuracy. Typically, the change in boundary condition is treated as an ideal, abrupt transition for lack of a better description and further knowledge of the nature of the interface. The calculated observables, therefore, can exhibit discontinuous derivatives laterally along the boundary. This poses a multifaceted problem based on both physical and mathematical grounds. For instance, as the applied bias on the conduction contact is increased, the discontinuity in the boundary condition leads to the prediction of very high, nonphysically based electric field spikes near the interface discontinuity. The erroneously calculated electric field magnitude can then dramatically affect such parameters as the impact ionization and tunneling rates and the mobility resulting in the possibly incorrect estimation of carrier transport and breakdown effects. Continued mesh refinement only exacerbates the problem by making the finite difference approximations to the derivatives more singular. Additionally, output current characteristics are often desired at the metal contact. The presence of these discontinuous derivatives makes the calculation of the current at the edge of the metal difficult [4], [5]. From a mathematical point of view, the Laplacian operator in Poisson's equation requires that the potential be at least C^1 continuous within the simulation domain and along the domain boundary. Using the abrupt interface between boundary conditions does not preserve the required continuity, and thus fails to guarantee the correct solution of the equation. This is exemplified numerically through unbounded or oscillating solutions whereby the system never reaches a converged result. One very simplistic means of reducing the unwanted discontinuities is to use a coarse mesh in the vicinity of the boundary change. Doing that, however, can remove the possibility of accurately capturing the true physics of the device such as current crowding effects.

Alternatively, a physically accurate treatment of the contact metallization is impractical. A pictorial example of the difference between an abrupt and a more physically realizable metallization pattern is given in Fig. 1. An accurate incorporation of the "tailing" of the metal is difficult to implement. First, the conductivity of the metal as a function of the distance from the edge of the contact and applied bias is generally not known. Moreover, and more importantly, the approximation of an equipotential surface breaks down as the metal is thinned. As the work function of the metal is used to pin the Fermi level of the underlying material, any deviations from an equipotential surface in the metal leads to a violation of the assumptions used in the derivation of an ideal ohmic contact. Simulators which specify a finite resistivity for the metal, but then fix the potential and carrier concentration to values based on an ideal ohmic contact [6], only address current flow to an external circuit, not the problem of an abrupt change in the boundary condition. It is this last concern that we wish to address.

In the modeling of devices, it is important to construct an approach which accurately determines the magnitude of the electric field along the lateral direction in the near vicinity of a metal–semiconductor or metal–insulator interface. This technique should remove any
interface, and hence will affect the magnitude of the electric field in the simulation. The introduction of the smoothed boundary condition was simulated to biases exceeding 12 V, while the device with an abrupt boundary condition was simulated to biases exceeding 4500 A. Fig. 2 displays the calculated potential along the lateral direction at the top of the device for the abrupt condition and for several values of $\mathrm{LC}$ as a percentage of the metal thickness. From the figure it is clearly seen that employing the smoothed boundary condition has not appreciably altered the overall potential profile of the device. However, near the interface where the smoothed boundary condition has been used, a difference is observed. The inset of Fig. 2 illustrates the potential in the immediate neighborhood of the abrupt discontinuity. For the case of the abrupt boundary transition, the slope of the potential is discontinuous while the smoothed boundary condition obeys the requirements which were imposed by the cubic polynomial given by (1) and (2).

Figs. 3 and 4 show the calculated magnitude and vector direction of the electric field at a bias of 12 V for both the abrupt transition and a case where a 10% smoothed boundary is used. Only a very small portion of the device is shown to emphasize the boundary transition. Looking at the overall device, it is observed that the field spike is confined to a very small region near the surface, and that the field even one tenth of a micron away from the contact is essentially unchanged. For the MIS structure under consideration, the field discontinuity is on the oxide surface and, subsequently, both the abrupt and the smoothed cases give roughly the same field inside the semiconductor. The large spike in the abrupt case clearly originates from the discontinuity. In the smoothed case, the spike has been removed yielding a more physically realistic electric field at the interface. The vector plots illustrate that the direction of the field changes in a consistent and continuous manner using the smoothed boundary condition. When the abrupt boundary condition is employed, the field direction undergoes a very sudden and dramatic shift in direction near the metal contact as can be seen from Fig. 3. In terms of convergence, the smoothed boundary, as a direct result of removing the numerical discontinuity, enables device simulation up to much higher biases. For example, the device with an abrupt boundary condition given in Fig. 3 did not yield a converged solution for biases greater than 12 V, while the device with the smoothed boundary condition was simulated to biases exceeding 60 V. The ability to simulate high voltage conditions is often very important as, for example, in the case of avalanche photodiodes.

By performing several simulations, it is further observed that additional mesh refinement directly, and undesirably, impacts the magnitude of the field for the abrupt case while the smoothed condition is insensitive to additional refinement. To illustrate the stability of this simulation with the new boundary condition, the maximum electric field as a function of grid refinement is plotted in Fig. 5 at a constant value of $\mathrm{LC}$. As can be seen from inspection of Fig. 5, when the new boundary condition is employed, the numerical artifacts produced through the discretization of the model equations without severely changing the overall characteristics of the device. In order to improve the predictive capability of numerical device simulators for structures which contain an abrupt boundary condition, we propose a new technique for smoothing the boundary condition based on both physical and mathematical arguments. Rather than having an abrupt switch in boundary condition, a short transition, or "smoothed," boundary is employed. The only premise behind this contact type lies in ensuring the conservation of the required continuity along the periphery of the simulation domain. The parameters used for the calculated observables on either side of the smoothed contact are given by the traditional boundary types. The smoothed contact requires the continuity of the potential and its first derivative along the lateral direction at either edge of the boundary to be maintained. With respect to Fig. 1, the following four conditions are mandated:

\[ \begin{align*}
\Psi(x_1) &= \Psi_1 & \Psi'(x_1) &= \Psi'_1 \\
\Psi(x_2) &= \Psi_2 & \Psi'(x_2) &= \Psi'_2.
\end{align*} \]  

(1)

The simplest functional dependence which forces this condition is a cubic polynomial. Substituting the requirements of (1) into the cubic yields an expression for the smoothed potential along the surface of the device

\[ \begin{align*}
\Psi(x) &= \left[2(\Psi_1 - \Psi_2) + \Psi'_1 LC + \Psi'_2 LC \right] \frac{(x - x_1)^3}{LC^3} \\
&+ \left[\Psi'_1 - \Psi'_2 + \frac{6(\Psi_2 - \Psi_1)}{2LC} - 3\Psi'_1 LC - 3\Psi'_2 LC \right] \frac{(x - x_1)^2}{2LC^2} \\
&+ \Psi_1 (x - x_1) + \Psi_2
\end{align*} \]

(2)

where $\mathrm{LC} = x_2 - x_1$ is the length of the smoothed boundary. The values of $\Psi_1$ and $\Psi_2$ are obtained from the solution of the previous iteration, while $\Psi'_1$ and $\Psi'_2$ are first order finite difference approximations to the derivatives using the first two nodes outside the smooth regime. For the case presently under examination, the conditions on the metal side of the contact reduce to the applied bias and zero for $\Psi$ and $\Psi'$, respectively. This new boundary type is treated as a Dirichlet contact and is implemented similarly to a metal contact. The overall system of equations is solved self-consistently over the entire simulation domain using this smoothed boundary, thereby assuring that the values for the potential are accurately calculated.

The simplicity of this technique lies in the fact that the only requirement on the boundary is the maintenance of the continuity of the potential. The aforementioned spikes arise from the inaccurate description of the boundary transition which is physically continuous yet often treated in a discontinuous manner. An increase in the magnitude of the electric field at the boundary interface is expected on physical grounds, but the standard treatment of the interface introduces an additional, purely numerical, spike at the discontinuity. The introduction of the smoothed boundary immediately introduces the required continuity, thus eliminating the numerically generated spike. This is guaranteed regardless of the length of the smoothed contact, provided that the domain discretization is sufficiently dense to accurately capture the nature of the transition. Additionally, this technique, unlike the abrupt case, is stable in the sense that continued mesh refinement about the transition will not greatly alter the results of the simulation.

Before simulations can be made utilizing this new boundary type, the additional degree of freedom embodied in the adjustable parameter $\mathrm{LC}$ needs to be specified. The size of the smoothed contact influences the distribution of the potential in the vicinity of the interface, and hence will affect the magnitude of the electric field in that region. A device with a very short transition length will develop a rather large, physically accurate, field near the interface. Conversely, a device with a large transition length will have a lower overall field magnitude. The proposed smoothed boundary model predicts this trend in the field behavior, whereas the standard practice of using a discontinuous boundary does not. Under ideal conditions, an empirically based estimate for the "tail" length would be directly used as the smoothed boundary length in the calculation, requiring direct experimental measurement of $\mathrm{LC}$. This would yield the best results for the most detailed analysis. However, recognizing that an exact value of this parameter is often unavailable, we have considered using a value of $\mathrm{LC}$ which is some fraction of the metal thickness of the ohmic contact. In this case, the actual numerical value is somewhat arbitrary, but it is seen that a modest range of values for $\mathrm{LC}$ exists such that the erroneous spikes are removed without greatly undermining the true field present within the device.

Fig. 1 shows a test device used to compare the effects of a smoothed boundary condition to that of an abrupt change in boundary type. The physical dimensions of the device are given in the figure, and the thickness of the ohmic metal contact is assumed to be 4500 Å. Fig. 2 displays the calculated potential along the lateral direction at the top of the device for the abrupt condition and for several values of $\mathrm{LC}$ as a percentage of the metal thickness. From the figure it is clearly seen that employing the smoothed boundary condition has not appreciably altered the overall potential profile of the device. However, near the interface where the smoothed boundary condition has been used, a difference is observed. The inset of Fig. 2 illustrates the potential in the immediate neighborhood of the abrupt discontinuity. For the case of the abrupt boundary transition, the slope of the potential is discontinuous while the smoothed boundary condition obeys the requirements which were imposed by the cubic polynomial given by (1) and (2).

Figs. 3 and 4 show the calculated magnitude and vector direction of the electric field at a bias of 12 V for both the abrupt transition and a case where a 10% smoothed boundary is used. Only a very small portion of the device is shown to emphasize the boundary transition. Looking at the overall device, it is observed that the field spike is confined to a very small region near the surface, and that the field even one tenth of a micron away from the contact is essentially unchanged. For the MIS structure under consideration, the field discontinuity is on the oxide surface and, subsequently, both the abrupt and the smoothed cases give roughly the same field inside the semiconductor. The large spike in the abrupt case clearly originates from the discontinuity. In the smoothed case, the spike has been removed yielding a more physically realistic electric field at the interface. The vector plots illustrate that the direction of the field changes in a consistent and continuous manner using the smoothed boundary condition. When the abrupt boundary condition is employed, the field direction undergoes a very sudden and dramatic shift in direction near the metal contact as can be seen from Fig. 3. In terms of convergence, the smoothed boundary, as a direct result of removing the numerical discontinuity, enables device simulation up to much higher biases. For example, the device with an abrupt boundary condition given in Fig. 3 did not yield a converged solution for biases greater than 12 V, while the device with the smoothed boundary condition was simulated to biases exceeding 60 V. The ability to simulate high voltage conditions is often very important as, for example, in the case of avalanche photodiodes.

By performing several simulations, it is further observed that additional mesh refinement directly, and undesirably, impacts the magnitude of the field for the abrupt case while the smoothed condition is insensitive to additional refinement. To illustrate the stability of this simulation with the new boundary condition, the maximum electric field as a function of grid refinement is plotted in Fig. 5 at a constant value of $\mathrm{LC}$. As can be seen from inspection of Fig. 5, when the new boundary condition is employed, the
Fig. 2. Electrostatic potential along the top surface of the simulation domain in the region of the boundary transition. The potential for several values of LC in addition to the abrupt case are given. The inset shows an enlarged portion of the graph in the immediate vicinity of the transition.

Fig. 3. Magnitude and vector plot of the electric field for the abrupt transition near the top surface of the device.

As previously mentioned, the distance over which the boundary is smoothed, LC, is expected to alter the final results of the simulation. This is shown graphically in Fig. 6 for the device under consideration. Here, the maximum electric field is plotted against the length of the smoothed boundary at a bias of 4 V. For the range of LC considered here, the electric field varies by about a factor of three with an observed saturation for large values. This range is due to the difference between the physically realistic potential profiles and is not a consequence of numerical error as seen in the abrupt case. Even if the length of the smoothed boundary is completely

maximum electric field remains essentially unchanged with grid refinement. Alternatively, if the standard approach is employed, the maximum electric field greatly increases with increasing grid refinement. As discussed above, the difference in the maximum electric field between the two methods is due to the mathematical error introduced in the abrupt formulation. In the limit of a very coarse mesh, both techniques converge to the same maximum electric field. Therefore, the application of the new boundary condition results in an unambiguous specification of the magnitude of the electric field independent of the degree of mesh refinement.
unknown, the maximum uncertainty in the estimation of the field is still considerably smaller than that associated with using the abrupt boundary condition. The smoothed boundary, therefore, is again seen to be an improvement over the standard discontinuous model.

We have presented a new approach for modeling a change in the boundary condition along the lateral direction of a metal–semiconductor or metal–insulator interface. The technique introduces a small interface region between the two incompatible boundary types which is designed to ensure the necessary continuity of the potential and its first derivative along the lateral direction at both ends of the smoothed boundary. Using this new technique, it is observed that the electric field at the interface becomes insensitive to the degree of mesh refinement, as opposed to the case of an abrupt transition where the magnitude varies strongly with the mesh. Therefore, the new method leads to an unambiguous specification of the magnitude of the electric field, resulting in a more accurate and physically realistic description of the device performance. Just as the values of the device geometry and doping profiles must be known prior to conducting a simulation of a device, the additional parameter $LC$ must be specified. As is often the case with other geometrical features of a device, the exact value of $LC$ may not be known to within any great accuracy as it corresponds to the length of the metal “tail” of the conducting contact. It is observed, however, for the values of $LC$ considered in this paper that the “smoothed” boundary does not substantially affect the magnitude of the electric field within the semiconductor.
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Theoretical Calculations of Charge Confinement in a pn−np Heterojunction Acoustic Charge Transport Device
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Abstract — An alternative structure for heterojunction acoustic charge transport (HACT) devices has been devised and analyzed. The structure uses a pn−np doping profile near the surface of the device to create a charge transport layer and provide top vertical confinement. This is contrary to previous n-type HACT structures which rely on residual surface states and a heterojunction discontinuity for the same functions. The use of the pn−np doping as the channel depletion mechanism makes the device insensitive to the residual surface state density, thus providing a more robust design. In addition, the use of the back np junction enables widening of the transport layer thereby increasing the amount of charge that can be transported by the acoustic wave. As a result of the increased charge capacity it is expected that the pn−np ACT device will exhibit a greater dynamic range and current than previous HACT designs. The analysis of the device structure is accomplished herein using a two dimensional hydrodynamic simulation code, Semiconductor Total Energy Balance Simulator in two Dimensions (STEBS-2D), which has been modified to account for the potential created by the surface acoustic wave. The calculated results indicate that an order of magnitude enhancement in charge capacity is possible using the new structure. Transfer efficiency calculations for several different lifetimes in the transport layer show high efficiency values, greater than 79's efficient with a Shockley Read Hall lifetime of 10 nsec.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon_r )</td>
<td>Relative permittivity of semiconductor.</td>
</tr>
<tr>
<td>( \varepsilon_0 )</td>
<td>Permittivity of free space.</td>
</tr>
<tr>
<td>( q )</td>
<td>Electronic charge.</td>
</tr>
<tr>
<td>( \psi )</td>
<td>Electrostatic potential.</td>
</tr>
<tr>
<td>( p )</td>
<td>Hole concentration.</td>
</tr>
<tr>
<td>( n )</td>
<td>Electron concentration.</td>
</tr>
<tr>
<td>( N_d^+ )</td>
<td>Ionized donar concentration.</td>
</tr>
<tr>
<td>( N_a^- )</td>
<td>Ionized acceptor concentration.</td>
</tr>
<tr>
<td>( \Gamma_{SAW} )</td>
<td>Effective doping due to surface acoustic wave.</td>
</tr>
<tr>
<td>( t )</td>
<td>Time.</td>
</tr>
<tr>
<td>( \nu_{0,p} )</td>
<td>Velocity of electrons and holes.</td>
</tr>
<tr>
<td>( R,G )</td>
<td>Recombination and Generation.</td>
</tr>
</tbody>
</table>

IEEE Log Number 9410170.

I. INTRODUCTION

HETEROJUNCTION acoustic charge transport (HACT) devices are promising candidates for analog signal processors and rf memories. The HACT device structure is just one of the two major forms of acoustic charge transport (ACT) devices, bulk and surface types. In bulk ACT structures charge is confined in the vertical direction (\~{}5 to 6 \( \mu \)m deep) using a bias potential created between a reverse-biased Schottky barrier and an applied back-gating potential. In HACT devices vertical confinement (< 1\( \mu \)m deep) is provided by discontinuities in the conduction band edge due to material changes. In both HACT and ACT devices lateral confinement and charge transport is accomplished using the potential created by a surface acoustic wave generated within the semiconductor. A schematic diagram of acoustic charge transport in a representative HACT structure is shown in Fig. 1. As can be seen from Fig. 1, the surface acoustic wave generated by a transducer on the surface of the semiconductor propagates through the structure pushing charge from the input contact over some distance for later extraction at an output contact.

The HACT structure offers several important advantages over a conventional buried channel ACT. The HACT device has less power dissipation, utilizes simpler channel isolation techniques, is self-biasing, and enables possible direct integration with other planar technologies [1]. These advantages are realized due to the shallower depth of confinement for the charge packet. Less input power is required because more efficient use of the surface acoustic wave (SAW) potential
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The purpose of this paper is to introduce and analyze an alternative HACT structure, hereafter called p-HACT, which is relatively insensitive to changes in residual surface concentration and to fluctuations in the doping concentration of the epitaxial layers. The proposed device structure utilizes a pn junction at the front surface to provide isolation from the surface charge and to create the top vertical confinement. A lightly doped n-type channel layer is then separated from the substrate by a p-type AlGaAs layer. The p-type AlGaAs serves two purposes: First, the band edge discontinuity provides the bottom part of the vertical confinement. Second, the p-type doping serves to complete the depletion of the transport layer. By using dopants to deplete the transport layer, channel thicknesses an order of magnitude larger than those obtained...

Fig. 1. Schematic diagram of a surface acoustic wave propagating in an epilayer structure.

is obtained from the shallower charge confinement. Channel isolation can be provided by mesa etching or proton isolation which would not be possible at a depth of 5 \( \mu m \). However, these advantages do not come without some penalty. In the conventional HACT (n-HACT) structure, shown in Fig. 2, the self-biasing of the device relies on residual surface states and very critical control of the doping in the layer structure. The one dimensional conduction band diagram, without any acoustic potential, for three different cases of residual surface charge for the n-HACT structure is displayed in Fig. 3, the surface charge densities are \(-1.0 \times 10^{12} \, \text{cm}^{-2}\), \(-1.5 \times 10^{12} \, \text{cm}^{-2}\), and \(-5.0 \times 10^{12} \, \text{cm}^{-2}\). The fermi level is at zero volts. Notice that at the lowest residual surface concentrations the channel is modulation doped by the dopants in the top AlGaAs layer. At moderate values of surface charge [2] the channel is depleted as required. This is the first surface state density for which we obtained charge confinement. As the surface charge increases the channel becomes more depleted.

The depth of the depletion region is controlled by the density of the surface states and the doping concentration in the layers below. The design goal is to have the doping concentration in the AlGaAs layer slightly larger than the fixed surface charge [1]. Once the surface states have been satisfied this will then provide a small amount of mobile charge for transport [1]. A major problem is that the resulting value of surface charge is not known \textit{apriori} i.e., different processing conditions or even different atmospheric conditions could change the final residual surface concentration.

Small variations in the doping concentrations within the layers can also upset the delicate charge balancing with the surface state density. Any of these deviations from perfect balance can cause large variations in the device performance. Relying on surface charge to deplete the channel layer also introduces a limit on the width of the transport layer, the surface charge acts over a small distance unless the material is lightly doped. A smaller transport layer thickness limits the charge capacity of the acoustic wave packet thereby decreasing the dynamic range of the device. Therefore, a need exists for a HACT device design which is insensitive to the residual surface states and has performance characteristics comparable to or greater than the current HACT structures which rely on the surface states and have limited channel widths. A structure which utilizes a pn junction at the surface to isolate the channel from surface states was proposed in reference [3]. However, the structure was never analyzed to determine the necessary doping profiles or the device characteristics. The structure proposed in this paper is an extension of the pn HACT configuration first described in reference [3].

Fig. 2. Epitaxial layer structure of a conventional n-type heterojunction acoustic charge transport device (n-HACT).

Fig. 3. One dimensional conduction band diagrams of the n-type HACT device with three different residual surface state concentrations, no acoustic potential.
in current HACT devices can be achieved, sensitivity to the surface states is reduced, and processing variations can be avoided.

The remainder of the paper will discuss the two dimensional device simulation code, Semiconductor Total Energy Balance Simulator (STEBS-2D), used for modeling the performance of the HACT structures. The charge packet size and shape for the two different HACT designs at one specific acoustic power level will then be compared for three different residual surface charge concentrations. Finally, transient simulations using several values of carrier lifetime in the channel layer provide a measure of the maximum charge transfer efficiency of the proposed structure.

II. DEVICE DESIGN

The layer structure and doping concentrations in the new p-type HACT, hereafter referred to as p-HACT, is shown in Fig. 4. The design consists of a top layer of p-type GaAs doped to $2.15 \times 10^{17}$ cm$^{-3}$ with a thickness of 50 nm, 50 nm n-type GaAs doped to $1.85 \times 10^{17}$ cm$^{-3}$ follows the cap layer. The channel layer is 300 nm of n-type GaAs doped to $1.0 \times 10^{15}$ cm$^{-3}$. The bottom vertical confinement layer is 100 nm of p-type Al$_{0.3}$Ga$_{0.7}$As with a doping concentration of $1.0 \times 10^{16}$ cm$^{-3}$. The substrate is n-type GaAs doped at $5.0 \times 10^{11}$ cm$^{-3}$. Alternatively a 2 #m GaAs buffer layer of the same doping concentration on a semi-insulating substrate can be used. The one dimensional conduction band diagram of the p-HACT, without the superimposed acoustic potential, for three different residual surface state concentrations is shown in Fig. 5, the surface state densities are $-5.0 \times 10^{12}$ cm$^{-2}$, $-1.0 \times 10^{12}$ cm$^{-2}$, and $-5.0 \times 10^{12}$ cm$^{-2}$ which differ from those used in the n-HACT simulation. Comparing Figs. 3 and 5 it is immediately apparent that the p-HACT structure is much less sensitive to fluctuations in the top surface charge; the band diagram does not change as the surface charge varies. Also note that the width of the transport layer has been increased by almost an order of magnitude, from 40 nm to 300 nm.

The maximum doping concentration in the two HACT structures is approximately the same for several reasons. First, it was found that when the doping concentrations in the first two layers was reduced the p-HACT became more sensitive to the surface state density. Similar behavior occurs for the n-HACT structure. Since the design goal is to produce a device insensitive to the surface state concentration, the doping concentrations in the top layers must remain fairly high. However, the doping concentration in these layers can not be increased to arbitrarily high values in either structure owing to the fact that the top surface of the HACT structure can not be highly conductive [1]. A highly conductive surface, such as a metal or highly doped semiconductor, will short out the surface acoustic wave propagating in the underlying semiconductor. This will be discussed at length in the next section. In the case of the n-HACT structure the doping concentration in the AlGaAs cap layer can not be raised too high because the layer will begin modulation doping the transport layer, similar to a HEMT. As the number of carriers increases in the channel due to the modulation doping the acoustic wave will be damped out, the perturbation due to the displacement charge from the surface acoustic wave will become too small compared to the background carrier concentration. In the p-HACT device,
high doping creates a very strongly depleted channel but the perturbation due to the acoustic wave is not great enough to cause significant lateral confinement. For this case the heavy doping strongly pins the energy bands in the channel region.

III. MODEL DESCRIPTION

The ability to model the HACT structure depends upon the assumption that the acoustic properties of the material can be treated as a perturbation to the electrical properties under specific conditions. The SAW potential is converted to an effective doping concentration and superimposed on the background concentration of the structure. This is more realistic than superimposing the SAW potential directly on the device potential because at the surface and deep within the substrate the SAW contributes little to the overall potential.

A. Electrical Model

The fundamental basis of our model is a two dimensional hydrodynamic device simulation code, STEBS-2D [4]. For the simulations presented here, the lattice temperature effects and electronic heat transfer have been neglected. The resulting partial differential equations describing the system and solved within the context of the hydrodynamic simulator are

\[
\nabla(p \nabla \psi) = \frac{q}{\varepsilon_0} (p - n + N_{d}^{-} - N_{a}^{+} + \Gamma_{SAW}) \tag{1}
\]

\[
\frac{\partial n}{\partial t} + \nabla \cdot (n \nu_n) = -R + G \tag{2}
\]

\[
\frac{\partial p}{\partial t} + \nabla \cdot (p \nu_p) = -R + G \tag{3}
\]

\[
n \nu_n = \mu_n \left[ -k_b T_e \Lambda_e \nabla n + n \nabla (\epsilon_e - \chi) + \frac{3}{2} n k_b T_e \Lambda_e \frac{\nabla m_n^*}{m_e^*} \right] \tag{4}
\]

(see (5) shown at the top of the page.)

Equation (1) is Poisson’s equation for the potential and includes the effective doping from the surface acoustic wave, $\Gamma_{SAW}$, as will be described. Equations (2) and (3) are the electron and hole current continuity equations. The electron and hole flux equations are given in (4) and (5). On the right hand side of (2) and (3), the generation/recombination terms (R and G) account for band to band, Auger, and Shockley-Read-Hall (SRH) recombination. The partial differential equations are discretized using the control volume method as described in [4], [5]. All material parameters i.e. bandgap, mobility, density of states, recombination parameters are determined using the formulas stated in PC-1D [6]. In addition, a thermionic-field emission boundary condition [7] for the currents is implemented at each material discontinuity. Interface states and recombination centers were assumed to be negligible at the material discontinuities. Equations (1)-(5), along with the appropriate boundary conditions for the device domain, are solved for the three fundamental variables $\psi$, $n$, and $p$.

In the simulations presented here four different boundary conditions are needed. The first is a grounded ohmic contact [8] at the back surface of the device. The second type of boundary condition is the symmetry boundary condition [8]. This is applied on both lateral sides of the simulation domain. This choice of boundary conditions will be explained further in the next section on modeling the acoustic wave. On the top surface two different types of boundary conditions are used. In the one dimensional simulations without the surface acoustic wave, Figs. 3 and 5, a free surface boundary condition is employed for the electrostatic potential. Its mathematical form is

\[
\epsilon_{semi} \frac{\partial \psi}{\partial X_i} = Q_{int} \tag{6}
\]

The parameter $\epsilon_{semi}$ is the semiconductor permittivity and $Q_{int}$ is the surface charge density and varies in the range $-5 \times 10^{11}$ to $-5 \times 10^{12}$ cm$^{-2}$. This range of surface charge density corresponds to approximately 1% of the dangling bonds being charged. Even though the SAW is expected to alter the surface state occupancy ($Q_{int}$), this has been neglected in the model due to the lack of information concerning the charged state profile. The boundary conditions for the carrier concentrations depend upon satisfying the continuity equations at the surface with respect to the surface recombination rate as,

\[
J_n = -q R_{surf} = -q \frac{S_{n} S_{p} (n p - n_{i}^2)}{S_{n} (n + n_{i}) + S_{p} (p + p_{i})} \cdot \delta(x) \tag{7}
\]

\[
J_p = q R_{surf} = q \frac{S_{n} S_{p} (n p - n_{i}^2)}{S_{n} (n + n_{i}) + S_{p} (p + p_{i})} \cdot \delta(x)
\]
SMITH et al.: THEORETICAL CALCULATIONS OF CHARGE CONFINEMENT

In the one dimensional simulations the value of the surface recombination rates \( R_{surf} \) used in (7) has been set to zero. Setting \( R_{surf} \) to zero is justified because the surface is not driven out of equilibrium. Therefore \( np = n_i^2 \) and no matter what the actual surface recombination velocities are the surface recombination rate evaluates to zero [8]. These one dimensional simulations then provided the value of the fermi level with respect to the intrinsic level which was used in the two dimensional simulations.

In the two dimensional simulations with the SAW the free surface boundary conditions given by (6) and (7) in the one dimensional case could be used with the modification that an extra term accounting for the acoustic displacement charge is added to (6). This is only done in the case of the n-HACT structure at the lowest residual surface state concentration. At the other surface state concentrations in the n-HACT structure and at all surface state concentrations in the p-HACT structure the free surface boundary condition is replaced by a pinned fermi level boundary condition. The value of the fermi level is fixed to the value calculated from the one dimensional simulation with the fixed surface charge. The use of either the free surface with charge boundary condition or the pinned fermi level boundary condition in these cases results in the same potential profile. The similar potential profile occurs because the SAW displacement charge is a very minor perturbation compared to the fixed surface states, only changing the fermi level by \( \sim 1.0 \times 10^{-5} \) volts.

Even in the n-HACT structure at the lowest surface state concentration and a modified free surface condition of (6) with the acoustic displacement, the potential profile within the channel is unchanged from that obtained with a fixed fermi level at the surface. However, the pinned fermi level boundary condition tends to speed the convergence of the solution.

The simulation domain is nonuniformly discretized using rectangular control volumes. The node placement is performed adaptively during the equilibrium portion of the simulation. The adaptive gridding depends upon the change in potential, changes in material types or boundary conditions, and fluctuations in the doping concentrations. Generally the adaptive gridding results in a mesh consisting of approximately 107 x 41 points. The system of equations is linearized using Newton's method. The resulting system is solved using an iterative approach known as the conjugate gradient squared and stabilized method [9]. The code for this accelerator was added to the NSPCG library for the solution of nonsymmetric systems of equations [10].

B. Modeling the Surface Acoustic Wave

As previously stated the acoustic wave potential provides lateral confinement and transports the charge. To utilize the maximum coupling coefficient between the mechanical and electrical components of the SAW power a wave propagating in the <110> direction on a [100] crystal structure is simulated. The SAW potential is calculated for the layer structures by the technique described in reference [11]. The resulting normalized potential as a function of distance from the surface for the p-HACT structure supporting a SAW with a power intensity of 1 mWatt/\( \lambda \) is depicted in Fig. 6. The magnitude of the SAW potential for two different surface conditions, a free surface and a metallized surface, are displayed. Notice that the SAW potential is completely shorted out at the surface for the metallized device while the SAW potential maximum occurs at the surface in the free surface structure. Fig. 6 can be used to explain why a highly conductive surface can not be used in the HACT structure, as mentioned above. The location of both the n-HACT and p-HACT channels lie between the origin and the vertical line in Fig. 6. The channels are located very close to the surface to take advantage of the high magnitude of the
Fig. 9. Equi-energy contour plots of the n-HACT structure with an applied surface acoustic wave and three different residual surface state concentrations: (a) \(-1.0 \times 10^{12} \text{ cm}^{-2}\), (b) \(-1.5 \times 10^{12} \text{ cm}^{-2}\).

SAW potential present in the free surface case. As the front surface doping concentration increases, the surface becomes conductive and the maximum magnitude of the SAW potential decreases in the immediate vicinity of the surface. Therefore, in the highly conductive surface device the SAW potential is insufficient near the surface to effectively transport charge.
As stated in Section III.B. the acoustic wave is modeled as a perturbation to the impurity doping density in Poisson's equation. The magnitude of the displacement charge resulting from the acoustic wave is obtained by the Laplacian of the wave potential and modulated by a sinusoidally varying function [12]

$$\Gamma_{saW}(x, y, t) = \frac{P_s}{q} \left[ k^2 \phi_{saW}(x) - \frac{\partial^2 \phi_{saW}(x)}{\partial x^2} \right] \cos(ky - \omega t)$$

(8)

The factor $P_s$ in (8) is a power scaling factor, indicating the SAW potential at the surface under free surface conditions, while $k$ is the wave number of the acoustic wave. Fig. 7 depicts the maximum displacement charge, $\Gamma_{SAW}(x, y, t)$, in the p-HACT structure for an acoustic wavelength of 10 $\mu$m, a $P_s$ of 4 [12], and a free surface boundary condition. Contrary to the smooth behavior of the displacement charge in the case of bulk ACT devices the displacement charge in the HACT case shows discontinuities due to the abrupt changes in the permittivity of the constituent material.

In the calculations presented below only one wavelength of the SAW will be simulated. The beginning and ending points are chosen at the potential minimums, thus creating a potential well to confine the electrons in the middle of the simulation domain. Provided the injected electrons do not greatly effect the shape of the SAW the choice of a symmetry boundary condition in the lateral directions can be justified.

C. Comparison with Previous Models

Several numerical models have been reported to simulate charge injection in bulk ACT devices [12]-[15]. One of the major aims of this work is to analyze the HACT structures so only a limited comparison of our model to previous ACT models is appropriate. The earlier bulk ACT models neglect the hole contribution to the solution. This implies that no carrier recombination takes place, and therefore the charge transfer efficiency would always be calculated to be unity. Our model enables a more realistic calculation of the charge transfer efficiency by including the hole transport equation to simulate recombination. Previous ACT models were concerned with simulating the injection process between the input ohmic contact on the surface and the acoustic transport channel in the bulk of the device. In the model presented here the desired amount of charge is added at a specific location very close to the surface in a very small time step (1 psec). Then two small time steps are sequentially performed allowing the charge to distribute itself within the SAW's well. The time steps used in the simulation are 0.1 and 0.5 nsec. After 0.6 nsec elapses the injected charge is then in steady state with the acoustic potential. Next the time steps are increased to calculate the charge transfer efficiency.

Simulation of an n-HACT structure has been reported by researchers at United Technologies Research Center (UTRC) [2], [16]. As in the case of the bulk ACT models the hole equation was removed from the UTRC solution domain. The charge injection in the UTRC model is similar to the method of injection adopted here. A major difference between the two models is the UTRC model uses top and bottom ground planes as boundary conditions for the top and bottom of the device. It is in these planes that image charge created by the injected electrons will reside. Using the model presented here, which
Fig. 10. Equi-energy contour plots of the p-HACT structure with an applied surface acoustic wave and three different residual surface state concentrations: (a) \(-5.0 \times 10^{11} \text{ cm}^{-2}\), (b) \(-1.0 \times 10^{12} \text{ cm}^{-2}\).

does not use ground planes, it will be shown that the image charge actually resides in the substrate just below the bottom heterojunction. Another major difference is in the calculation of the displacement charge. The UTRC model used a simple
expression for the displacement charge in the HACT channel,

\[ \Gamma_{saw}(x, y, t) = -\left(\frac{e}{4\pi\sigma}\right)\nabla^2(\phi_0 \cos(ky - \omega t)) \]  

(9)

where the constant \(\phi_0\) was set to 1. In the model presented here, which uses (8), the value of the power parameter, \(P_s\), would need to be set to an unusually high number as compared to that given in [12] to obtain the same potential profile as shown in [16]. The UTRC model and the model presented in this work both ignore the synchronous field created by the constant velocity of the SAW in the propagation direction [1].

IV. APPLICATION TO n-HACT AND p-HACT DEVICES

The one dimensional simulations, Figs. 3 and 5, depict the conduction band without any acoustic potential. These figures serve to highlight the effect of the surface state density for both the n-HACT and p-HACT structures. In this section these structures are simulated in two dimensions.
Fig. 13. Electron packet shape for the n-HACT structure with an applied surface acoustic wave, a residual surface state concentration of $-1.5 \times 10^{12} \text{cm}^{-2}$, and two injected carrier concentrations: (a) $1.0 \times 10^7 \text{electrons/cm}$ and (b) $5.0 \times 10^7 \text{electrons/cm}$. Notice the spreading in the case of $5.0 \times 10^7 \text{electrons/cm}$.

Fig. 14. Electron packet shape for the n-HACT structure with an applied surface acoustic wave, a residual surface state concentration of $-5.0 \times 10^{12} \text{cm}^{-2}$, and two injected carrier concentrations: (a) $5.0 \times 10^7 \text{electrons/cm}$ and (b) $1.0 \times 10^8 \text{electrons/cm}$.

with a superimposed SAW potential and injected charge to determine their charge capacity and charge transfer efficiency. The acoustic wave simulated has a wavelength of 10 μm, a frequency of 287.75 MHz, which leads to an acoustic velocity of 2877.5 m/sec.

Fig. 8(a) and (b) show energy surface plots of the steady state conduction band for the n-HACT and p-HACT structures with a surface state density of $-1.5 \times 10^{12} \text{cm}^{-2}$ and $-1.0 \times 10^{12} \text{cm}^{-2}$ respectively. The power scaling factor, $P_s$, for both structures was 4. These figures are useful for illustrating the potential well created by the SAW potential. Hereafter, the conduction band will be illustrated by using contour plots of the energy surface. Comparison of Fig. 8(a) and (b) shows that the well created in the p-HACT structure (Fig. 8(b)) is approximately an order of magnitude larger than the n-HACT structure. In the n-HACT structure the top and bottom vertical confinement is provided by the two heterojunction barriers.

As previously described, the top vertical confinement in the p-HACT structure is provided by the pn junction, with no abrupt change in the conduction band, and the bottom vertical confinement is formed by the heterojunction discontinuity.

Fig. 9(a)-(c) show the equi-energy contour levels for the n-HACT structure with a $P_s$ factor of 4 and surface state concentrations of $-1 \times 10^{12}$, $-1.5 \times 10^{12}$, and $-5.0 \times 10^{12} \text{cm}^{-2}$. The values of the lateral barrier created by the SAW and the value of the pinned fermi level at the front surface are given in Table I. Note that there exists only a very little lateral potential barrier at a surface concentration of $-1 \times 10^{12} \text{cm}^{-2}$. The value of the pinned fermi level in Table I for the n-HACT structure demonstrates again this structure's sensitivity to the surface state density. At a residual concentration of $-1.0 \times 10^{-12} \text{cm}^{-2}$ the level is 0.0895 eV, both the cap layer and channel layer are modulation doped by the AlGaAs. However, at residual concentration of $-1.5 \times 10^{-12} \text{cm}^{-2}$ the level has dropped to $-0.684 \text{eV}$ and the cap layer is now depleted. The steady state conduction band contours for the p-HACT structure with surface concentrations of $-5 \times 10^{11}$, $-1.0 \times 10^{12}$, and $-5.0 \times 10^{12} \text{cm}^{-2}$ are displayed in Fig. 10(a)-(c). As in the case of the n-HACT structures the $P_s$ value was
set to 4 and values of lateral barrier and pinned fermi level are listed in Table I. As seen from Fig. 10 and the values of the lateral barrier in Table I the surface concentration does not significantly change the shape of the potential well in the p-HACT structure.

To determine the maximum charge capacity of the potential well excess electrons are injected into the channel at the conduction band minimum. The structures are simulated until the electrons reach steady state with the acoustic potential. The number of injected electrons is increased until it appears that the electrons are not being confined within a single wavelength. Fig. 11 is an example of the electron charge packet shape when $10^6$ electrons/cm are injected into the middle of the simulation domain for the p-HACT structure. To determine the electron packet shape the electron density simulated at steady state was subtracted from the electron density simulated 0.6 nanoseconds after the charge was injected. The 0.6 nanoseconds is required for the electrons which are only injected at the middle to attain a steady state condition with the acoustic potential. Notice that the electrons are confined to the center of the simulation domain, which is the lowest part of the conduction band in Fig. 10. The width of the packet is approximately 2 $\mu$m wide in the propagation direction. As will be seen in the figures to be presented the width of the packet increases as the amount of injected charge increases. Also note in Fig. 11 that an image charge, i.e. removal of electrons, has been created in the substrate just below the confining heterojunction. This image charge will not be plotted in later figures, but the reader should be aware that it exists.

Fig. 12 shows the electron packet shape for $5 \times 10^6$ electrons/cm injected into the n-HACT structure with the lowest residual surface state concentration. The electrons are not confined to the middle of the simulation domain, but spread over the channel along the propagation direction. This indicates that this structure has exceeded its maximum capacity for SAW transport; there is no confinement in the propagation direction. Fig. 13 depicts the electron packet shape for the n-HACT structure with a residual surface state concentration of $-1.5 \times 10^{12}$ cm$^{-2}$ for two injected electron concentrations. Fig. 13 a is for a packet of $10^7$ electrons/cm. This is the maximum amount predicted
by the UTRC model for this structure. When the injected electron concentration is increased to $5 \times 10^7$ electrons/cm$^2$, Fig. 13(b), there is spreading of the packet over the entire simulation domain, indicating that the maximum capacity has been exceeded. Note that unlike the UTRC model the lack of confinement is due to the SAW potential not the heterojunction barrier. Fig. 14 displays the electron packet shape for the n-HACT structure with the highest residual surface state concentration. In this case the electron packet does not spread until the injected concentration reaches $10^8$ electrons/cm$^2$. Comparison of Figs. 13 and 14 shows that excess surface charge can lead to a small increase in the maximum charge capacity of the wells.

The electron packet shape obtained using the p-HACT structure with a residual surface state concentration of $1.0 \times 10^{12}$ cm$^{-2}$ and three different injected electron concentrations is shown in Fig. 15. For an injected electron concentration of $10^7$ electrons/cm$^2$, Fig. 15(a), the packet is confined within 5 μm of the simulation domain. Fig. 15(b) shows the packet confinement when $5 \times 10^7$ electrons/cm$^2$ are injected, even at $10^8$ electrons/cm$^2$, Fig. 15(c), the packet is still fairly well confined to the simulation domain. Due to the similarities in the characteristics of the p-HACT structure at other residual surface state densities charge packet shapes at other surface state concentrations will not be presented. Simulations at surface state densities of $1.0 \times 10^{11}$ and $1.0 \times 10^{13}$ cm$^{-2}$ also show similar insensitivity. Comparison of Figs. 13 and 15 shows that due to the larger channel thickness in the p-HACT structure the peak electron concentration density is approximately half of that obtained in the n-HACT structure for the same injected carrier concentration. These figures also show that for approximately the same surface concentration the p-HACT has a charge capacity which is nearly an order of magnitude higher than the n-HACT structure. The maximum charge capacity for the p-HACT structure is approximately the same as the n-HACT structure with a high residual surface concentration, as can be seen from a comparison of Figs. 14 and 15.

To determine the maximum charge transfer efficiency of the p-HACT structure electrons are injected into the channel layer in the same manner as for the packet shape calculations. The structure is simulated for $1 \times 1000$ wavelengths, 4 μsec, at different time intervals. The amount of electrons remaining in the packet was recorded to determine the transfer efficiency. The fraction of electrons remaining in the packet as a function of time is shown in Fig. 16 for three different values of SRH lifetime. At high SRH lifetimes the fraction of remaining electrons is very close to unity, indicating excellent charge transfer efficiency. The calculated charge transfer efficiency, given by the number of 9's in efficiency, as a function of SRH lifetime is given in Fig. 17. For a SRH lifetime of 0.1 nsec the structure has 5 9's transfer efficiency and increases to 8 9's for 1 μsec lifetime. However, this analysis does not include any interface recombination at
the heterojunction nor does it account for slow traps in the channel layer. Both of these effects will act to lower the charge transfer efficiency.

V. CONCLUSIONS

An alternative HACT structure which uses a pn- np doping profile to deplete the transport layer and isolate the channel from the residual surface states has been analyzed. The pn- np doping also leads to an increase in the channel thickness. The p-HACT structure is insensitive to the residual surface state effects. Charge capacity simulations show that the p-HACT structure is capable of nearly an order of magnitude improvement in electron capacity over the n-HACT structure at nearly the same residual surface concentration. Simulations also show that the charge transfer is 5 to 8 9's efficient if the recombination is limited by SRH lifetimes in the range of 0.1 nsec to 1 μsec. The p-HACT structure described in this paper has not been fully optimized, further calculations reveal that the doping in the first n-type layer may need to be reduced.

REFERENCES


William D. Hunt was born in Jackson, MS, on December 21, 1954. He received the B.S. in electrical engineering in 1985, and the M.S. in electrical engineering in 1990, both from the Georgia Institute of Technology, Atlanta, GA. He is currently employed by Pacific Monolithics, Inc., Sunnyvale, CA.

J. Stevenson Kennedy was born in St. Louis, MO, in 1962. He received the B.S. in electrical engineering in 1985, and the M.S. in electrical engineering in 1990, both from the Georgia Institute of Technology, Atlanta, GA. He is currently enrolled at Georgia Tech, pursuing the Ph.D. in electrical engineering.

He has over seven years of industry experience in microwave circuit and subsystem design, and has been employed by Electromagnetic Sciences, Inc., Scientific Atlanta and SPC Electronics America, Inc., all of Norcross, GA. He is currently employed by Pacific Monolithics, Inc., Sunnyvale, CA.

Kevin F. Brennan (S'84-M'84-SM'90) received the B.S. degree in physics from the Massachusetts Institute of Technology, Cambridge, MA, in 1978, and the M.S. degrees in physics and the Ph.D. degree in electrical engineering in 1980 and 1984, respectively, from the University of Illinois at Urbana-Champaign.

He is currently a Professor of Electrical and Computer Engineering at the Georgia Institute of Technology, Atlanta, GA. His current research interests include the theory and modeling of avalanche devices and confined state photomultipliers, the physics of impact ionization, nonlinear transport effects in semiconductors and heterostructures, plasmons in semiconductors, and the theory and modeling of acoustic charge transport devices. Dr. Brennan was awarded a Presidential Young Investigator Award through the National Science Foundation in 1988.
Rudy Benz was born in Detroit, MI, on February 22, 1962. He received the B.S. degree with honors in engineering science from the Pennsylvania State University, University Park, PA, in 1984, and the M.S. and Ph.D. degrees in physics from the Georgia Institute of Technology, Atlanta, GA, in 1988 and 1992, respectively. He is currently a research scientist at the Georgia Tech Research Institute. His research interests include the growth and characterization of II-VI and III-V semiconductors by molecular beam epitaxy, the surface kinetics of epitaxial growth, and the application of GaAs charge transfer devices to solid state imager applications.

Christopher J. Summers (M’82) was born in Oxford, England, on August 3, 1940. He received the B.S. and Ph.D. degrees in physics from Reading University, Reading, England, in 1962 and 1966, respectively. After holding postdoctoral fellowship positions at Reading University and Bell telephone Laboratories, he joined GTE Laboratories in 1970 as a member of the technical staff. In 1972, he moved to McDonnell Douglas Research Laboratories, where he became a Research Staff Scientist. He joined the Georgia Tech Research Institute, Atlanta, GA, in 1981 and is currently a GTRI Fellow and Chief of the Quantum Microstructures Branch. His current research interests include optoelectronic properties of heterostructures, molecular beam epitaxy of II-VI and III-V semiconductors, and the growth and characterization of phosphor materials.
NON-PARABOLIC HYDRODYNAMIC FORMULATIONS FOR THE SIMULATION OF INHOMOGENEOUS SEMICONDUCTOR DEVICES
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Abstract—Hydrodynamic models are becoming prevalent design tools for small scale devices and other devices in which high energy effects can dominate transport. Most current hydrodynamic models use a parabolic band approximation to obtain fairly simple conservation equations. Interest in accounting for band structure effects in hydrodynamic device simulation has begun to grow since parabolic models cannot fully describe the transport in state of the art devices due to the distribution populating non-parabolic states within the band. This paper presents two different non-parabolic formulations of the hydrodynamic model suitable for the simulation of inhomogeneous semiconductor devices. The first formulation uses the Kane dispersion relationship \( (hk)^2/2m = E \) for the dispersion relation. Hydrodynamic models which use the first formulation rely on the binomial expansion to obtain moment equations with closed form coefficients. This limits the energy range over which the model is valid. The power law formulation readily produces closed form coefficients similar to those obtained using the parabolic band approximation. However, the fitting parameters \((x, y)\) are only valid over a limited energy range. The physical significance of the band non-parabolicity is discussed as well as the advantages/disadvantages and approximations of the two non-parabolic models. A companion paper describes device simulations based on the three dispersion relationships: parabolic, Kane dispersion and power law dispersion. Copyright © 1996 Elsevier Science Ltd

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W )</td>
<td>carrier energy</td>
</tr>
<tr>
<td>( h )</td>
<td>Planck's constant divided by ( 2\pi )</td>
</tr>
<tr>
<td>( k )</td>
<td>reciprocal lattice vector</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>non-parabolicity factor under the Kane dispersion relation, positional dependent</td>
</tr>
<tr>
<td>( m )</td>
<td>carrier mass at the band edge, a constant but positional dependent</td>
</tr>
<tr>
<td>( x, y )</td>
<td>adjustable parameters for the power law dispersion relation, both positional dependent</td>
</tr>
<tr>
<td>( g(k) )</td>
<td>density of states in momentum space</td>
</tr>
<tr>
<td>( W_c )</td>
<td>conduction band edge</td>
</tr>
<tr>
<td>( E_r )</td>
<td>electron quasi-fermi level</td>
</tr>
<tr>
<td>( K_b )</td>
<td>Boltzmann's constant</td>
</tr>
<tr>
<td>( T_e )</td>
<td>electron temperature</td>
</tr>
<tr>
<td>( F )</td>
<td>Fermi integral of various order</td>
</tr>
<tr>
<td>( \mathcal{F}_\ell )</td>
<td>Fermi integral divided by gamma function</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>gamma function</td>
</tr>
<tr>
<td>( N_r )</td>
<td>effective density of states</td>
</tr>
<tr>
<td>( \eta )</td>
<td>reduced energy ((E_r - E_c)/(kT))</td>
</tr>
<tr>
<td>( E_a )</td>
<td>semiconductor band gap</td>
</tr>
<tr>
<td>( \nabla, \nabla )</td>
<td>gradient operator in physical space</td>
</tr>
<tr>
<td>( \nabla_k )</td>
<td>gradient operator in ( k ) space</td>
</tr>
<tr>
<td>( v )</td>
<td>group velocity</td>
</tr>
<tr>
<td>( f )</td>
<td>distribution function</td>
</tr>
<tr>
<td>( f_e )</td>
<td>equilibrium distribution function</td>
</tr>
<tr>
<td>( \tau )</td>
<td>relaxation time</td>
</tr>
<tr>
<td>( L_c )</td>
<td>conduction band potentials (electrostatic, affinity and band gap narrowing)</td>
</tr>
<tr>
<td>( n )</td>
<td>electron concentration</td>
</tr>
<tr>
<td>( I )</td>
<td>identity matrix</td>
</tr>
</tbody>
</table>

\[
g = \frac{1}{2\pi} \left( \frac{2m}{h^2} \right)^{1/2} \quad \mathcal{F} = 1 + 2aW \quad \mathcal{A} = 1 + 2aW
\]

1. INTRODUCTION

The use of hydrodynamic models for device simulation are becoming common as characteristic device dimensions continue to decrease. Hot electron effects can play a dominant role in carrier transport for high mobility semiconductors. Current hydrodynamic models consist of a set of conservation equations derived by taking moments of the Boltzmann transport equation (BTE). During the derivation of the conservation equations the parabolic band approximation is used to obtain rather simple coefficients on the forcing terms in the flux equations. By relying on the parabolic band approximation higher-order energy transport effects due to variation in the band structure are neglected. Interest in accounting for band structure effects in hydrodynamic device simulation has begun to grow because parabolic models cannot adequately account for high energy effects in semiconductors with
non-parabolic band structures. Non-parabolic band formulations have a history dating back to the 1950s[1--3]. However drift-diffusion models and more specifically hydrodynamic simulators with non-parabolic band formulations are a very recent topic of research.

Several non-parabolic hydrodynamic models have been reported for homogeneous material systems[4--7] using the Kane dispersion relationship[3]. The general functional form obtained is similar to parabolic hydrodynamic models with first-order corrections on the dispersion term. Azoff[8] derived a hydrodynamic model suitable for degenerate heterostructure semiconductors though the final form of the equations was not directly amenable to current device simulation codes. However, Azoff clearly showed that a forcing term due to a gradient in the non-parabolicity factor exists. Woolard et al.[9] presented a non-parabolic hydrodynamic model based on moments of the velocity and energy (u, W(h)) instead of the momentum and momentum squared (hk, k^2). This leads to a simpler energy conservation equation. However, the non-parabolic coefficient in the field term and the forcing terms due to non-uniform band structure were neglected in the other moment equations. Cassi and Ricco[10] introduced an alternative to the Kane relation in the form of a power law for the dispersion relationship. Instead of using the classical Kane dispersion relation relating the energy and momentum, the band was fit over a specified energy range using two adjustable parameters. The approximations and assumptions implied by assuming the power law formulation were absent. It will be shown below that the power law formulation of the dispersion relation leads to a more simplistic and compact formulation than the classical Kane expression.

The purpose of this paper is to introduce two non-parabolic hydrodynamic formulations suitable for the simulation of devices with inhomogeneous material layers. The final form of the conservation equations will be in a form which will allow incorporation into existing device simulation codes, similar to the parabolic formulation. These different formulations are based on different choices for the dispersion relationship, one uses the standard Kane dispersion for non-parabolic bands and the second uses a power law relationship[10]. For comparison the parabolic hydrodynamic formulation will also be presented. The form of the conservation equations are strongly affected by the non-parabolicity factor of the bands, the choice of the dispersion relationship and the assumptions made to simplify the coefficients. As in the case of the parabolic formulation, both non-parabolic formulations require estimates of higher-order moments to provide mathematical closure of the relationships. It will be shown that more physical insight can be obtained by examining the terms from the power law formulation due to their similarity to the parabolic formulation. The power law is advantageous in that the terms of the conservation equations are the same as in the parabolic formulation, except for a simple multiplicative constant when Boltzmann statistics are employed.

2. DISPERSION RELATIONS AND CARRIER CONCENTRATION

The two non-parabolic dispersion relations relating the energy to the momentum are:

\[ W(1 + \alpha W) = \frac{(hk)^2}{2m}, \quad xW^\alpha = \frac{(hk)^2}{2m}. \]  

(1)

Where \( \alpha \) is the non-parabolicity factor in the Kane dispersion relation. This parameter is usually calculated from a k = P perturbation approach to the band structure. The \( \alpha \) factor can also be estimated in terms of known parameters of the semiconductor[10]. The second non-parabolic dispersion relation is the power law formulation of Cassi and Ricco[10] which is not a first-order approach to the band structure compared to the Kane dispersion relation. Instead, the parameters \( x \) and \( y \) are obtained by a best fit to eqn (1a) over a specified energy range. In Ref. [10] this energy range was (1.5 eV, 3.0 eV) and the authors produced a very good fit for \( x = 0.4789 \), determined by inference from \( x \) and \( y \) and is reproduced in Fig. 1. The formulae for the carrier concentration using these two dispersion relations and assuming Fermi-Dirac statistics are (the binomial expansion has been employed for eqn (2a)):

\[ n = N_s(T_s)\left(\frac{3}{2}(\pi k_B T_s)^{1/2}\right)^3 \left(1 + \frac{3}{2}x k_B T_s \right)^{1/2} \]

**Fig. 1.** Dispersion relations for the Kane model (solid line, \( x = 0.4789 \)), the power law formulation (dashed line, \( x = 1.365, y = 1.52 \) fit over high energy, \( 1.5 \leq W \leq 3.0 \) eV) and the power law formulation (dotted line, \( x = 1.185, y = 1.052 \) fit over low energy, \( 0.0 \leq W \leq 0.2 \) eV). The insert shows the detail of the low energy range.
The power law fit at high energy, the deviation from the parabolic case is more than 82% and more than 87% from the $\alpha$ formulation. To explain this large difference the plots of the dispersion relations must be re-examined, Fig. 1. At high energy part of the curve the power law and $\alpha$ formulations have nearly identical dispersion relations. The insert in Fig. 1 shows the low energy range and shows the maximum deviation of the two curves. Though there is a greater deviation between the two curves at lower energy than at high energy, the maximum difference between the two curves is insufficient by itself to fully account for the large difference in the carrier concentrations. However, carrier concentration depends upon both the density of states and the distribution function. Since the distribution function weights more heavily to lower energy states, a mismatch at low energy is strongly reflected in the product of the distribution function times the density of states and subsequently the carrier concentration. Therefore, in order to obtain a matched value of the carrier concentration, it is critical to have a closer fit to the low energy range of the band. For comparison, a low energy fit was made using a different set of values for $x$ and $y$. $x = 1.185$ and $y = 1.052$. These values of $x$ and $y$ were determined by fitting the power law dispersion relation over the low energy range ($0.0 \, \text{eV} \leq W \leq 0.2 \, \text{eV}$). As can be seen from the inset of Fig. 1, the dispersion relations match very closely at low energy but deviate significantly at higher energy. Figure 2 also shows the calculated carrier concentrations for various reduced energy values using the low energy power law fit factors. Comparing the power law fit to the high energy range and applying the power law fit to the low energy range of the band produces concentration values which closely match those obtained using the $\alpha$ formulation.

### 3. PARTICLE FLUX EQUATIONS

The general flux ($\vartheta = \nu F$) conservation equation is determined by taking moments of the BTE as

$$\frac{\partial}{\partial t} \langle \nu F \rangle + \nabla \cdot (\nu \pi r V) - \int \frac{h(k,k')}{m(k)} \nu r \left( \frac{1}{m(W)} \right)$$

$$- \int F \cdot \frac{1}{m(k)} \nu r + \int F \cdot \frac{3(kV)(m(k))}{m(k)^2} = \nu r - \left( \frac{f - f_s}{\tau} \right).$$

Notice that the third, fourth and fifth terms on the left-hand-side are tensor products. The factor of 3 in the fifth term is due to the order of parenthesis in the original moment equation. This moment equation cannot be processed further until some functional
form of the effective mass is assumed, which depends on the choice of the dispersion relation. Using the parabolic dispersion and the two dispersion relations in eqn (1), the resulting flux equations are (positional subscript on the gradient operators has been removed):

\[ \frac{\partial}{\partial t} (\nu f) + \frac{2}{3m_s} \nabla (f\nu) + \nabla \left( \frac{f - \nu}{m_s} \nabla f \right) = \frac{\nu}{\tau} (f - f_0), \quad (4) \]

\[ \frac{\partial}{\partial t} (\nu f) + \frac{2}{3m_s \nu^2} \nabla (f \nu^2) = \left( \nu \left( \sqrt{\frac{m_s}{\nu}} \right) \right) \nabla \nu + \left( \frac{\nu}{m_s} \right) \nabla \nu, \quad (5) \]

Each of these equations must be integrated over all \( k \) space or equivalently over energy using the density of states \( \rho \). Before the integration is performed one more assumption must be made, that the relaxation time is independent of \( k \) or \( \nu \). If the constant relaxation time assumption is not made then the energy dependence of the relaxation time must be moved through the gradient operator on the second term in each of equations (4)-(6) and a term accounting for the gradient of the relaxation time must be re-created. Changing the integration from \( k \) space to energy space, substituting for the mobility, \( \mu = \frac{\nu}{m_s} \) and making \( \nu_0 f_0 \) equal to zero gives the following integral equations:

To produce closed form solutions for the integrals in eqn (8) the binomial expansion is used repeatedly and all terms of order \( n \) or higher are set to zero, to finally become

The only term in the power law flux equation (eqn (9)) which will require an expansion is the \( \nu_y \) term due to the \( \ln(\nu) \) factor in the integrand. The expansion may only be required for certain choices of the distribution, but to maintain
generality it is applied for all distributions. A parabolic interpolation, using the points 0, 0.5 and 1, to the part of the equation containing the log term is:

\[
\int fW^{\alpha x+1} \ln(W) \, dW \approx 4(0.5)^{\alpha_x+1} \ln(0.5)
\]

\[
\times \int f(W^2 - W) \, dW. \quad (11)
\]

With the above substitution the power law flux equation can be written as:

\[
\tau \frac{\partial (\mu V)}{\partial t} + \frac{2\mu \sqrt{x}}{3y} \left[ g \int fW^{\alpha_x+1} \, dW \right] \\
+ \frac{\mu \sqrt{x} V_{m}}{3y^2} \left[ y - 4 \right] g \int fW^{\alpha_x+1} \, dW \\
+ \frac{\mu \sqrt{x} V_x}{3y^2} \left[ y - 4 \right] g \int fW^{\alpha_x+1} \, dW \\
- \frac{2\mu \sqrt{x} V_y}{y^3} g \int fW^{\alpha_x+1} \, dW \\
+ \frac{\mu \sqrt{x} V_{xy}}{y^3} g \left[ 4 + 3y \right] 4 \ln(0.5)(0.5)^{\alpha_x+1} \\
\times \int f(W^2 - W) \, dW + \mu \sqrt{x} V_{ct} \left[ \frac{2}{y} - 1 \right] g \\
\times \int fW^{\alpha_x/2} \, dW = -\mu V_x. \quad (12)
\]

The approximation in eqn (11) tends to degrade as \( y \) increases. However, this forcing term will not appear in simulations of homogeneous materials. In the case of inhomogeneous materials systems this term may be quite small as \( y \) has only a limited range, \( 1 \leq y \leq 2 \).

One of the goals of this paper is to derive a hydrodynamic model suitable for fast efficient simulation of state of the art devices. As previously stated the parabolic model is inadequate for certain material systems due to the fact that their band structures deviate dramatically from a parabolic shape at high energies. In these situations, a non-parabolic band structure provides a more accurate description. As discussed above, the full \( \alpha \) formulation captures the desired physics, but is unattractive because the coefficients within the transport equations need to be numerically evaluated. In contrast, the binomial \( \alpha \) formulation and the power law formulation provide closed form expressions for the transport coefficients. However, the question remains as to their ability to display the proper trends; how closely do the coefficients match the full \( \alpha \) formulation? We will show that the binomial \( \alpha \) formulation has a limited energy and non-parabolicity range due to the binomial approximation. Non-physical results will be obtained if the formulation is extended into regions outside the binomial limit. The power law does not produce non-physical results but more closely matches the parabolic formulation when fit to the low energy part of the band.

The coefficients on similar forcing terms in the various formulations can now be compared to examine the impact of the non-parabolicity factor and approximations made during the derivation. The comparison is done at this time to avoid any confusion from assuming a distribution function. Table 1 lists the forcing terms which are compared and the terms within the integrands involved. Table 2 contains the values of the non-parabolicity factors at which these factors are compared, this includes values of \( \alpha \) from 0.04 to 4.0 and appropriate \((x, y)\) values fit to these \( \alpha \) values over two different energy ranges.
especially as the non-parabolicity is increased and is limited to energies less than 0.1 eV for $\alpha = 4.0$. The coefficients for the field term, Fig. 5, follow the same conclusions as for the mass term. From these figures it is clear that the binomial $\alpha$ formulation has a very limited energy range of validity as the non-parabolicity factor is increased. Using this formulation at higher energies or high non-parabolicity factors can give un-physical results due to the prefactors changing sign. On the other hand, the power law formulation with parameters fit over a small energy range will tend to produce results which more closely match the parabolic band model. It will not produce un-physical trends and does appear to have a larger range of validity for both energy and non-parabolicity factors. The case of the power law with parameters fit over a large energy range more closely matches the full $\alpha$ formulation in terms of the forcing coefficients. However, due to the problems previously described for the calculation of the carrier concentration this advantage may be immaterial.

Table 1 can also be used to gain some physical insights into transport in the non-parabolic band structures, especially using the power law formulation. First notice that as the non-parabolicity factor is decreased ($\alpha \to 0$, $x \to 1$, $y \to 1$) all the coefficients reduce to the parabolic case indicating that all three formulations are equivalent in this respect. As the non-parabolicity factor and energy increases the binomial $\alpha$ formulation can actually predict a change in the sign of a forcing term. In the full $\alpha$ formulation

![Fig. 3. Comparison of the integrand coefficients (prefactors) occurring on the diffusion term of the particle flux formulations. See Tables 1 and 2 for the exact form of the equations and degrees of non-parabolicity considered.](image-url)

(0.0, 0.2) and (1.5, 3.0). Figure 3 shows the prefactor for the diffusion term from all the flux equations, Fig. 3(a) is for slightly non-parabolic bands ($\alpha = 0.04$); Fig. 3(b) is for the non-parabolicity in Ref. [10] ($\alpha = 0.4789$) and 3(c) is for a highly non-parabolic band ($\alpha = 4.0$). Figures 4(a-c) and 5(a-c) display the prefactors on the forcing terms from changes in the effective mass and the field for the three degrees of non-parabolicity. For all three forcing terms at the lowest values of non-parabolicity (Figs. 3a, 4a, 5a) the prefactors compare favorably with the parabolic formulation. For the diffusion term (Fig. 3a-c) as the non-parabolicity factor increases the two cases of power law formulation match very closely to the full $\alpha$ formulation. On the other hand the $\alpha$ formulation that utilizes the binomial expansion is very different, especially at the highest value of non-parabolicity considered. From Fig. 3(c) it is clear that the binomial $\alpha$ formulation is clearly incorrect if the energy exceeds 0.5 eV. Even before this point the diffusion will be underestimated. In the case of the mass term, Fig. 4, the power law formulation which is fit over the low energy range is much closer to the parabolic case, as expected due to the small change in the fitting parameters from their parabolic values. However, the power law with the parameters fit over a larger energy range more closely matches the full $\alpha$ formulation. As in the case of the diffusion term, the binomial $\alpha$ formulation severely underestimates the effect of this forcing term

![Fig. 4. Comparison of the integrand coefficients (prefactors) occurring on the gradient of the effective mass term of the particle flux formulations. See Tables 1 and 2 for the exact form of the equations and degrees of non-parabolicity considered.](image-url)
the sign on the forcing terms does not change but it is unclear as to how the term decreases. In the case of the power law, when the parameter \( y \) equals 2 it is obvious that the field term will become identically zero. The only terms which will be non-zero in the flux equation will be the diffusion, gradient in mass and gradient in the non-parabolicity terms. This can be explained with the use of the power law energy equation [eqn (1b)] and the group velocity equation. When \( y \) equals 2 there is a linear relationship between the momentum and energy, the bands are \( V \) shaped. The group velocity is proportional to the gradient of the energy with respect to \( k \), which for the case of \( y \) equals 2 means that the group velocity is a constant. Therefore, no matter how much force is applied to the electron by external forces the velocity is not increased. The only factors which can produce current are gradients which can change this fixed velocity, i.e. changes in mass or non-parabolicity factor, or changes in the number of carriers moving at this fixed velocity, diffusion. Therefore non-parabolic formulations which do not include coefficients to diminish the field term as the non-parabolicity increases overestimate the flux.

At this point in the derivation a recursion relation must be formulated, a distribution function assumed,
or some other mathematical method [minimum-maximum theorem] must be used to provide mathematical closure for eqns (7), (10) and (12). Since, a goal of this paper is the formulation of models suitable for the numerical simulation of devices the first two options are explored[12]. A recursion relation would allow moments of higher-order to be approximated by lower-order moments, the lower-orders are calculated from the conservation equations. This option does not require that a specific form of the distribution function be used, unless the recursion relations are based on a specific distribution. However, in the case of non-parabolic bands the standard recursion relations may no longer be applicable[9]. Therefore, this option was not pursued. The other option and the one chosen for this work, is to assume a specific form for the distribution function, higher moments can then be calculated based on the known distribution function. Some of the choices for the distribution function include heated Maxwellian, shifted and heated Maxwellian, heated Fermi-Dirac, or shifted and heated Fermi-Dirac. Since the Maxwellian distributions can be recovered by relaxing the degeneracy, the Fermi-Dirac distributions were the only ones considered for this work.

In the non-parabolic formulation a simple relation between energy and velocity will not exist due to the change in the density of states. Also higher-order powers of the energy are required to close the relationships in the \( \alpha \) formulation, this will require cross product terms involving the temperature and the velocity. In addition, the power law formulation has non-integer powers of the energy which will be very difficult to evaluate for the shifted and heated distributions. Due to these conditions and the fact that all the formulations break down as the energy rises, the heated Fermi-Dirac distribution was used to close the relationships. The flux equation in the binomial \( \alpha \) formulation is:

\[
- \frac{\mu K T_r}{2} \left[ \frac{\mathcal{F}_{1/2}^2 + \frac{3}{4} a K T_r \mathcal{F}_{1/2}}{1 + \frac{3}{4} a K T_r \mathcal{F}_{1/2}} \right] \nabla \mathcal{F}_{1/2} + \frac{\mu K T_r}{2} \left[ \frac{\mathcal{F}_{1/2}^2 + \frac{3}{4} a K T_r \mathcal{F}_{1/2}}{1 + \frac{3}{4} a K T_r \mathcal{F}_{1/2}} \right] \nabla \mathcal{F}_{1/2} + \frac{\mu n K T_r}{A} \mathcal{F}_{1/2} \nabla \mathcal{F}_{1/2} + \frac{\mu n K T_r}{A} \mathcal{F}_{1/2} \nabla \mathcal{F}_{1/2}
\]

The flux equation in the power law formulation becomes:

\[
- \frac{\mu n K T_r}{2} \left[ \frac{\mathcal{F}_{1/2}^2 + \frac{3}{4} a K T_r \mathcal{F}_{1/2}}{1 + \frac{3}{4} a K T_r \mathcal{F}_{1/2}} \right] \nabla \mathcal{F}_{1/2} + \frac{\mu n K T_r}{2} \left[ \frac{\mathcal{F}_{1/2}^2 + \frac{3}{4} a K T_r \mathcal{F}_{1/2}}{1 + \frac{3}{4} a K T_r \mathcal{F}_{1/2}} \right] \nabla \mathcal{F}_{1/2} + \frac{\mu n K T_r}{A} \mathcal{F}_{1/2} \nabla \mathcal{F}_{1/2} + \frac{\mu n K T_r}{A} \mathcal{F}_{1/2} \nabla \mathcal{F}_{1/2}
\]
Non-parabolic hydrodynamic formulations

\[ \frac{\mu n}{x^3} (KT_y)^r - \frac{2(y^2 + 1)\Gamma(y + 1)}{3(3y - 1)\Gamma(y - 1)} S_{y/2} \]

\[ \times \left(1 + \frac{3}{2} y \ln(KT_y) \right) \]

\[ \frac{\Gamma(\frac{y}{2} + 1)}{\Gamma(\frac{y}{2} - 1)} S_{(y+1)/2} \]

\[ + \frac{3\Gamma(\frac{3y}{2})}{\Gamma(\frac{3y}{2} + 1)} \frac{(-4 + y \ln(KT_y) + (3y - 4)\ln(0.5)(0.5)^{1/2}(KT_y)^{1/2}}{} \]

\[ \times \left(KT_y \Gamma(3)S_{3} - \Gamma(2)S_{1} \right) \]

\[ \nabla \cdot \left( \frac{\Gamma(\frac{3y}{2})}{\Gamma(\frac{3y}{2} + 1)} S_{(y+1)/2} \right) \nabla y. \]  \hspace{1cm} (13)

The reader can verify that as the non-parabolic factors are diminished, \((x \to 0, x, y \to 1)\), the two non-parabolic formulations reduce to the standard parabolic case. The equations also reduce to simpler forms when the degeneracy effects are ignored (all orders of Fermi integral reduce to exponentials). The flux equations can be discretized using normal techniques to produce comparable simulation codes under various assumptions[13].

\[ \text{4. ENERGY FLUX EQUATIONS} \]

For the energy flux equation \((\Theta = W_{\nu y})\), the general conservation equation is

\[ \frac{\partial}{\partial t} (W_{\nu y}f) + \nabla \cdot (fW_{\nu y}\nu y) - f_{\nu y}\nu y \cdot \nabla W \]

\[ - \frac{W_{\nu y}h'(kk)}{m(k)} \nu y \left( \frac{1}{m(W)} \right) - f_{\nu y}\nu y - f_{\nu} \]

\[ = W_{\nu y} \frac{- (f_{\nu y} - f_{\nu})}{\tau}. \]  \hspace{1cm} (15)

Notice that the fourth through seventh terms on the left-hand-side are tensor products. As in the case of the particle flux moment the energy flux moment equation cannot be processed further until some functional form of the effective mass is assumed. By making similar assumptions, substitutions and approximations \{binomial expansion, Fermi-Dirac statistics, equipartition of energy \ldots\} the energy flux equations for the three dispersion relationships become

\[ S = \frac{1}{2} \mu KT_y \left[ \frac{\Gamma(\frac{y}{2} + 1)}{\Gamma(\frac{y}{2} - 1)} S_{y/2} \right] \nabla n + \left[ \frac{\Gamma(\frac{y}{2} + 1)}{\Gamma(\frac{y}{2} - 1)} S_{y/2} \right] \nabla \epsilon_x \]

\[ \frac{3KT_y}{2} \left[ \frac{\Gamma(\frac{y}{2} + 1)}{\Gamma(\frac{y}{2} - 1)} S_{y/2} \right] \nabla m + \frac{1}{2} \mu KT_y \left[ \frac{\Gamma(\frac{y}{2} + 1)}{\Gamma(\frac{y}{2} - 1)} S_{y/2} \right] \nabla \epsilon_x \]

\[ \times \left[ 1 - \frac{3}{7} \frac{S_{1/2} S_{3/2}}{S_{1/2} S_{3/2}} \right] \nabla T_y \]  \hspace{1cm} (16)

\[ S = \frac{5\mu (KT_y)^r}{2} \left[ \frac{\Gamma(\frac{y}{2} + 1)}{\Gamma(\frac{y}{2} - 1)} S_{y/2} \right] \nabla n \]

\[ + \frac{5\mu KT_y}{2} \left[ \frac{\Gamma(\frac{y}{2} + 1)}{\Gamma(\frac{y}{2} - 1)} S_{y/2} \right] \nabla \epsilon_x \]

\[ \frac{21\alpha KT_y S_{3/2} S_{5/2}}{8A_T \Omega} \nabla m \]

\[ + \frac{5\mu (KT_y)^r}{2\Omega} \left[ \frac{\Gamma(\frac{y}{2} + 1)}{\Gamma(\frac{y}{2} - 1)} S_{y/2} \right] \nabla \epsilon_x \]

\[ + \frac{105\alpha KT_y S_{3/2} S_{5/2} S_{7/2}}{16A_T \Omega} \nabla \epsilon_x. \]  \hspace{1cm} (17)
\[
(6 + y)\Gamma\left(\frac{y}{2} + 3\right)\mathcal{F}_{(2/1) + 2} + \frac{\mu_n}{x y^3} (K T_0)^{y-2} \left(\frac{y}{2} + 2\right)\Gamma\left(\frac{y}{2} + 2\right)\mathcal{F}_{(2/0) + 1} - \frac{x y^3}{3\Gamma(3y-1)} \left(1 + \frac{y}{y-1}\right) \left(\nabla m + \nabla x\right)
\]

\[
+ \frac{\mu_n}{x \Gamma(3y-1)} \left[\frac{4\Gamma\left(\frac{y}{2} + 3\right)\mathcal{F}_{(2/1) + 2} - \frac{4\Gamma\left(\frac{y}{2} + 3\right)\mathcal{F}_{(2/1) + 2}}{3\Gamma(3y-1)} - \frac{(3y - 4\ln(0.5)(0.5)^{(y+1)(2y+1)}(K T_0)^{2y-2} + 1)}{\Gamma(3y-1)}\right] \nabla y. \quad (18)
\]

First, eqn (16) corrects a sign error on the order of a Fermi integral which occurred in an earlier publication[13]. Again, the reader can verify that the non-parabolic formulations reduce to the parabolic case as the non-parabolicity factors are decreased. As in the case of the particle flux equations the energy flux equations can be discretized using normal techniques[13].

5. CONCLUSIONS

Two formulations of the hydrodynamic model have been presented for the simulation of non-parabolic inhomogeneous material systems, the standard Kane formulation and the power law formulation of Cassi and Riccò. Both forms reduce to the parabolic hydrodynamic model as the non-parabolicity factors are diminished. The forcing terms in the particle and energy flux equations due to variations in the non-parabolicity factors of the bands as suggested by Azoff have been re-created in both non-parabolic formulations. It was shown that the binomial coefficients are correct for the calculation of the carrier concentration but have a limited energy and non-parabolicity range when applied to the coefficients of the flux equations. Extending the binomial coefficients past these limits leads to non-physical terms in both the particle and energy flux equations. In the case of the power law formulation it was shown that when the adjustable parameters were fit to the high energy range the deviation in the carrier concentration from both the parabolic and \( \alpha \) cases was extreme. When fit to the lower energy range the power law produced carrier concentrations comparable to the \( \alpha \) formulation. The energy and non-parabolicity range of the power law formulation for the particle and energy flux equations is larger than the binomial \( \alpha \) formulation, but it is still limited by the adjustable parameters. However, unlike the binomial \( \alpha \) formulation the power law will not lead to physically unrealistic results, but will tend to more closely match the parabolic formulation when the adjustable parameters are fit over the low energy portion of the band. It is shown and argued using the power law formulation and a high non-parabolicity factor \( y = 2 \) that a dampening factor must exist on the field term in the particle flux equation to account for the non-parabolicity of the bands in both non-parabolic formulations. Particle flux and energy flux equations using a heated Fermi-Dirac distribution function are also presented, to allow for incorporation into existing device simulators.
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Abstract—Parabolic drift–diffusion simulators are common engineering level design tools for semiconductor devices. Hydrodynamic simulators, based on the parabolic band approximation, are becoming more prevalent as device dimensions shrink and energy transport effects begin to dominate device characteristics. However, band structure effects present in state-of-the-art devices necessitate relaxing the parabolic band approximation. This paper presents simulations of ballistic diodes, a benchmark device, of Si and GaAs using two different non-parabolic hydrodynamic formulations. The first formulation uses the Kane dispersion relationship in the derivation of the conservation equations. The second model uses a power law dispersion relation $\langle (h \kappa)^2/2m = xW^\alpha \rangle$. Current–voltage relations show that for the ballistic diodes considered, the non-parabolic formulations predict less current than the parabolic case. Explanations of this will be provided by examination of velocity and energy profiles. At low bias, the simulations based on the Kane formulation predict greater current flow than the power law formulation. As the bias is increased this trend changes and the power law predicts greater current than the Kane formulation. It will be shown that the non-parabolicity and energy range of the hydrodynamic model based on the Kane dispersion relation are limited due to the binomial approximation which was utilized in the derivation.
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NOTATION

- $h$: Planck's constant divided by $2\pi$
- $k$: reciprocal lattice vector
- $\alpha$: non-parabolicity factor under the Kane dispersion relation
- $m$: carrier mass at the band edge, a constant
- $x, y$: adjustable parameters for the power law dispersion relation
- $W$: energy
- $T$: electron temperature
- $\mathcal{F}$: Fermi integral of order $\alpha$ divided by gamma function $(\gamma + 1)$
- $\Gamma$: gamma function
- $\mu_s$: low field mobility value
- $\mu$: mobility value
- $E$: electric field
- $\kappa$: band edge parameters (potential, bandgap narrowing, affinity)
- $\nabla$: gradient operator in physical space
- $v$: electron velocity
- $S$: electron energy flux
- $t$: relaxation times
- $p$: hole concentration
- $n$: electron concentration
- $K$: Boltzmann's constant

INTRODUCTION

Drift–diffusion simulators and more recently hydrodynamic simulators are commonly being used as design tools for semiconductor devices. The hydrodynamic simulators are required as device dimensions decrease and the energy transport effects begin to dominate device characteristics. These simulation tools are commonly based on the parabolic band approximation for the semiconductor materials. However, band structure effects present in state-of-the-art devices necessitate relaxing the parabolic band approximation. Several non-parabolic hydrodynamic models have been reported for homogeneous materials systems[1–5] using the Kane dispersion relationship[6]. Very limited device simulations based on these models have been presented[2, 5], and fewer still have been compared to drift–diffusion simulations or parabolic hydrodynamic simulations of the same device[3]. The lack of simulation results may be due to the limited energy and non-parabolicity range over which the binomial Kane formulation is valid.

In a previous paper[7] we have presented two different non-parabolic hydrodynamic formulations suitable for device simulation; the parabolic form was also presented for reference. These forms resulted from the use of two different non-parabolic formulations for the dispersion relationship of the semiconductor in the derivation of the conservation equations. The first uses the classical non-parabolic Kane dispersion relationship, $\langle (h \kappa)^2/2m = W(1 + \alpha W) \rangle[6]$, hereafter, also called the $\alpha$ formulation. The second uses a power law dispersion relation $\langle (h \kappa)^2/2m = xW^\alpha \rangle[8]$. The purpose of this paper is to present device simulations based on the non-parabolic hydrodynamic
equations presented in Ref. [7]. These simulations are compared to the parabolic hydrodynamic case for the same device, as well as the drift–diffusion simulations. Ballistic diodes, the benchmark device for hydrodynamic simulations, of silicon and gallium arsenide are simulated under a variety of bias conditions. Current–voltage characteristics of the three dispersion relations are compared utilizing the drift–diffusion approximation and the full hydrodynamic formulations.

This paper will proceed as follows: first, the ballistic diode structure is introduced, the doping and structure are the same for both material systems considered. The numerical aspects and physical models of the simulation code will then be presented. The material properties, including the non-parabolicity factors used, are presented for both Si and GaAs. Current–voltage characteristics for the silicon diode are discussed and explained using velocity and energy profiles. The discussion covers both drift–diffusion simulations and hydrodynamic simulations under the same conditions. Current–voltage characteristics for the GaAs diode are then presented. As in the case of the silicon simulations, velocity and energy profiles will be used to explain the results. In addition, mobility profiles will also be presented and explained in terms of the electric field and energy profiles. Energy profiles at high bias will be used to explain the breakdown in the $x$ formulation.

### BALLISTIC DIODE STRUCTURE

The ballistic diode structure examined is comprised of source and drain regions 0.2 µm in length doped at $5.0 \times 10^{21} \text{cm}^{-3}$ on both ends of a 0.4 µm thick $2.0 \times 10^{15} \text{cm}^{-3}$ $n$-type layer. This device structure is the benchmark for hydrodynamic (energy balance) simulations[9]. It was one of the first devices simulated using a full hydrodynamic simulator[10]. Although the device structure does not reflect all of the advanced physics included in the equations of Ref. [7] (Fermi–Dirac statistics, inhomogeneous materials), enough are present to highlight the applicability of the models. The bias is applied on the drain side, right hand side, of the device. The electrons enter the source and are swept out of the drain. The doping profiles and boundary conditions are assumed to be the same, regardless of the material system being simulated, silicon or GaAs.

### NUMERICAL MODELS

The particle and energy continuity equations are the same as those derived by Woolard et al[11]. The flux equations presented in this paper will be a subset of those presented in Ref. [7], in that all of the inhomogeneous material terms will be neglected. The particle flux equation (the derivation for all three cases is given in Ref. [7]) for the parabolic band case is

$$- \mu \dot{\phi} = \frac{\mu KT}{2}
\begin{aligned}
\left[ \psi_{1/2} - \psi_{-1/2} \right] \nabla n + \mu n \nabla \psi_e \\
+ \frac{1}{2} \psi_{1/2} \psi_{-1/2} \left[ 1 - \frac{3}{5} \psi_{1/2} \psi_{-1/2} \right] \nabla T.
\end{aligned}
$$

(1)

The flux equation for the binomial $x$ formulation is

$$- \dot{\mu} = \frac{\mu KT}{2} \psi_{1/2} + \frac{1}{2} \psi_{1/2} \psi_{-1/2} \left[ 1 + \frac{15}{12} \psi_{1/2} \psi_{-1/2} \right]
\begin{aligned}
\nabla n \\
+ \mu \left[ \psi_{1/2} + \frac{1}{2} \psi_{1/2} \psi_{-1/2} \right] n \nabla \psi_e \\
+ \frac{\mu KT}{(\psi_{1/2} + \frac{1}{2} \psi_{1/2} \psi_{-1/2})} \left[ \psi_{1/2} - \psi_{-1/2} \right] \nabla T.
\end{aligned}
$$

(2)

The flux equation for the power law formulation is

$$- \dot{\mu} = \frac{2 \mu}{3} \left( KT \right)^{(y-1)} \frac{\left( \frac{y}{2} + 1 \right) \Gamma \left( \frac{y}{2} + 1 \right) \psi_{1/2}}{\left( \frac{y}{2} + 1 \right) \Gamma \left( \frac{y}{2} + 1 \right) \psi_{1/2}} \nabla n \\
+ \frac{(2 - y) \mu}{3} \left( KT \right)^{(y-2)} \frac{\left( \frac{y}{2} + 1 \right) \Gamma \left( \frac{y}{2} + 1 \right) \psi_{1/2}}{\left( \frac{y}{2} + 1 \right) \Gamma \left( \frac{y}{2} + 1 \right) \psi_{1/2}} n \nabla \psi_e \\
+ \frac{\mu n}{3} \left( KT \right)^{y-2} \frac{\left( \frac{y}{2} + 1 \right) \Gamma \left( \frac{y}{2} + 1 \right) \psi_{1/2}}{\left( \frac{y}{2} + 1 \right) \Gamma \left( \frac{y}{2} + 1 \right) \psi_{1/2}} \nabla T.
$$

(3)

The complete inhomogeneous energy flux equations for the three dispersion relations are listed as eqns (16)–(18) in Ref. [7]. The homogeneous material equations, which apply to the device structures of interest here, simplify to

$$- S = \frac{1}{2} \mu n \left( KT \psi_{1/2} \right) \psi_{1/2} \nabla n + \left[ \psi_{1/2} \psi_{1/2} \psi_{-1/2} \psi_{-1/2} \right] \nabla \psi_e \\
+ \frac{1}{2} \left( KT \psi_{1/2} \right) \psi_{1/2} \left[ 1 - \frac{1}{2} \psi_{1/2} \psi_{1/2} \psi_{-1/2} \psi_{-1/2} \right] \nabla T.
$$

(4)
The material parameters which are important for the successful simulation of the devices are the non-parabolicity factors and the energy relaxation times. For silicon using a bandgap of 1.124 eV and an effective mass of 0.326[19], the non-parabolicity factor can be estimated, from eqn (6) of Ref. [7], to be 0.4039 eV⁻¹. Fitting the band to the energy range (0 ≤ W ≤ 0.2) eV results in band parameters of 1.1472 and 390.6 (cm⁻³-V⁻¹-s⁻¹) for doping densities of 2.0 x 10¹⁵ cm⁻³ and 5.0 x 10¹⁶ cm⁻³, respectively. The energy relaxation time in silicon is set to 0.2 ps for the electrons and 20 fs for the holes. Using GaAs with a bandgap of 1.424 eV and an effective mass of 0.070, the non-parabolicity factor is estimated to be 0.60736 eV⁻¹. Fitting the bands to the same range as in silicon, the power law non-parabolicity parameters for GaAs are x = 1.2375 and y = 1.0439 for the power law dispersion relation. The low field mobility values for Si are 1332.2 and 380.6 (cm²/V·s) for doping densities of 2.0 x 10¹⁵ cm⁻³ and 5.0 x 10¹⁶ cm⁻³, respectively. The energy relaxation time in GaAs is set to 0.1 ps for both electrons and holes.

Silicon Ballistic Diode

Figure 1 displays the calculated current-voltage characteristics of the silicon ballistic diode for six different cases considered: three drift-diffusion simulations with different dispersion relations (parabolic, non-parabolic, and power law) and three non-parabolic hydrodynamic simulations with different dispersion relations (parabolic, non-parabolic, and power law). The form used for GaAs captures the overshoot in the velocity-field relation. The value of the low field mobility, μ₀, depends upon the doping density and temperature of the device and is given in the next section. The equation used for μ₀ is given in Ref. [17] and will not be repeated here.

Another important physical model which is included in the simulation is a non-infinite heat sink for the device lattice. This effect is included by using the energy exchange terms of Szeto[18] which are included as source/sink terms in the energy continuity equations (power density terms). The values for the relaxation times (τₚ) used in these expressions are listed in the next section.

The final numerical aspect of the model which must be addressed are the choices for the boundary conditions, both electrical and thermal in nature. Along both lateral sides of the ballistic diode symmetry boundary conditions are assumed for all of the variables. At the source and drain contacts, true ohmic conditions are used for the electrical contacts[16]. In the cases of the energy equations the temperatures (lattice and carriers) were set to 300 K at both ends of the device, implying full thermalization of the carriers.

Material Parameters

The material parameters which are important for the successful simulation of the devices are the non-parabolicity factors and the energy relaxation times. For silicon using a bandgap of 1.124 eV and an effective mass of 0.326[19], the non-parabolicity factor can be estimated, from eqn (6) of Ref. [7], to be 0.4039 eV⁻¹. Fitting the band to the energy range (0 ≤ W ≤ 0.2) eV results in band parameters of 1.1472 and 390.6 (cm⁻³-V⁻¹-s⁻¹) for doping densities of 2.0 x 10¹⁵ cm⁻³ and 5.0 x 10¹⁶ cm⁻³, respectively. The energy relaxation time in silicon is set to 0.2 ps for the electrons and 20 fs for the holes. Using GaAs with a bandgap of 1.424 eV and an effective mass of 0.070, the non-parabolicity factor is estimated to be 0.60736 eV⁻¹. Fitting the bands to the same range as in silicon, the power law non-parabolicity parameters for GaAs are x = 1.2375 and y = 1.0439 for the power law dispersion relation. The low field mobility values for Si are 1332.2 and 380.6 (cm²/V·s) for doping densities of 2.0 x 10¹⁵ cm⁻³ and 5.0 x 10¹⁶ cm⁻³, respectively. The energy relaxation time in GaAs is set to 0.1 ps for both electrons and holes.
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Another important physical model which is included in the simulation is a non-infinite heat sink for the device lattice. This effect is included by using the energy exchange terms of Szeto[18] which are included as source/sink terms in the energy continuity equations (power density terms). The values for the relaxation times (τₚ) used in these expressions are listed in the next section.

The final numerical aspect of the model which must be addressed are the choices for the boundary conditions, both electrical and thermal in nature. Along both lateral sides of the ballistic diode symmetry boundary conditions are assumed for all of the variables. At the source and drain contacts, true ohmic conditions are used for the electrical contacts[16]. In the cases of the energy equations the temperatures (lattice and carriers) were set to 300 K at both ends of the device, implying full thermalization of the carriers.
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Fig. 1. Current–voltage relation of a silicon ballistic diode using the drift–diffusion approximation with three different energy dispersion relations and the full hydrodynamic formulation using the same three energy dispersion relations (ddm is drift–diffusion model, hdm is full hydrodynamic model).

α formulation, and power law) and three hydrodynamic simulations. The first observation is that the current calculated using the parabolic case is always greater than that determined using the non-parabolic models. This is true regardless of the use of the full hydrodynamic formulation, or just the drift–diffusion formulation. A cursory examination of eqns (1)–(3) shows that the non-parabolicity tends to reduce the effective mobility and diffusivity of the material system. The second observation is that the α formulation predicts greater current than the power law formulation at the same bias when using the drift–diffusion approximation. However, when the full hydrodynamic formulation is used the power law predicts greater current than the α formulation, at least at the higher values of applied bias. Figure 2 shows the calculated velocity profiles through the device for the six cases considered. The figure confirms the current–voltage characteristics in Fig. 1, the non-parabolic velocities are all less than the parabolic case. Also, the velocity of the power law formulation under the drift–diffusion approximation is less than the α formulation. However, when the full hydrodynamic simulation is performed, the velocity of the power law form exceeds that obtained using the α formulation. Figure 3 displays the energy profile through the device, calculated using the temperature and the velocity from the current density. The small difference in the drift–diffusion energies is due to the differences in the velocities. These energy profiles are typical of those obtained for the ballistic diode[9,10]. However, notice that the non-parabolic formulations predict lower energy peaks than the parabolic formulation. This is contrary to that obtained in Ref. [3] for a similar structure. The cause

Fig. 2. Velocity profile of the silicon ballistic diode biased to 1 volt for the three energy dispersion relations under drift–diffusion conditions and hydrodynamic conditions.
Non-parabolic hydrodynamic simulations

Fig. 3. Energy profile of the silicon ballistic diode biased to 1 volt for the three energy dispersion relations under drift-diffusion conditions and hydrodynamic conditions.

of this discrepancy is currently unknown. However, since the non-parabolicity factors tend to decrease the mobility and diffusivity, the energy trends displayed in Fig. 3 are consistent with all of the results presented here. These same trends in current, velocity and energy have also been observed when a self-consistent energy dependent mobility model[20] was used in the hydrodynamic simulations.

GALLIUM ARSENIDE BALLISTIC DIODE

Figure 4 displays the current-voltage characteristics simulated for the GaAs ballistic diode. Figure 4 shows the same trends as observed in Fig. 1 for silicon. The non-parabolic formulations predict less current than the parabolic formulation using drift-diffusion or the full hydrodynamic form; the $\alpha$ formulation predicts more current than the power law form using the drift-diffusion approximation, but less current when the full hydrodynamic equations are simulated. However, at 0.2 volts applied bias the power law does predict slightly less current. To resolve this, the structure was simulated at finer voltage steps under low bias. The current-voltage characteristics from 0.0 to 0.4 volts for the two non-parabolic hydrodynamic formulations are shown as an insert to Fig. 4. The power law predicts smaller current values than the $\alpha$ formulation until the applied bias exceeds 0.32 volts, after which

Fig. 4. Current-voltage relation of a GaAs ballistic diode using the drift-diffusion approximation with three different dispersion relations and the full hydrodynamic formulation using the same three dispersion relations. Insert shows current values of the full hydrodynamic formulation and the two non-parabolic dispersion relations at low bias.
the power law predicts greater current. Another feature which is different than the case of silicon is that at higher biases the \(\alpha\) formulation predicts lower current than at lower bias. It will be shown that this can be attributed to the breakdown of the binomial approximation used in the derivation.

The velocity and energy profiles for the GaAs structure under 1 volt bias are plotted in Figs 5 and 6. As for the case of the current, the same trend occurs as in silicon, the velocity predicted by the non-parabolic formulations is less than the parabolic case. The energy profile is different than that obtained for silicon, Fig. 3. First, near the source end of the device the non-parabolic forms predict greater energy than the parabolic case. At the drain end of the device the energy of the parabolic case does exceed the non-parabolic cases. However, the peak energy predicted by the power law is quite close to the parabolic case, whereas the \(\alpha\) form has a peak energy which is much lower.

Since the device is dominated by drift effects, it is beneficial to examine in detail the quantities which effect the drift component of the current. This includes the "effective" mobility and the field itself. Figure 7 is the "effective" mobility of the field term. This is the prefactor in front of the electric field term, \(nV_e\), in eqns (1)-(3). In the drift-diffusion simulations these factors are a constant, unless the field or doping changes the mobility. The field profiles for the hydrodynamic formulations differ only slightly from each other and the drift-diffusion cases. This is due to slight changes in carrier profiles caused by changes in the density of states and other parameters. The small differences in the field profile do not explain the large
variations in "effective" mobility observed in Fig. 7. The doping profile does play a role in changing the mobility as displayed in Fig. 7 for the drift–diffusion cases where there is an abrupt change in mobility when the doping changes. Notice that the "effective" mobility of the power law form is lower than the form in the drift–diffusion model, as shown in Fig. 7. This leads to the lower current values under the drift–diffusion approximation for the power law. In contrast, under full hydrodynamic simulation the formulation's "effective" mobility is lower, leading to smaller current values. The current–voltage trend observed in the insert of Fig. 4 can now be explained using Fig. 7. At low bias the energy of the carriers has not risen significantly above the drift–diffusion case, the "effective" mobility of the formulation is greater than the power law formulation and for the same field this leads to higher current using the formulation. As the bias is increased substantial heating of the carriers occurs, the "effective" mobility under the formulation decreases more than the power law form leading to lower current values.

As previously stated, the current simulated under the hydrodynamic formulation decreases as the bias is increased. This can be attributed to the breakdown in the binomial expansion used in the derivation of the closed form coefficients. Azoff[21] predicted that the binomial expansion on the diffusion term becomes inaccurate when the condition $2\alpha W < 1$ no longer holds. In Azoff's work[21] non-parabolicity effects

Fig. 8. Energy profile of the GaAs ballistic diode biased to 2 volts for the three cases of dispersion relations under drift–diffusion conditions and hydrodynamic conditions. The validity conditions of the binomial expansion in the formulation have been exceeded.
on the field were not taken into account. For Azoff's value of $\alpha = 0.5823$ this condition implies a hot carrier energy limit of 0.859 eV, i.e., the average energy of the carriers should not exceed 0.859 eV. In this paper, we have used an $\alpha = 0.60736$ which implies a hot carrier limit of 0.823 eV for the diffusion term. However, in the derivation of the field dependent term within the present work, where non-parabolicity is included [Ref. [7], Equation (13)], the use of the binomial expansion in simplifying the denominator leads to an extra factor of two. In this case, the binomial expansion becomes inaccurate yielding unreliable results when the condition $4\alpha W < 1$ is invalid. For the choice of $\alpha = 0.60736$, this restriction implies a hot carrier energy limit of 0.4115 eV. The peak average energy in Fig. 6 is less than 0.4115 eV for all three cases of the dispersion relation and the difference in peak energies for all three formulations is not large. However, at a two volt bias the average energy of the parabolic and power law formulations exceeds the limiting value reaching values of approximately 0.7 eV, as shown in Fig. 8. On the other hand the peak average energy of the $\alpha$ formulation fails to track the increase in the energy predicted by the parabolic and power law models. As can be seen from Fig. 8, the $\alpha$ formulation predicts a much lower peak average energy of 0.5 eV, still above the range of energies for which this model is suspect. It is clear then, that at higher applied voltages and consequently high average energies, use of the $\alpha$ formulation containing a binomial expansion leads to inaccurate predictions of the key macroscopic observables, i.e., average energy and current.

CONCLUSIONS

In this paper, ballistic diode simulations using two different non-parabolic formulations of the energy dispersion relation within a hydrodynamic model have been performed. These calculations have been compared to those made with non-parabolic drift-diffusion models and a parabolic hydrodynamic model. The first non-parabolic formulation of the energy utilizes the Kane dispersion relation. In order to produce closed form coefficients in the transport equations, thereby making the calculation numerically tractable, it is essential that the terms be simplified using a binomial expansion. Unfortunately, the resulting binomial expansion is only valid for a narrow, low energy range at modest values of non-parabolicity. As a result, the non-parabolic formulation based on the Kane dispersion relation is only suitable for calculation within a narrow energy range.

In contrast, the power law formulation for the energy dispersion relation has a much greater range of energy over which it provides a valid description of the transport coefficients. This can be attributed to the observation that the transport coefficients at high energy become non-physical when the binomial expansion, Kane dispersion relation, $\alpha$ formulation is employed, while in the power law formulation no non-physical effects are observed.

For devices and material systems considered here, it is found that the use of the non-parabolic as opposed to the parabolic dispersion relation always leads to a lower calculated current in both the drift-diffusion and hydrodynamic simulations. The calculated carrier energy and velocity are similarly lower when the non-parabolic model is employed. These variables are lower because the non-parabolicity reduces the effective mobility and diffusivity of the material, thereby lowering the calculated current.

The relationship between the two non-parabolic models, the power law and the $\alpha$ formulation, is somewhat more complicated. The power law formulation predicts smaller current values than the $\alpha$ formulation under the drift-diffusion approximation in both silicon and GaAs. However, when the full hydrodynamic formulation is used, the power law predicts greater current than the $\alpha$ formulation, at least at high bias. At low bias, the power law predicts a slightly lower current than the $\alpha$ formulation. These results can be attributed to the behavior of the "effective" mobility, since in the ballistic diodes considered here the current is dominated by drift effects. When the drift-diffusion model is employed, the "effective" mobility (defined as the prefactor in front of the electric field term) of the power law form is lower than that of the $\alpha$ form, leading to a lower calculated current. In contrast, when the full hydrodynamic model is employed, the "effective" mobility of the power law form is greater than that of the $\alpha$ form, resulting in a larger calculated current. The observation of the power law initially yielding a lower current at low bias, but yielding a higher current at high bias as compared to the $\alpha$ form, can be explained as follows. At low bias, the devices are close to equilibrium and the carriers are relatively cold. Consequently, the system responds as in the drift-diffusion case, resulting in a greater current for the $\alpha$ case than the power law case. At higher biases, the effects of carrier heating are more important, and the situation reverses, since the full hydrodynamic results dominate the "effective" mobility.
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SECTION V:

ACOUSTIC CHARGE TRANSPORT DEVICE
5.0 Acoustic Charge Transport Device

We present the figure of the ACT imager architecture here again to clarify how we segmented the problem. From the substrate architecture shown it should be noted that the photogenerated charge is transferred in the GaAs quantum well sandwiched between two AlGaAs layers. Control of mobile carriers is critical to this operation and so we developed a layer structure which would be best suited for ACT. An earlier heterostructure ACT approach was pioneered by a group at United Technologies with the principal advantage that no biasing was required. It turns out, however, that in their initial structure the depletion of the charge transport layer depended on the surface state concentration being within a particular range of values. We developed a layer structure for which the depletion of the charge transport layer would be relatively impervious to the surface state concentration. This will be discussed in detail in Section 5.1. One thing that is also something of a problem for ACT devices is the high amount of RF power that is typically required for charge transport. This is because GaAs is weakly piezoelectric with a value for the piezoelectric coupling, $K^2$, of 0.07% which is less than that of Quartz. This high RF power causes a number of other problems such as electromigration and acoustomigration in the SAW interdigital transducer (IDT) metallization. In addition, the need for high acoustic power in the transport channel results in an increased amount of chip real estate taken up by the IDT and the reflector behind it. There are several ways in which we sought to deal with these problems. One was to investigate the use of a thin film piezoelectric layer of Zinc Oxide (ZnO) to be deposited on top of the GaAs ACT device. Due to the much higher value of $K^2$ for ZnO, this dramatically decreases the amount of RF power driving the SAW IDT. This work is described in Section 5.2. Another approach we took to solving this problem was to investigate SAW acoustoelectric convolvers. With this approach there would be...
no need for an IDT and the charge transport would be powered by a modest DC Voltage (~2 Volts) applied to the acoustelectric amplifier and current in the mA range. This work is described in Section 5.3.

It is perhaps at first not so evident but the photodetector array presents an acoustic waveguide structure which the SAW will have to propagate through. In order to better understand this problem and provide a design methodology we developed the stack matrix theory approach for the design of SAW waveguides and this work is described in Section 5.4. This technique has been adopted as the industry standard for the design of SAW Waveguide coupled resonator filters now used for IF sections of wireless systems.
5.1 p-HACT Device Architecture

In this section we describe the ACT device architecture which we developed to overcome some of the manufacturing difficulties associated with the heterostructure ACT architecture. For this section of the report we have attached the paper which most extensively describes the work:


The problem that this work addresses can best be understood by looking at Figure 3 of the attached paper. From this one can see that the Conduction Bandedge varies considerably for HACT devices for only modest variations in the surface state concentration. It is well known that the surface state concentration cannot be held to a specific value and that a more effective architecture is one for which the devices functions well for a surface state density held below a specific value. The problem with the HACT architecture shown in Figure 2 of the paper is that it depends on a specific value of surface state concentration being attained. We developed the architecture in Figure 4 to be a much better alternative to immunity from surface state concentration variations.
Theoretical Calculations of Charge Confinement in a pn–np Heterojunction Acoustic Charge Transport Device

Arlynn W. Smith, J. Stevenson Kenney, William D. Hunt, Kevin F. Brennan, Senior Member, IEEE, Rudy Benz, and Christopher J. Summers, Member, IEEE

Abstract—An alternative structure for heterojunction acoustic charge transport (HACT) devices has been devised and analyzed. The structure uses a pn–np doping profile near the surface of the device to create a charge transport layer and provide top vertical confinement. This is contrary to previous n-type HACT structures which rely on residual surface states and a heterojunction discontinuity for the same functions. The use of the pn–np doping as the channel depletion mechanism makes the device insensitive to the residual surface state density, thus providing a more robust design. In addition, the use of the back np junction enables widening of the transport layer thereby increasing the amount of charge that can be transported by the acoustic wave. As a result of the increased charge capacity it is expected that the pn–np ACT device will exhibit a greater dynamic range and current than previous HACT designs.

The analysis of the device structure is accomplished herein using a two dimensional hydrodynamic simulation code, Semiconductor Total Energy Balance Simulator in two Dimensions (STEBS–2D), which has been modified to account for the potential created by the surface acoustic wave. The calculated results indicate that an order of magnitude enhancement in charge capacity is possible using the new structure. Transfer efficiency calculations for several different lifetimes in the transport layer show high efficiency values, greater than 79's efficient with a Shockley Read Hall lifetime of 10 nsec.

I. INTRODUCTION

HETEROJUNCTION acoustic charge transport (HACT) devices are promising candidates for analog signal processors and rf memories. The HACT device structure is just one of the two major forms of acoustic charge transport (ACT) devices, bulk and surface types. In bulk ACT structures charge is confined in the vertical direction (~5 to 6 µm deep) using a bias potential created between a reverse-biased Schottky barrier and an applied back-gating potential. In HACT devices vertical confinement (< 1µm deep) is provided by discontinuities in the conduction band edge due to material changes. In both HACT and ACT devices lateral confinement and charge transport is accomplished using the potential created by a surface acoustic wave generated within the semiconductor. A schematic diagram of acoustic charge transport in a representative HACT structure is shown in Fig. 1. As can be seen from Fig. 1, the surface acoustic wave generated by a transducer on the surface of the semiconductor propagates through the structure pushing charge from the input contact over some distance for later extraction at an output contact.

The HACT structure offers several important advantages over a conventional buried channel ACT. The HACT device has less power dissipation, utilizes simpler channel isolation techniques, is self-biasing, and enables possible direct integration with other planar technologies [1]. These advantages are realized due to the shallower depth of confinement for the charge packet. Less input power is required because more efficient use of the surface acoustic wave (SAW) potential...
The one dimensional conduction band diagram, without any acoustic potential, for three different cases of residual surface charge for the n-HACT structure is displayed in Fig. 3. The surface charge densities are $-1.0 \times 10^{12}$ cm$^{-2}$, $-1.5 \times 10^{12}$ cm$^{-2}$, and $-5.0 \times 10^{12}$ cm$^{-2}$. The fermi level is at zero volts. Notice that at the lowest residual surface concentrations the channel is modulation doped by the dopants in the top AlGaAs layer. At moderate values of surface charge the channel is depleted as required. This is the first surface state density for which we obtained charge confinement. As the surface charge increases the channel becomes more depleted.

The depth of the depletion region is controlled by the density of the surface states and the doping concentration in the layers below. The design goal is to have the doping concentration in the AlGaAs layer slightly larger than the fixed surface charge. Once the surface states have been satisfied this will then provide a small amount of mobile charge for transport. A major problem is that the resulting value of surface charge is not known apriori i.e., different processing conditions or even different atmospheric conditions could change the final residual surface concentration.

Small variations in the doping concentrations within the layers can also upset the delicate charge balancing with the surface state density. Any of these deviations from perfect balance can cause large variations in the device performance. Relying on surface charge to deplete the channel layer also introduces a limit on the width of the transport layer, the surface charge acts over a small distance unless the material is lightly doped. A smaller transport layer thickness limits the charge capacity of the acoustic wave packet thereby decreasing the dynamic range of the device. Therefore, a need exists for a HACT device design which is insensitive to the residual surface states and has performance characteristics comparable to or greater than the current HACT structures which rely on the surface states and have limited channel widths. A structure which utilizes a pn junction at the surface to isolate the channel from surface states was proposed in reference [3]. However, the structure was never analyzed to determine the necessary doping profiles or the device characteristics. The structure proposed in this paper is an extension of the pn HACT configuration first described in reference [3].

The purpose of this paper is to introduce and analyze an alternative HACT structure, hereafter called p-HACT, which is relatively insensitive to changes in residual surface concentration and to fluctuations in the doping concentration of the epitaxial layers. The proposed device structure utilizes a pn junction at the front surface to provide isolation from the surface charge and to create the top vertical confinement. A lightly doped n-type channel layer is then separated from the substrate by a p-type AlGaAs layer. The p-type AlGaAs serves two purposes: First, the band edge discontinuity provides the bottom part of the vertical confinement. Second, the p-type doping serves to complete the depletion of the transport layer. By using dopants to deplete the transport layer, channel thicknesses an order of magnitude larger than those obtained
in current HACT devices can be achieved, sensitivity to the surface states is reduced, and processing variations can be avoided.

The remainder of the paper will discuss the two dimensional device simulation code, Semiconductor Total Energy Balance Simulator in two Dimensions (STEBS-2D), used for modeling the performance of the HACT structures. The charge packet size and shape for the two different HACT designs at one specific acoustic power level will then be compared for three different residual surface charge concentrations. Finally, transient simulations using several values of carrier lifetime in the channel layer provide a measure of the maximum charge transfer efficiency of the proposed structure.

II. DEVICE DESIGN

The layer structure and doping concentrations in the new p-type HACT, hereafter referred to as p-HACT, is shown in Fig. 4. The design consists of a top layer of p-type GaAs doped to $2.15 \times 10^{17}$ cm$^{-3}$ with a thickness of 50 nm, 50 nm n-type GaAs doped to $1.85 \times 10^{17}$ cm$^{-3}$ follows the cap layer. The channel layer is 300 nm of n-type GaAs doped to $1.0 \times 10^{15}$ cm$^{-3}$. The bottom vertical confinement layer is 100 nm of p-type Al$_{0.3}$Ga$_{0.7}$As with a doping concentration of $1.0 \times 10^{16}$ cm$^{-3}$. The substrate is n-type GaAs doped at $5.0 \times 10^{15}$ cm$^{-3}$. Alternatively a 2 μm GaAs buffer layer of the same doping concentration on a semi-insulating substrate can be used. The one dimensional conduction band diagram of the p-HACT, without the superimposed acoustic potential, for three different residual surface state concentrations is shown in Fig. 5. The surface state densities are $-5.0 \times 10^{11}$ cm$^{-2}$, $-1.0 \times 10^{12}$ cm$^{-2}$, and $-5.0 \times 10^{12}$ cm$^{-2}$ which differ from those used in the n-HACT simulation. Comparing Figs. 3 and 5 it is immediately apparent that the p-HACT structure is much less sensitive to fluctuations in the top surface charge; the band diagram does not change as the surface charge varies. Also note that the width of the transport layer has been increased by almost an order of magnitude, from 40 nm to 300 nm.

The maximum doping concentration in the two HACT structures is approximately the same for several reasons. First, it was found that when the doping concentrations in the first two layers was reduced the p-HACT became more sensitive to the surface state density. Similar behavior occurs for the n-HACT structure. Since the design goal is to produce a device insensitive to the surface state concentration, the doping concentrations in the top layers must remain fairly high. However, the doping concentration in these layers can not be increased to arbitrarily high values in either structure owing to the fact that the top surface of the HACT structure can not be highly conductive [1]. A highly conductive surface, such as a metal or highly doped semiconductor, will short out the surface acoustic wave propagating in the underlying semiconductor. This will be discussed at length in the next section. In the case of the n-HACT structure the doping concentration in the AlGaAs cap layer can not be raised too high because the layer will begin modulation doping the transport layer, similar to a HEMT. As the number of carriers increases in the channel due to the modulation doping the acoustic wave will be damped out, the perturbation due to the displacement charge from the surface acoustic wave will become too small compared to the background carrier concentration. In the p-HACT device,
high doping creates a very strongly depleted channel but the perturbation due to the acoustic wave is not great enough to cause significant lateral confinement. For this case the heavy doping strongly pins the energy bands in the channel region.

III. MODEL DESCRIPTION

The ability to model the HACT structure depends upon the assumption that the acoustic properties of the material can be treated as a perturbation to the electrical properties under specific conditions. The SAW potential is converted to an effective doping concentration and superimposed on the background concentration of the structure. This is more realistic than superimposing the SAW potential directly on the device potential because at the surface and deep within the substrate the SAW contributes little to the overall potential.

A. Electrical Model

The fundamental basis of our model is a two-dimensional hydrodynamic device simulation code, STEBS-2D [4]. For the simulations presented here, the lattice temperature effects and electronic heat transfer have been neglected. The resulting partial differential equations describing the system and solved within the context of the hydrodynamic simulator are

\[
\psi_n + \psi_p = \mu_n \left[ -k_b T_e \Lambda_c \nabla \psi_n - \mu_p \nabla \left( \psi_n + \psi_p \right) \right] - \frac{3}{2} \frac{\mu_p}{\mu_n} \left[ \frac{\nabla \psi_p}{m_n^*} \right].
\]

Equation (1) is Poisson's equation for the potential and includes the effective doping from the surface acoustic wave, \( \Gamma_{SAW} \), as will be described. Equations (2) and (3) are the electron and hole current continuity equations. The electron and hole flux equations are given in (4) and (5). On the right hand side of (2) and (3), the generation/recombination terms (R and G) account for band to band, Auger, and Shockley-Read-Hall (SRH) recombination. The partial differential equations are discretized using the control volume method as described in [4], [5]. All material parameters i.e. bandgap, mobility, density of states, recombination parameters are determined using the formulas stated in PC-1D [6]. In addition, a thermionic-field emission boundary condition [7] for the currents is implemented at each material discontinuity. Interface states and recombination centers were assumed to be negligible at the material discontinuities. Equations (1)-(5), along with the appropriate boundary conditions for the device domain, are solved for the three fundamental variables \( \psi_n, \psi_p, \) and \( n \).

In the simulations presented here four different boundary conditions are needed. The first is a grounded ohmic contact [8] at the back surface of the device. The second type of boundary condition is the symmetry boundary condition [8]. This is applied on both lateral sides of the simulation domain. This choice of boundary conditions will be explained further in the next section on modeling the acoustic wave. On the top surface two different types of boundary conditions are used. In the one dimensional simulations without the surface acoustic wave, Figs. 3 and 5, a free surface boundary condition is employed for the electrostatic potential. Its mathematical form is

\[
\frac{\partial \psi}{\partial X} = Q_{int}
\]

The parameter \( \epsilon_{semi} \) is the semiconductor permittivity and \( Q_{int} \) is the surface charge density and varies in the range \(-5 \times 10^{11} \) to \(-5 \times 10^{12} \) cm\(^{-2}\). This range of surface charge density corresponds to approximately 1\% of the dangling bonds being charged. Even though the SAW is expected to alter the surface state occupancy \( (Q_{int}) \), this has been neglected in the model due to the lack of information concerning the charged state profile. The boundary conditions for the carrier concentrations depend upon satisfying the continuity equations at the surface with respect to the surface recombination rate as

\[
J_n = -q R_{surf} = -q \frac{S_n S_p (np-n_i^2)}{S_n (n+n_i) + S_p (p+p_i)} \cdot \delta(x)
\]

\[
J_p = q R_{surf} = q \frac{S_n S_p (np-n_i^2)}{S_n (n+n_i) + S_p (p+p_i)} \cdot \delta(x)
\]
Fig. 8. Two dimensional conduction band diagrams for the (a) n-HACT structure, and (b) p-HACT structure with an applied surface acoustic wave. Only the epitaxial layer are displayed in each case.

In the one dimensional simulations the value of the surface recombination rates \( R_{\text{surf}} \) used in (7) has been set to zero. Setting \( R_{\text{surf}} \) to zero is justified because the surface is not driven out of equilibrium. Therefore \( np = n_i^2 \) and no matter what the actual surface recombination velocities are the surface recombination rate evaluates to zero [8]. These one dimensional simulations then provided the value of the fermi level with respect to the intrinsic level which was used in the two dimensional simulations.

In the two dimensional simulations with the SAW the free surface boundary conditions given by (6) and (7) in the one dimensional case could be used with the modification that an extra term accounting for the acoustic displacement charge is added to (6). This is only done in the case of the n-HACT structure at the lowest residual surface state concentration. At the other surface state concentrations in the n-HACT structure and at all surface state concentrations in the p-HACT structure the free surface boundary condition is replaced by a pinned fermi level boundary condition. The value of the fermi level is fixed to the value calculated from the one dimensional simulation with the fixed surface charge. The use of either the free surface with charge boundary condition or the pinned fermi level boundary condition in these cases results in the same potential profile. The similar potential profile occurs because the SAW displacement charge is a very minor perturbation compared to the fixed surface states, only changing the fermi level by \( \approx 1.0 \times 10^{-3} \) volts. Even in the n-HACT structure at the lowest surface state concentration and a modified free surface condition of (6) with the acoustic displacement, the potential profile within the channel is unchanged from that obtained with a fixed fermi level at the surface. However, the pinned fermi level boundary condition tends to speed the convergence of the solution.

The simulation domain is nonuniformly discretized using rectangular control volumes. The node placement is performed adaptively during the equilibrium portion of the simulation. The adaptive gridding depends upon the change in potential, changes in material types or boundary conditions, and fluctuations in the doping concentrations. Generally the adaptive gridding results in a mesh consisting of approximately \( 10^7 \times 41 \) points. The system of equations is linearized using Newton’s method. The resulting system is solved using an iterative approach known as the conjugate gradient squared and stabilized method [9]. The code for this accelerator was added to the NSPCG library for the solution of nonsymmetric systems of equations [10].

B. Modeling the Surface Acoustic Wave

As previously stated the acoustic wave potential provides lateral confinement and transports the charge. To utilize the maximum coupling coefficient between the mechanical and electrical components of the SAW power a wave propagating in the \(<110>\) direction on a \([100]\) crystal structure is simulated. The SAW potential is calculated for the layer structures by the technique described in reference [11]. The resulting normalized potential as a function of distance from the surface for the p-HACT structure supporting a SAW with a power intensity of 1 mWatt/\( \lambda \) is depicted in Fig. 6. The magnitude of the SAW potential for two different surface conditions, a free surface and a metallized surface, are displayed. Notice that the SAW potential is completely shorted out at the surface for the metallized device while the SAW potential maximum occurs at the surface in the free surface structure. Fig. 6 can be used to explain why a highly conductive surface can not be used in the HACT structure, as mentioned above. The location of both the n-HACT and p-HACT channels lie between the origin and the vertical line in Fig. 6. The channels are located very close to the surface to take advantage of the high magnitude of the
Fig. 9. Equi-energy contour plots of the n-HACT structure with an applied surface acoustic wave and three different residual surface state concentrations: (a) $-1.0 \times 10^{12}$ cm$^{-2}$, (b) $-1.5 \times 10^{12}$ cm$^{-2}$.

SAW potential present in the free surface case. As the front surface doping concentration increases, the surface becomes conductive and the maximum magnitude of the SAW potential decreases in the immediate vicinity of the surface. Therefore, in the highly conductive surface device the SAW potential is insufficient near the surface to effectively transport charge.
As stated in Section III.B, the acoustic wave is modeled as a perturbation to the impurity doping density in Poisson's equation. The magnitude of the displacement charge resulting from the acoustic wave is obtained by the Laplacian of the wave potential and modulated by a sinusoidally varying function [12]

\[ \Gamma_{\text{SAW}}(x, y, t) = P_x \epsilon k^2 \phi_{\text{SAW}}(x) \cos(ky - \omega t) \]  

(8)

The factor \( P_x \) in (8) is a power scaling factor, indicating the SAW potential at the surface under free surface conditions, while \( k \) is the wave number of the acoustic wave. Fig. 7 depicts the maximum displacement charge, \( \Gamma_{\text{SAW}}(x, y, t) \), in the p-HACT structure for an acoustic wavelength of 10 \( \mu \text{m} \), a \( P_x \) of 4 [12], and a free surface boundary condition. Contrary to the smooth behavior of the displacement charge in the case of bulk ACT devices the displacement charge in the HACT case shows discontinuities due to the abrupt changes in the permittivity of the constituent material.

In the calculations presented below only one wavelength of the SAW will be simulated. The beginning and ending points are chosen at the potential minimums, thus creating a potential well to confine the electrons in the middle of the simulation domain. Provided the injected electrons do not greatly effect the shape of the SAW the choice of a symmetry boundary condition in the lateral directions can be justified.

C. Comparison with Previous Models

Several numerical models have been reported to simulate charge injection in bulk ACT devices [12]–[15]. One of the major aims of this work is to analyze the HACT structures so only a limited comparison of our model to previous ACT models is appropriate. The earlier bulk ACT models neglect the hole contribution to the solution. This implies that no carrier recombination takes place, and therefore the charge transfer efficiency would always be calculated to be unity. Our model enables a more realistic calculation of the charge transfer efficiency by including the hole transport equation to simulate recombination. Previous ACT models were concerned with simulating the injection process between the input ohmic contact on the surface and the acoustic transport channel in the bulk of the device. In the model presented here the desired amount of charge is added at a specific location very close to the surface in a very small time step (1 psec). Then two small time steps are sequentially performed allowing the charge to distribute itself within the SAW's well. The time steps used in the simulation are 0.1 and 0.5 nsec. After 0.6 nsec elapses the injected charge is then in steady state with the acoustic potential. Next the time steps are increased to calculate the charge transfer efficiency.

Simulation of an n-HACT structure has been reported by researchers at United Technologies Research Center (UTRC) [2], [16]. As in the case of the bulk ACT models the hole equation was removed from the UTRC solution domain. The charge injection in the UTRC model is similar to the method of injection adopted here. A major difference between the two models is the UTRC model uses top and bottom ground planes as boundary conditions for the top and bottom of the device. It is in these planes that image charge created by the injected electrons will reside. Using the model presented here, which
Fig. 10. Equi-energy contour plots of the p-HACT structure with an applied surface acoustic wave and three different residual surface state concentrations: (a) $-5.0 \times 10^{11}$ cm$^{-2}$, (b) $-1.0 \times 10^{12}$ cm$^{-2}$.

does not use ground planes, it will be shown that the image charge actually resides in the substrate just below the bottom heterojunction. Another major difference is in the calculation of the displacement charge. The UTRC model used a simple
Fig. 10. (c) $-5.0 \times 10^{12}$ cm$^{-2}$.

Fig. 11. Electron packet shape for the p-HACT structure with an applied surface acoustic wave and $10^6$ electrons/cm$^2$ injected into the transport channel. The loss of electrons from 0.6 to 0.8 µm deep is the image charge created by the injected electrons.

expression for the displacement charge in the HACT channel,

$$
\Gamma_{saw}(x, y, t) = -\left(\frac{e}{4\pi q}\right) \nabla^2 (\psi_0 \cos(ky - \omega t)) \tag{9}
$$

where the constant $\psi_0$ was set to 1. In the model presented here, which uses (8), the value of the power parameter, $P_s$, would need to be set to an unusually high number as compared to that given in [12] to obtain the same potential profile as shown in [16]. The UTRC model and the model presented in this work both ignore the synchronous field created by the constant velocity of the SAW in the propagation direction [1].

IV. APPLICATION TO n-HACT AND p-HACT DEVICES

The one dimensional simulations, Figs. 3 and 5, depict the conduction band without any acoustic potential. These figures serve to highlight the effect of the surface state density for both the n-HACT and p-HACT structures. In this section these structures are simulated in two dimensions...
with a superimposed SAW potential and injected charge to
determine their charge capacity and charge transfer efficiency.
The acoustic wave simulated has a wavelength of 10 μm, a
frequency of 287.75 MHz, which leads to an acoustic velocity
of 2877.5 m/sec.

Fig. 8(a) and (b) show energy surface plots of the steady
state conduction band for the n-HACT and p-HACT structures
with a surface state density of $-1.5 \times 10^{12} \text{ cm}^{-2}$ and $-1.0 \times 10^{12} \text{ cm}^{-2}$ respectively. The power scaling factor, $P_s$, for
both structures was 4. These figures are useful for illustrating
the potential well created by the SAW potential. Hereafter, the
conduction band will be illustrated by using contour plots of
the energy surface. Comparison of Fig. 8(a) and (b) shows
that the well created in the p-HACT structure (Fig. 8(b)) is
approximately an order of magnitude larger than the n-HACT
structure. In the n-HACT structure the top and bottom vertical
confinement is provided by the two heterojunction barriers.
As previously described, the top vertical confinement in the
p-HACT structure is provided by the pn junction, with no
abrupt change in the conduction band, and the bottom vertical
confinement is formed by the heterojunction discontinuity.

Fig. 9(a)–(c) show the equi-energy contour levels for the
n-HACT structure with a $P_s$ factor of 4 and surface state
concentrations of $-1 \times 10^{12}$, $-1.5 \times 10^{12}$, and $-5.0 \times 10^{12}$
$\text{ cm}^{-2}$. The values of the lateral barrier created by the SAW
and the value of the pinned fermi level at the front surface are
given in Table I. Note that there exists only a very little lateral
potential barrier at a surface concentration of $-1.0 \times 10^{-12}$
$\text{ cm}^{-2}$. The value of the pinned fermi level in Table I for the n-
HACT structure demonstrates again this structure’s sensitivity
to the surface state density. At a residual concentration of $-1.0 \times 10^{-12}$ $\text{ cm}^{-2}$ the level is 0.0895 eV, both the cap layer and
channel layer are modulation doped by the AlGaAs. However,
at residual concentration of $-1.5 \times 10^{-12}$ $\text{ cm}^{-2}$ the level has
dropped to $-0.684$ eV and the cap layer is now depleted.

The steady state conduction band contours for the p-HACT
structure with surface concentrations of $-5 \times 10^{11}$, $-1.0 \times 10^{12}$,
and $-5.0 \times 10^{12}$ $\text{ cm}^{-2}$ are displayed in Fig. 10(a)–(c).
As in the case of the n-HACT structures the $P_s$ value was
Fig. 15. Electron packet shape for the p-HACT structure with an applied surface acoustic wave, a residual surface state concentration of $-1.0 \times 10^{12}$ cm$^{-2}$, and three injected carrier concentrations: (a) $1.0 \times 10^6$ electrons/cm$^2$, (b) $5.0 \times 10^7$ electrons/cm$^2$, and (c) $1.0 \times 10^8$ electrons/cm$^2$. Notice the spreading in the case of $1.0 \times 10^8$ electrons/cm$^2$ is much less than in the n-HACT structure Fig. 14.

set to 4 and values of lateral barrier and pinned fermi level are listed in Table I. As seen from Fig. 10 and the values of the lateral barrier in Table I the surface concentration does not significantly change the shape of the potential well in the p-HACT structure.

To determine the maximum charge capacity of the potential well excess electrons are injected into the channel at the conduction band minimum. The structures are simulated until the electrons reach steady state with the acoustic potential. The number of injected electrons is increased until it appears that the electrons are not being confined within a single wavelength. Fig. 11 is an example of the electron charge packet shape when $10^6$ electrons/cm are injected into the middle of the simulation domain for the p-HACT structure. To determine the electron packet shape the electron density simulated at steady state was subtracted from the electron density simulated 0.6 nanoseconds after the charge was injected. The 0.6 nanoseconds is required for the electrons which are only injected at the middle to attain a steady state condition with the acoustic potential. Notice that the electrons are confined to the center of the simulation domain, which is the lowest part of the conduction band in Fig. 10. The width of the packet is approximately 2 $\mu$m wide in the propagation direction. As will be seen in the figures to be presented the width of the packet increases as the amount of injected charge increases. Also note in Fig. 11 that an image charge, i.e. removal of electrons, has been created in the substrate just below the confining heterojunction. This image charge will not be plotted in later figures, but the reader should be aware that it exists.

Fig. 12 shows the electron packet shape for $5 \times 10^6$ electrons/cm injected into the n-HACT structure with the lowest residual surface state concentration. The electrons are not confined to the middle of the simulation domain, but spread over the channel along the propagation direction. This indicates that this structure has exceeded its maximum capacity for SAW transport; there is no confinement in the propagation direction. Fig. 13 depicts the electron packet shape for the n-HACT structure with a residual surface state concentration of $-1.5 \times 10^{12}$ cm$^{-2}$ for two injected electron concentrations. Fig. 13 a is for a packet of $10^7$ electrons/cm. This is the maximum amount predicted
Fig. 16. Fraction of packet electrons remaining as a function of elapsed time in the p-HACT structure for three different values of SRH lifetime: 1 μsec, 10 nsec, and 0.1 nsec.

Fig. 17. Number of 9's in the charge transfer efficiency as a function of the value of the SRH lifetime in the channel region of the p-HACT device structure.

by the UTRC model for this structure. When the injected electron concentration is increased to $5 \times 10^7$ electrons/cm, Fig. 13(b), there is spreading of the packet over the entire simulation domain, indicating that the maximum capacity has been exceeded. Note that unlike the UTRC model the lack of confinement is due to the SAW potential not the heterojunction barrier. Fig. 14 displays the electron packet shape for the n-HACT structure with the highest residual surface state concentration. In this case the electron packet does not spread until the injected concentration reaches $10^8$ electrons/cm. Comparison of Figs. 13 and 14 shows that excess surface charge can lead to a small increase in the maximum charge capacity of the wells.

The electron packet shape obtained using the p-HACT structure with a residual surface state concentration of $-1.0 \times 10^{12}$ cm$^{-2}$ and three different injected electron concentrations is shown in Fig. 15. For an injected electron concentration of $10^7$ electrons/cm, Fig. 15(a), the packet is confined within 5 μm of the simulation domain. Fig. 15(b) shows the packet confinement when $5 \times 10^7$ electrons/cm are injected, even at $10^8$ electrons/cm, Fig. 15(c), the packet is still fairly well confined to the simulation domain. Due to the similarities in the characteristics of the p-HACT structure at other residual surface state densities charge packet shapes at other surface state concentrations will not be presented. Simulations at surface state densities of $1.0 \times 10^{11}$ and $1.0 \times 10^{13}$ cm$^{-2}$ also show similar insensitivity. Comparison of Figs. 13 and 15 shows that due to the larger channel thickness in the p-HACT structure the peak electron concentration density is approximately half of that obtained in the n-HACT structure for the same injected carrier concentration. These figures also show that for approximately the same surface concentration the p-HACT has a charge capacity which is nearly an order of magnitude higher than the n-HACT structure. The maximum charge capacity for the p-HACT structure is approximately the same as the n-HACT structure with a high residual surface concentration, as can be seen from a comparison of Figs. 14 and 15.

To determine the maximum charge transfer efficiency of the p-HACT structure electrons are injected into the channel layer in the same manner as for the packet shape calculations. The structure is simulated for $\sim 1000$ wavelengths, 4 μsec, at different time intervals. The amount of electrons remaining in the packet was recorded to determine the transfer efficiency. The fraction of electrons remaining in the packet as a function of time is shown in Fig. 16 for three different values of SRH lifetime. At high SRH lifetimes the fraction of remaining electrons is very close to unity, indicating excellent charge transfer efficiency. The calculated charge transfer efficiency, given by the number of 9's in efficiency, as a function of SRH lifetime is given in Fig. 17. For a SRH lifetime of 0.1 nsec the structure has 5 9's transfer efficiency and increases to 8 9's for 1 μsec lifetime. However, this analysis does not include any interface recombination at
the heterojunction nor does it account for slow traps in the channel layer. Both of these effects will act to lower the charge transfer efficiency.

VI. CONCLUSIONS

An alternative HACT structure which uses a p-n-n doping profile to deplete the transport layer and isolate the channel from the residual surface states has been analyzed. The p-n-n doping also leads to an increase in the channel thickness. The p-HACT structure is insensitive to the residual surface state density over two orders of magnitude. Charge capacity simulations show that the p-HACT structure is capable of nearly an order of magnitude improvement in electron capacity over the n-HACT structure at nearly the same residual surface concentration. Simulations also show that the charge transfer is 5 to 8 9's efficient if the recombination is limited by SRH lifetimes in the range of 0.1 nsec to 1 μsec. The p-HACT structure described in this paper has not been fully optimized, further calculations reveal that the doping in the first n-type layer may need to be reduced.
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5.2: ZnO Films for ACT Devices

Here we present the work that we performed to ultimately reduce the RF power consumption of ACT devices. We have attached two papers which describes this work:


These papers indicate that ZnO is a suitable film choice for GaAs ACT devices because it can be deposited easily by sputtering and the SAW velocity for ZnO is comparable to that for GaAs. We also found out that ZnO can be made compatible with GaAs. Many GaAs processing people do not even like to hear the mention of Zinc because it is a fast diffusing, p-type dopant for GaAs. There concern is that if Zn enters any processing system that the GaAs wafers are going through, it will continue to dope Zn forever. This is probably a reasonable concern and in order for ZnO to be used it would have to be a final process step, after all other fabrication processing has been done. The wafer would need to leave the main facility and then go to another, separate location for ZnO deposition. We found that if the GaAs wafer has an encapsulation layer such as silicon nitride on it, the ZnO will not dope that wafer during sputtering. Hence, there is a way to get the ZnO layer on the GaAs on without harming the wafer. Though this may seem costly, there is a precedent for this in the silicon industry. Copper is now being hailed as a new metallization material for silicon and it too is a dopant for silicon. The interconnect layer that copper is used for is applied at the very end of the process and in a separate facility so that there can be no back contamination.
These two attached papers describe in considerable detail the work that was conducted. Ultimately, it was found that the ZnO film should be between 0.3 and 0.5 acoustic wavelengths thick for HACT devices.
An analysis of surface acoustic wave propagation in a piezoelectric film over a GaAs/AlGaAs heterostructure
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This paper presents a theoretical analysis of the surface acoustic wave (SAW) propagation in a GaAs/AlGaAs heterostructure covered with a piezoelectric film such as ZnO, BaTiO3, PbTiO3 or PZT. We calculate the SAW potential profile, SAW velocity, and effective piezoelectric coupling constant as functions of the film thickness using a Laguerre polynomial technique. The effective material constants such as the characteristic admittance and equivalent dielectric constant are also obtained. We concentrate on the suitable choice of the film for a heterojunction acoustic charge transport device. A ZnO film of 0.3–0.5 acoustic wavelength thickness seems to be the most suitable choice.

I. INTRODUCTION

Acoustic charge transport (ACT) devices have been developed for a variety of high-speed analog signal processing applications since they were first reported in 1982. In ACT devices the charge packets are transported by the electric potential associated with a propagating surface acoustic wave (SAW). One ACT architecture uses a thick (approximately half of the SAW wavelength) epilayer and the charge is confined vertically by a combination of the depletion potential and the SAW potential. This epilayer of lightly doped GaAs causes difficulty in the monolithic integration of ACT devices with other electronic components. This problem has been overcome in part in a heterojunction ACT (HACT) device in which the charge is confined in a GaAs well sandwiched between AlGaAs layers. The potential profile of a conventional HACT device is shown in Fig. 1 for both open- and short-circuit surface cases. For the open-circuit surface, the channel potential is the strongest because the ACT channel is located just underneath the surface. The potential is very small at the surface for the short-circuit case due to the electrical boundary conditions associated with a metal film.

For a signal processing application, the charge packet can be detected by nondestructive sense (NDS) electrodes. A complication in ACT devices which does not face the designer of charge coupled devices (CCD) is that the NDS electrodes must perform a perturbation of the SAW. It has been shown that an electrode grating which has one eighth of an acoustic wavelength wide metallization and spacing, respectively, could be used to minimize the perturbation of the SAW by the NDS grating. As seen in Fig. 1, the presence of the metallic NDS array will short out the SAW potential at the surface, and this has been shown to adversely affect charge transport in the HACT structure. To overcome this problem with the HACT device, one needs an insulating layer between the ACT channel and the NDS electrodes. Therefore, the insulating layer helps to place the transport depth such that the channel potential for both the open- and short-circuit cases is roughly equal. Moreover, if this insulating layer is a piezoelectric film, such as ZnO, it is possible to obtain a strong SAW potential and thus reduce the acoustic power necessary for charge transport. Considerable work on various film structures has been reported with most of the investigations being focused on the piezoelectric coupling coefficient, $K^2$. For ACT devices, however, one wants to know not just the effective values of $K^2$ but the potential profile extending into the substrate.

This paper presents a theoretical analysis of the SAW propagation in a GaAs/AlGaAs HACT structure covered with a piezoelectric film. The numerical results are shown for film materials such as ZnO, BaTiO3, PbTiO3 or PZT. We use the Laguerre polynomial (LP) technique to describe SAW propagation in multilayered structures. Our results include the SAW velocities for the open-circuit surface, SAW potential, and acoustic admittance value for $K^2$ is calculated from the relative velocities between the open- and short-circuit surface ($K^2 = 2AV/V$).

II. METHODOLOGY

The schematic diagram of the structure to be investigated is illustrated in Fig. 2. The HACT device being considered consists of 400-Å-thick GaAs quantum well for charge transport sandwiched between the 700-Å-thick and 1-μm-thick AlGaAs layers. A 200-Å-thick GaAs layer is used as a cap layer. The mole fraction of AlAs in AlGaAs is chosen to be 0.35.

In our analysis, we used the stiffness, piezoelectric, and dielectric tensors reported by Adachi, Carlotti et al., and Mansingh. These material tensors are transformed by the Euler angle method to reflect the desired crystal cut and propagation direction. As in the majority of ACT devices developed to date, the surface normal direction of the HACT device is ⟨001⟩ and the wave propagation direction is ⟨110⟩. The crystal symmetry of the ZnO film is hexagonal and that of the BaTiO3, PbTiO3, and PZT film is a polycrystalline ceramic. The polycrystalline ZnO film can be grown by various sputtering methods and its orientation is ob-
contained with the $c$ axis normal to the surface by choosing proper sputtering parameters.\textsuperscript{11} It should be noted that this property makes the poling process unnecessary for ZnO unlike for the piezoelectric ceramic films. It has also been reported that the $c$-oriented ZnO film can be deposited on top of a GaAs/AlGaAs/GaAs structure.\textsuperscript{12} Since the basal plane of hexagonal crystal is isotropic, the propagation direction for calculation purposes is arbitrarily chosen to be (100). For the ceramic films, which are grown by various kinds of deposition methods,\textsuperscript{5} the material tensor has the same form as for the hexagonal crystal system, with $Z$ axis along the poling axis. During the poling process, the poling axis is along the surface normal direction and it is parallel to the (001) direction.\textsuperscript{13} Therefore, the surface normal and the propagation directions are same as those of the sputtered ZnO film.

Using the LP technique, one can obtain the SAW potential profile in relation to the acoustic power. However, for ACT devices, it is preferable to have the SAW potential related to the voltage applied to the transducer. The equations presented in Datta\textsuperscript{14} are used in this paper. The surface SAW potential, $\phi_0$, is given by $\phi_0 = \mu V_T$, where $\mu$ is the response function and $V_T$ is the applied voltage to the interdigital transducer (IDT). The response function is given by

$$\mu = \mu_c (f_c/\eta) N \frac{\sin \left[ N \pi \left( f - f_c \right) / f_c \right]}{N \pi \left( f - f_c / f_c \right)}$$

where $f_c$ is the center frequency of the IDT, $N$ is the number of the IDT electrode pairs, and $\mu_c$ is the element factor which is equal to $0.8 K^2$ for the metallization ratio $\eta = 0.5$. Since the SAW is a clock signal and is open-centered frequency for ACT devices, $\mu$ becomes 1. Therefore, $\phi_0$ can be simply written as

$$\phi_0 = 0.8 K^2 N V_T$$

We make this value for $\phi_0$ to be the surface SAW potential obtained by the LP technique.

The relation between the acoustic power, $P_a$, and $\phi_0$ can be used for the calculation of the effective material constants. The characteristic admittance, $y_0$, can be given by

$$P_a = |\phi_0|^2 y_0 \frac{W}{2 \lambda}$$

where $W$ is the width of overlap of the IDT electrodes. The equivalent dielectric constant, $c_e$, is given by

$$c_e = K^2 \frac{y_0}{2 \pi v_{SAW}}$$

where $v_{SAW}$ is the SAW velocity.

### III. RESULTS

The computed open-circuited SAW velocity versus film thickness is shown in Fig. 3. For our calculations, the acoustic wavelength, $\lambda$, of the filmed architecture is as-
sumed to be 10 μm. We calculate over the range of 0-0.5λ thickness of the film. The Rayleigh modes are supported for all the filmed architectures being considered here. It is seen that the SAW velocity is close to that of the HACT substrate for the small thickness of the film and it is close to that of the corresponding single material as the thickness of the film is increased. Also note that the SAW velocity decreases monotonically. The SAW velocity of the HACT device which is drawn as the zero thickness of the film is calculated to be 2910 m/s (cf. ν\text{ACT} = 2864 m/s).

The variations of the SAW velocity by the 0.3λ thickness of the film are — 6.6%, — 2.9%, — 13.9%, and — 17.7% from that of the HACT device with no film overlay for the ZnO, BaTiO₃, PbTiO₃, and PZT film, respectively. Note that the SAW velocity is changed only a little for the BaTiO₃ and ZnO film. Therefore it is expected that the bandwidth of the ACT device with these films is not decreased severely because the maximum bandwidth is half of the SAW clock frequency according to the Nyquist theorem (f_c = ν\text{SAW}/λ).

The value of K² versus film thickness is shown in Fig. 4. For the ZnO film, the value of K² increases rapidly up to the 0.1λ thick film, and reaches 0.8%-0.9% for the 0.1-0.5λ thick film. For the other films, the value increases slightly for the 0-0.1λ thick film. ZnO peak at 2.41%, 1.50%, and 2.84% for the 0.1λ thick film.
BaTiO₃, PbTiO₃, and PZT film, respectively. Note that the value of $K^2$ of the HACT device with no film overlay is calculated to be only 0.081%.

In order to compare the SAW potential, we assume an ideal power transfer condition in which the impedance of the IDT and that of the source are perfectly matched. We chose the values of $N$ and $V_T$ to be 100 finger pairs and 1 $V$, respectively. Figures 5(a) and 5(b) show the calculated potential profiles of the films for the open- and short-circuit surface, respectively. The film thickness is chosen arbitrarily to be 0.3λ. Note that the phase shifting term is omitted to show the magnitude only. The location of the GaAs well for the charge transport channel is denoted by a square. It is seen that the channel potential is not proportional to the value of $K^2$ especially for the PbTiO₃ film.

Note that the local maximum point of the SAW potential is around the channel location for the ZnO film unlike for the other films. This characteristic is held for the range over the 0.3λ film thickness and it may help to confine the charge in the ACT channel not only horizontally but also vertically.

The calculated channel potentials versus the film thickness are shown in Figs. 6(a) and 6(b) for the open- and short-circuit surface, respectively. The channel potential of the HACT device with no film overlay is drawn as that of the zero film thickness. It is seen that the channel potentials are increased dramatically as the film thickness increases except for the PbTiO₃ film. From Fig. 6(b), it is
clear that the channel potentials for the short-circuit surface are not shorted out for the filmed structures while it is shorted out for the HACT architecture with no film overlay. This shows that the presence of the complicated NDS array does not cause the severe degradation of the charge transport properties. Even though the largest potential is expected in the PZT case, the ZnO film will be the most suitable choice because it does not require poling. Thus, we will present more about the ZnO film. The detailed SAW potential profiles for the ZnO film are shown in Figs. 7(a) and 7(b) for the open- and short-circuit surface, respectively. The decrease of the channel potential around the 0.2λ thickness shown in Fig. 6(b) is explained by the profiles shown in Fig. 7(b). Considering this for both the open- and short-circuited potential, we can expect that the 0.3–0.5λ thickness is the best choice for the ZnO film. For this range, the open-circuited channel potential is shown to increase the channel potential by a factor of 7–9 over what it would be for the HACT architecture, and the short-circuited one maintains the value of 73%–94% of the open-circuited one.

Consider the ideal equivalent circuit of an IDT shown in Fig. 8. One can obtain the values for the circuit elements using the values of \( \mu_p \) and \( c \), in the following equations presented in Datta.\(^\text{14}\) These values can be used to design a matching network of the IDT. The radiation conductance, \( G_m \), is given by
FIG. 7. SAW potential profile vs ZnO film thickness: (a) for open-circuit surface, (b) for short-circuit surface.
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**FIG. 8.** Ideal equivalent circuit model of an IDT.

\[ G_{e} = 2 |\mu|^{2} \frac{W}{\lambda}. \]

The radiation susceptance, \( B_{r} \), is the Hilbert transform of \( G_{e} \), and \( B_{r} = 0 \) at the center frequency. The equivalent capacitance, \( C_{T} \), is given by

\[ C_{T} = ac_{p} NW, \quad a = \begin{cases} 1 & \text{for solid-electrode IDT} \\ 1.4 & \text{split-electrode IDT} \end{cases} \]

The calculated \( y_{0} \) and \( c_{p} \) of the HACT architecture covered with the ZnO film are shown in Fig. 9. The values for GaAs (Ref. 14) are given here for comparison.
\[ y_{0,\text{GaAs}} = 3.1 \text{ mmho} \]
\[ \varepsilon_{0,\text{GaAs}} = 1.2 \text{ pF/cm} \]

**IV. CONCLUSIONS**

SAW velocity, \( K^2 \), and potential profile of the piezoelectric films such as ZnO, BaTiO\(_3\), PbTiO\(_3\), or PZT on top of a GaAs/AlGaAs HACT device have been investigated using the Laguerre polynomial technique. Among these films, the ZnO film would be the most suitable choice. The effective characteristic admittance and dielectric constant for the HACT architecture covered with the ZnO film have also been calculated. It is found that the ZnO film of 0.3–0.5\( \lambda \) thickness increases the open-circuited channel potential by a factor of 7–9 over the conventional HACT device and it makes the short-circuited one maintain the value of 73%–94% of the open-circuited one.
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ZnO Films on \{001\}-Cut \langle110\>-Propagating GaAs Substrates for Surface Acoustic Wave Device Applications

Yoonkee Kim, William D. Hunt, Frederick S. Hickernell, Fellow, IEEE, Robert J. Higgins, and Cheng-Kuei Jen

Abstract—A potential application for piezoelectric films on GaAs substrates is the monolithic integration of surface acoustic wave (SAW) devices with GaAs electronics. Knowledge of the SAW properties of the layered structure is critical for the optimum and accurate design of such devices. The acoustic properties of ZnO films sputtered on \{001\}-cut \langle110\>-propagating GaAs substrates are investigated in this article, including SAW velocity, effective piezoelectric coupling constant, propagation loss, diffraction, velocity surface, and reflectivity of shorted and open metallic gratings. The measurements of these essential SAW properties for the frequency range between 180 and 360 MHz have been performed using a knife-edge laser probe for film thicknesses over the range of 1.6–4 \(\mu\)m and with films of different grain sizes. The high quality of dc triode sputtered films was observed as evidenced by high \(K^2\) and low attenuation. The measurements of the velocity surface, which directly affects the SAW diffraction, on the bare and metalized ZnO on SiO\(_2\) or SiN\(_x\), on \{001\}-cut GaAs samples are reported using two different techniques: 1) knife-edge laser probe, 2) line-focus-beam scanning acoustic microscope. It was found that near the \langle110\> propagation direction, the focusing SAW property of the bare GaAs structures changes into a nonfocusing one for the layered structure, but a reversed phenomenon exists near the \langle100\> direction. Furthermore, to some extent the diffraction of the substrate can be controlled with the film thickness. The reflectivity of shorted and open gratings are also analyzed and measured. Zero reflectivity is observed for a shorted grating. There is good agreement between the measured data and theoretical values.

I. INTRODUCTION

O

VER the past two decades, ZnO has been the most frequently considered piezoelectric film for use for increasing the piezoelectric coupling in cases of a weakly- (e.g., GaAs) or nonpiezoelectric substrate [1]. The use of a ZnO layer with a GaAs substrate will enable one to monolithically integrate surface acoustic wave (SAW) devices with GaAs electronics. Furthermore, such a structure will have low dispersion due to the similarity of the SAW velocities of both materials [2]. In this paper, the feasibility of ZnO films deposited on GaAs substrates for SAW device applications is investigated along with a detailed discussion about the problems which occurred during the characterization of the ZnO/GaAs structures.

Knowledge of SAW properties of the layered structure is crucial for the accurate design of SAW devices. Herein, the experimentally determined fundamental SAW properties are reported including velocity, effective piezoelectric coupling constant \(K^2\), attenuation for the 1.6–4 \(\mu\)m thicknesses of c-oriented ZnO film over semi-insulating \{001\}-cut \langle110\>-propagating GaAs substrates in the frequency range of 180–360 MHz.

Another critical acoustic property for the design of SAW devices is diffraction of the surface acoustic wave. Diffraction in anisotropic media can generally be described by the slowness surface or the velocity surface. The velocity surfaces on free and metalized surfaces were measured using two independent techniques: 1) knife-edge laser probe, 2) line-focus-beam scanning acoustic microscope (LFBSAM). The results from both methods are compared with the theoretical results.

Metallic gratings are basic elements required for the construction of SAW devices. Analyzing the reflectivity and the velocity change due to metallic gratings has been studied since the invention of SAW devices; however, no research on gratings on multilayered structures has been reported. Datta and Hunsinger have analyzed the grating properties on a single crystal by separating into the piezoelectric shorting and the mechanical scattering due to the mass loading and the stress [3]. In this paper, an extension of their technique to a multilayered structure is presented. Experimental results for a shorted and an open grating are compared with theoretical calculations.

A passivation layer such as SiO\(_2\) [4], Si\(_3\)N\(_4\) [5], or SiON [6] between ZnO and GaAs might be required in order to: 1) passivate the structure and enhance the yield, and 2) prevent unwanted doping of GaAs by Zn during the sputtering processes. The application of such a passivation
layer was obtained with a plasma-enhanced chemical vapor deposition (PECVD) for SiO$_2$ or Si$_3$N$_4$. The acoustic parameter differences with and without the passivation layer are discussed. Theoretical calculations of SAW velocity and $K^2$ as a function of film thickness were performed using the Laguerre polynomial technique [7].

II. ZnO FILM GROWTH

c-axis oriented polycrystalline ZnO films were grown at Motorola using both rf magnetron and dc triode sputtering method on (001)-cut GaAs wafers which were grown by the liquid-encapsulated Czochralski (LEC) technique. The GaAs wafers, which were chemically and mechanically polished on both sides, were semi-insulating with resistivity $\geq 10^7$ $\Omega$-cm, and the surface normal direction was [100] $\pm$ 0.1°. The quality of the film strongly depends on the fabrication conditions. The typical deposition parameters used for the ZnO film are listed in Table I. The film thicknesses of 1.6, 2.8, and 4.0 $\mu$m have been chosen to cover the range of 0.1-0.5 of the acoustic wavelength, $\lambda$. As a passivation layer, a 0.1 $\mu$m PECVD SiO$_2$ layer was deposited for the rf magnetron sputtered ZnO films and a 0.2 $\mu$m PECVD Si$_3$N$_4$ layer was deposited for the dc triode sputtered films. The choice of a passivation layer was made solely on the equipment availability.

The as-grown ZnO films were transparent with a very smooth surface finish. The grain size of the ZnO films was 0.2 to 0.5 $\mu$m for the rf magnetron sputtered films, and no grain boundaries are visible under scanning electron microscope (SEM) examination for the dc triode sputtered films indicating the grain size was beyond the resolving power of the SEM. From X-ray diffraction and atomic force microscope (AFM) measurements, the grain size of the dc triode sputtered films is 30 to 50 nm. The problem with these particular dc triode sputtered films, however, is that a compressive stress is induced in the substrate at the time the film is grown. The induced stress is greater with the thicker films such that 2" wafers are warped, making it difficult to process IDT's. Thus, only the ZnO film thickness of 1.6 $\mu$m was investigated for the dc triode sputtered films. It has been previously reported that a decrease in the internal compressive stress results in a decrease in $K^2$ [8].

The orientation of the ZnO film was characterized using the X-ray diffraction technique. The diffraction patterns showed that all samples had strong c-axis texture; i.e., there were no ZnO peaks visible except those from the basal planes.
area, from the center frequency measurements, was 0.3%. The maximum velocity deviations caused by the passivation layer were 0.6 and 1.6% for SiO$_2$ and Si$_3$N$_4$, respectively, and these figures agree well with the values from the center frequency measurements. The accuracy of the velocity measurement is approximately 0.3%. The detailed discussion about the accuracy can be found in Bright, Kim, and Hunt [14] and will not be reproduced here.

In using the laser probe, difficulty in making the free surface measurements was experienced due to the multiple reflections of the laser beam between the film-substrate interface and the air-film. For three film structures (2.8 and 4.0 µm rf magnetron sputtered ZnO and 1.6 µm dc triode sputtered ZnO/0.2 µm Si$_3$N$_4$), no appreciable energy from the laser beam was reflected from the free surface areas which is similar to what happens with antireflection coatings in optics. This made probing impossible. For this reason, the velocity shown in Fig. 1 is the measured data on the metalized surface as well as the theoretical value on short-circuit surface. More detailed analysis about this multiple reflection can be found in the previous article [15].

The effective piezoelectric coupling constant $K^2$ is generally obtained by a measurement of the relative shift in velocity between open- and massless short-circuit surface as follows,

$$K^2 = 2 \times \frac{v_o - v_s}{v_o}$$

where $v_o$ and $v_s$ are the open- and short-circuit velocities, respectively. For the measurement of $v_s$, a metal pad was fabricated on one side of the IDT’s to short out the electric field on the surface while the other side of the IDT was left as a free surface. In order to reduce the mass loading of the metal pad, it was fabricated with 25 nm thickness of Al/4% Cu alloy. In spite of the finite thickness of the pad, its mass loading would be negligible because its thickness is only 0.0016–0.0031 of λ (16 to 8 µm) and it has a very slight effect compared to the piezoelectric effect [11]. This assumption was confirmed by a theoretical calculation using the Laguerre polynomial technique [7]. The velocity change due to the mass loading was calculated to be at most 0.015% which is much less than the expected value of $K^2$ for the ZnO/GaAs structure.

The value of $K^2$ calculated by using (1) is shown in Fig. 2 as a function of normalized film thickness. The data points represent average values obtained from several measurements. It is seen that the value of $K^2$ for the dc triode sputtered film is about 1.7 times larger than that of the rf magnetron sputtered films as expected from the grain size of the film. The measured value is 40–80% of the theoretical one, which is comparable to Hickernell’s observations on the other substrates [11]. This value is still approximately 5.7–10.8 times larger than the typical value for bare GaAs (0.07%).

Acoustic propagation loss (attenuation) is also a crucial parameter in device applications of piezoelectric films. The attenuation of the SAW can be measured by comparing the energy contained in the wave of two different transverse scans, separated by some distance $d$. The energy is proportional to the value obtained by integrating the squared magnitude of the beam profile $|U|^2$ along the transverse direction. The scan length should be made long enough to include the entire energy since the beam spreads out due to diffraction. Thus,
due to interaction with electrons should be negligible because of the leaky nature of the wave on GaAs [16]. The effects of loss by cryostatic line defects, impurities, and surface roughness, and interaction with thermally excited elastic waves, 2) scattering attenuation includes not only 1) so-called viscous loss due to here &t; is a step size for the scan. 

The propagation loss shown in Fig. 3 was observed in the frequency range of 230–290 MHz. By comparing several transverse scans on the metalized surface with the distance of 200 \( \lambda \) and averaging the measured values. In fact, the diffraction was relatively large compared to that of bare GaAs due to the characteristic of the ZnO film to be discussed in the next section and the narrow aperture of the IDT \( (W = 8.3 \text{ or } 10 \lambda) \). With greater diffraction, more SAW energy can be lost to bulk shear since SAW propagation on this cut and propagation direction of GaAs is a leaky SAW mode. Employing an IDT with a wider aperture may reduce the value of the propagation loss in the measurement. Nevertheless, the narrow aperture was used in order to obtain enough diffraction for the velocity surface measurements to be discussed in the next section.

In the laser probe system, the output signal of the laser probe, which is detected with a photodiode, is filtered into dc and rf components. The dc component signifies the reflectivity of the sample under test, and the rf component is related to the normal component of the SAW particle displacement. While only the phase information of the rf component is required for the velocity measurement, its magnitude is used for the attenuation measurement. Since the magnitude of the rf component is proportional to the dc component, it is normalized by the dc value \( V_{dc} \). The accuracy of the magnitude measurement depends on, among other things, the flatness of the surface. However, the sample is not perfectly flat, resulting in a slight defocus of the laser probe spot and a variation in \( V_{dc} \); thus, precise measurement of attenuation is very difficult. Furthermore, due to the diffraction loss of the IDT, the maximum deviation of the attenuation measurement was up to a few tenths of a dB/\( \mu \)s depending on the scan distance.

The measured data shows that the 1.6 \( \mu \)m dc trio deposited film with the passivation layer had the lowest loss and the 4 \( \mu \)m rf magnetron sputtered film without the passivation layer the highest attenuation, which is comparable to what has previously been reported [1], [17]. The passivation layer had a noticeable effect on both sputtered films—especially for the rf magnetron sputtered ones. The reduction in the attenuation is perhaps due to the fact that the passivation layer provides a better platform for the film growth by compensating for stress differences between the film and the substrate [2]. In spite of the diffraction loss, it should be noted that the lowest value of attenuation for the films is not severely worse than that of bare GaAs substrate, which has the values of 0.323 and 0.567 dB/\( \mu \)s, for 200 and 300 MHz, respectively [18].

The ZnO/GaAs structures may not have suitable temperature stability required for some applications due to positive temperature coefficient delays (TCD's) of both bulk ZnO (35 ppm/°C) and GaAs (50 ppm/°C). However, since the passivation layer of SiO \(_2\) (~70 ppm/°C) has a strong negative TCD, improvement of the temperature stability may be achieved by adjusting the passivation layer thickness [2]. An experimental compensation of TCD of GaAs was reported by using a Au/SiO \(_2\) film [19]. No measurements of the temperature characteristics have been attempted in this research.

**B. Velocity Surface**

1) Knife-Edge Laser Probe Measurements: The substrates investigated for the velocity surface were 1.6, 2.8, and 4.0 \( \mu \)m rf magnetron sputtered ZnO films with 0.1 \( \mu \)m thick SiO \(_2\) passivation layer and 1.6 \( \mu \)m dc triode sputtered ones with and without 0.2 \( \mu \)m thick Si \(_3\)N \(_4\) passivation when \( \lambda = 12 \mu \)m. The typical transverse scan data measured on the free surface of 1.6 \( \mu \)m dc triode sputtered ZnO/GaAs and bare GaAs are shown in Fig. 4(a) and (b), respectively, where the SAW propagation is along the \((110)\) direction of GaAs. The two transverse scans were separated by a distance of 200\( \lambda \). Note that the acoustic diffraction with the ZnO film shown in Fig. 4(a) is much larger than that of bare GaAs, which clearly shows a focusing beam profile in Fig. 4(b). Thus, the velocity surfaces of these structures are investigated theoretically and experimentally to explain the difference in the diffraction.

The theoretical velocity curves of the ZnO film with a 0.1\( \mu \)m SiO \(_2\) passivation layer are shown in Fig. 5(a) as a function of the ZnO film thickness normalized to \( \lambda \). The propagation directions are centered about the \((110)\) axis. Note that the SAW velocity curves for the ZnO film thickness of 0.13, 0.23, and 0.33\( \lambda\) on GaAs are concave upward, and this is in contrast with that of the concave downward curvature for bare GaAs. The concave downward and upward curvature infer, respectively.
focusing and nonfocusing behavior, and support the diffraction shown in Fig. 4.

The effect of the passivation layer with 0.1 μm thick SiO$_2$ or 0.2 μm thick Si$_3$N$_4$ is shown along with nonpassivated structures in Fig. 5(b) for the ZnO thickness of 1.6 μm. Since the passivation layer is treated as an isotropic media like the c-oriented ZnO film, its presence is not expected to affect the shape of the curve, but shifts the entire curve slightly toward faster values. Considering the fast SAW velocities of single SiO$_2$ and Si$_3$N$_4$, one can easily expect that the curve would shift upward as the thickness of the passivation layer increases as long as the energy is trapped at the surface.

Applying angular spectrum of plane waves (ASPW) theory to the transverse scans produced velocity surfaces shown in Fig. 6. The usage of the laser probe system for the ASPW theory has been described in detail in Hunt and Hunsinger [20]. Note that there is close agreement between Figs. 5 and 6.

The analysis of the velocity curve in terms of an anisotropy parameter gives an immediate insight into the diffraction of a propagating SAW. Using a parabolic approximation, the velocity of the pure mode direction (110) of GaAs) can be expressed as

$$v(\theta) = v_o(1 - b\theta^2)$$

where $v_o$ is the velocity at $\theta = 0$, $\theta$ is an angle off the pure mode direction in radian, and $b$ is the anisotropy parameter. The beam is spreading for $b < 0$ and focusing for $b > 0$ comparing to the isotropic case, $b = 0$ [21]. As shown in Fig. 5, the parabolic approximation for the 0.33 μm thick ZnO film is not appropriate since the curvature is almost flat (i.e., isotropic) near the zero angle. Therefore, the values of $b$ for the 0.13 and 0.23 μm thick SiO$_2$ and Si$_3$N$_4$ thickness were obtained from a least-square's curve fitting and are listed in Table III for the comparison between the theory and the experiment.

The inversion of the velocity curves was investigated numerically for the other materials. We arbitrarily chose GaAs, GaP, InAs, and InP since they are substrates with cubic symmetry, and AlN and ZnO as the piezoelectric film both of which have hexagonal symmetry. Material constants were available from Auld [22]. The inversion was observed for all of the combinations; e.g., it occurred at 0.05 μm thick ZnO or 0.03 μm thick AlN both on GaAs. The curves became flat as the film thickness was increased due to the isotropic characteristic of the films. In addition, SAW modes exist only for relatively...
thin films of AlN due to its much faster velocity (5608 m/s) than those of the substrates (1990-3540 m/s); e.g., for 0.11A or less thickness of AlN on GaAs. For comparison, the velocity curve was also calculated for an isotropic film such as fused silica (3411 m/s) on GaAs, but in this case the inversion did not occur. The calculation results suggest that both the hexagonal films (AlN and ZnO) cause the inversion of the velocity surface in a cubic material for the cases mentioned above. This indicates that it is possible to control the diffraction of the substrate with proper selection of film thickness.

2) Line-Focus-Beam Scanning Acoustic Microscope Measurements: Again, Fig. 5(a) indicates that the velocity surface inversion occurs about the (110) direction when the c-oriented ZnO film is deposited on a {001} -cut GaAs wafer. Our theoretical calculations also reveal that the reverse situation appears if the propagation is along another pure mode axis (100) direction. In order to evaluate this prediction and allow the measurement of acoustic properties along nonpiezoelectric directions, velocity measurements using a Line-Focus-Beam scanning acoustic microscope (LFBSAM) [23] operating at 225 MHz were performed. The technique to deduce the velocity is the so-called \( V(z) \) analysis which has been reported in detail in [23]. Due to the requirement of the water coupling between the SAM lens and the sample, the velocity measured is associated with leaky waves for which the waves leak their energy into the water. Thus, the measured velocity due to the water loading is slightly different from the one measured by the laser probe. The mass loading of the water is included in the \( V(z) \) analysis. The LFBSAM can also measure both leaky SAW and pseudo SAW [23] which can exist in a {001}-cut cubic crystal. The advantage of this method is the ability to measure the velocity profile in 360 degrees. However, the spatial resolution is limited (in this case an area of 300 \( \mu m \) by 1000 \( \mu m \)) because of the defocusing requirements [23]. For the bare {001}-cut GaAs, both leaky SAW and pseudo SAW profiles were reported [24].

Fig. 7(a) shows the measured velocity surfaces for the 0 (bare), 1.6, 2.8, and 4.0 \( \mu m \) ZnO film on {001}-cut GaAs. It is seen that the ZnO films change the focusing behavior about the (110) direction into the nonfocusing one and the reverse inversions appear about the (100) direction. These results support our theoretical results and our laser probe measurements. Effects of the passivation layer (0.1 \( \mu m \) SiO\(_2\) or 0.2 \( \mu m \) Si\(_3\)N\(_4\)) for 1.6 \( \mu m \) ZnO and {001}-cut GaAs on the velocity surface are provided in Fig. 7(b), and they also agree with the results obtained using the laser probe. Note that Fig. 7(a) and (b) are solely used to demonstrate the leaky SAW behavior about the (110) and (100) directions, the details of their behavior farther away from these angles are not shown.

Experimental velocity surfaces with and without the metallization pad for small deviations about the (110) direction are given in Fig. 8. Because the velocity measurement accuracy performed by LFBSAM is better than \( \pm 0.02\% \), in principle these data can be used to deduce the value of \( K^2 \). Recently, the \( V(z) \) analysis of LFBSAM measurements for a multilayered anisotropic structure has been reported [25]. However, due to a lack of understanding of the dielectric loading of the piezoelectric effect by the water, measurements of \( K^2 \) cannot be carried out at present. On the other hand, the water is distilled and deionized to have a resistivity of 10\(^6\) \( \Omega \). The conductivity effect of the water is mingled with its dielectric effect because the characteristic electromagnetic impedance

### Table III

**Anisotropic Factor of 0.13 and 0.23 A Thickness of ZnO Film.** The values are obtained by curve fitting with a least-square method. The values in the parentheses are for the shorted surface.

<table>
<thead>
<tr>
<th>ZnO Thickness</th>
<th>Sputtering Method</th>
<th>Passivation</th>
<th>Theory</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>RF Magnetron</td>
<td>1</td>
<td>-0.22</td>
<td>-0.13 +/- 0.17</td>
</tr>
<tr>
<td>0.13A</td>
<td>RF Magnetron</td>
<td>2</td>
<td>-0.23</td>
<td>-0.18 +/- 0.17</td>
</tr>
<tr>
<td>0.13A</td>
<td>DC Triode</td>
<td>2</td>
<td>-0.24</td>
<td>-0.19 +/- 0.19</td>
</tr>
<tr>
<td>0.13A</td>
<td>DC Triode</td>
<td>0</td>
<td>-0.14</td>
<td>-0.22 +/- 0.4</td>
</tr>
<tr>
<td>0.13A</td>
<td>RF Magnetron</td>
<td>1</td>
<td>-0.44</td>
<td>-0.55 +/- 0.55</td>
</tr>
<tr>
<td>0.23A</td>
<td>RF Magnetron</td>
<td>1</td>
<td>-0.44</td>
<td>-0.55 +/- 0.55</td>
</tr>
</tbody>
</table>

0: None. 1: 0.1 \( \mu m \) SiO\(_2\), 2: 0.2 \( \mu m \) Si\(_3\)N\(_4\). Reference [11].
IV. REFLECTION PROPERTIES OF METALLIC GRATINGS

An exact theoretical analysis of the reflection properties is extremely difficult. The reflectivity and velocity shift of metal gratings on a single crystal can be analyzed by using Datta and Hunsinger's technique [3] if the metal thickness is small compared to the SAW wavelength. Considering that the metallic gratings effect the surface, Datta and Hunsinger's theory developed for a single material can be directly applied to a multilayered substrate by obtaining effective material constants of a single material equivalent to a multilayered substrate. The effective constants  \( c_{eff} \) may be obtained by integrating multilayered material constants weighted with SAW energy distribution and normalized by the energy as follows.

\[
c_{eff} = \frac{\int dy c(y) P(y)}{\int dy P(y)}
\]  

where \( c(y) \) is a constant of the multilayered material tensor and \( P(y) \) is the energy distribution as a function of the depth \( y \). Since the substrate is piezoelectric, the mechanical, electromechanical, and electrical energy distribution are utilized for stiffness, piezoelectric, and permittivity tensor, respectively. The detailed expression for the energy distribution is available from the Laguerre polynomial technique [7] and is not reproduced here. The validity of using the effective constants may be checked by comparing between the SAW velocity of ZnO/GaAs and that of the equivalent single material as is shown in Fig. 9. The maximum difference between both velocities is 0.009.

The reflectivity of gratings can be divided into two components: the piezoelectric and the mechanical. The former depends on the piezoelectric coupling constant \( K^2 \), and the latter depends on the thickness \( h \) of the metal in wavelength \( \lambda \). The reflectivity \( r \) of a metal strip with a metallization ratio \( \eta \) at a frequency \( f \) can be given by

\[
r = j \left[ P_e(\eta) \left( \frac{K^2}{2} + F_1 \frac{h}{\lambda} \right) \sin \eta \pi f \frac{\lambda}{f_o} \right]
\]  

where \( f_o \) is the center frequency. \( P_e \) is the piezoelectric scattering coefficient, and \( F_1 \) is the first order mechanical
scattering coefficient. $P_2$ is the same for all substrate-electrode combinations and depends only on the metallization ratio. On the other hand, $F_z$ depends only on the substrate and electrode materials and is independent of the metallization ratio. More detailed explanation about these parameters can be found in Hunsinger [3].

The value of $P_2$ at $f_o$ is given as a function of $\eta$ by using the Legendre function [3]. It is to be $-0.75$ when the value of $\eta$ is 0.5. Fig. 10 shows the calculated values of $K^2$ and $F_z$ for an aluminum grating with $\frac{1}{4}\lambda$ width and $\frac{1}{2}\lambda$ spacing (the same geometry for solid finger interdigital transducers (IDT’s)) on ZnO/0.25 $\mu$m Si$_3$N$_4$/GaAs as a function of ZnO film thickness. As shown in Fig. 10, the value of $K^2$ increases from 0.07% (GaAs) to 1.0% (ZnO), and that of $F_z$ decreases from 0.9 (GaAs) to 0.2 (ZnO) as the film thickness increases.

Thus, it is possible for the piezoelectric scattering and the mechanical scattering to cancel each other due to their opposite signs. This zero reflectivity can not only reduce triple transit interference (TTI) of IDT’s for some filter applications but also allows the use of a single finger IDT instead of a split finger IDT, thus increasing the frequency range of easily fabricated devices.

In order to verify this remarkable theoretical expectation, a set of characterization devices shown in Fig. 11 was designed to measure the effect of the gratings. The ZnO films were grown by dc sputtering method with thicknesses of 0.8 and 1.6 $\mu$m with a 0.25 $\mu$m PECVD grown Si$_3$N$_4$ passivation layer. The probe IDT’s are 100$\lambda$ wide where $\lambda$ is 16 $\mu$m with a center frequency around 180 MHz. Each of the probe IDT’s is 20$\lambda$ long, and split finger electrodes are employed in order to reduce internal reflections. Both shorted and open gratings with the width of 108$\lambda$ are investigated, and each of the gratings consists of 200 strips with $\frac{3}{4}\lambda$ width and $\frac{1}{2}\lambda$ spacing. The distance from the center of the front two IDT electrodes with same polarity to the edge of the shorted grating is designed to be $(1/2n + 1/4)\lambda$ and $1/2n\lambda$, where $n$ is an integer, to measure the sign of the reflectivity since the phase construction of a standing wave occurs at the distance of $(1/2n + 1/4)\lambda$ for a negative sign of reflectivity and $1/2n\lambda$ for a positive one [27].

Due to this regeneration, the reflectivity of the open gratings always retains a positive value with a larger magnitude than that of the shorted gratings; thus, the open gratings may be suitable for reflectors or resonators, for which a strong reflectivity is desirable.

The identical IDT probes with free and metalized surface with 120$\lambda$ wide and 200$\lambda$ long metal pad instead of the gratings were also fabricated to calibrate the measured data. Moreover, from these calibration sets, the SAW properties of velocity, $K^2$, and attenuation for the ZnO/GaAs substrates were also characterized. Three different thicknesses of the aluminum gratings were deposited with an e-beam evaporator. The measurements using a surface profile measurement apparatus showed they were 40, 80, and 120 nm, which
corresponded to 0.25, 0.50, and 0.75% of \( \lambda \), respectively. The measurements were performed with an HP8753C network analyzer with a time-gating feature.

The velocities for the 0.8 \( \mu \text{m} \) and 1.6\( \mu \text{m} \) ZnO thicknesses were 2928 m/sec and 2912 m/sec, respectively, from the center frequency measurements. The value of \( K^2 \) was also obtained by comparing the difference of the time delay from the IDT 1 and 2 to the IDT 1 and 3 between the free surface and the metalized surface. It was 0.73% and 1.1%, respectively, but their accuracies may be degraded by the inaccurate value for the free surface velocity obtained from the center frequency measurements due to the velocity shift under the IDT's. More accurate measurement using the laser probe or the LFBSAM was not attempted for these substrates, but the measurements for the other substrates are already discussed in the previous section. The propagation loss was also measured by comparing insertion loss of the IDT 1 and 2 pair and that of the IDT 1 and 3 pair with a similar manner described in Melloch and Wagers [18]. Note that the loss due to diffraction is not considered in this technique. The loss of the 0.8 \( \mu \text{m} \) and 1.6 \( \mu \text{m} \) thickness was obtained to be 0.7 \( \text{dB}/\mu \text{m} \) and 0.8 \( \text{dB}/\mu \text{m} \) on the metal pad, and 2.6 \( \text{dB}/\mu \text{m} \) and 3.6 \( \text{dB}/\mu \text{m} \) on the free surface, respectively. This difference between the free surface and the metal pad is due to the large diffraction of the ZnO/GaAs. The 120\( \text{A} \) wide metal pad must act as a waveguide to confine the acoustic energy and reduce the insertion loss, resulting in the reduction of the propagation loss. Note that the results coincide well with the measurements by the laser probe, which are discussed in the previous section.

Fig. 12 shows typical unmatched frequency response between the IDT 1 and 2 pair for the two shorted gratings (as mentioned before, the difference of their distance from the IDT 1 is \( \frac{1}{2} \lambda \)) with the same metal thickness. Note that the phase construction and destruction are clearly shown about \( f_o \). The reflectivity of the grating was obtained using the time gating technique described in Wright [28]. Comparing the response of the IDT 1 and 2 pair with the grating to that without gives a total reflectivity of the gratings assuming the distance between the IDT 1 and the grating is exactly correct for the total phase construction and destruction. Note that the propagation loss is negligible. The reflectivity of each electrode of the grating is given by [27]

\[
|r| = \tanh^{-1} (R)/N
\]  

(7)

where \( R \) is the total reflectivity and \( N \) is the number of the electrodes.

Fig. 13(a) and (b) show the measured data and theoretical calculation for the reflectivity of an electrode in the shorted and the open grating at \( f_o \) as a function of the metal thickness normalized in \( \lambda \). Prior work concerning gratings on GaAs can be found in the literature [29]. The value of \( K^2 \) was assumed to be 70% of the theoretical value based upon the measurements presented in the previous section. From the theoretical data, it is seen that for the shorted gratings the positive reflectivity on bare GaAs decreases, and eventually it becomes negative. The change in the reflectivity of the open gratings with film thickness is not so drastic as for the shorted gratings. On the other hand, the reflectivity on bare GaAs at \( f_o \) is given by \((1.1\lambda)/\lambda\), and its value has a marginal difference between the shorted and the open gratings due to the very weakly piezoelectric regeneration. From the measurements, it should be noted that the sign of the reflectivity changes depending upon the metal thickness and zero reflectivity occurs at the metal thickness of 0.50% \( \lambda \) for 0.1 \( \lambda \) (1.6 \( \mu \text{m} \)) thickness of the ZnO film for the shorted grating while the reflectivity for the open grating is always positive. The measured data shows relatively good agreement with the theoretical prediction. The difference between the theory and the measurements may be due to the inaccurate effective material constants as well as the variation in the uniformity of the film and the metal thickness over the entire surface.

The measurement of velocity shift of the grating was attempted from the shift of the center frequency of the grating only response, \( f_{\text{sg}} \). The shift of \( f_{\text{sg}} \) depending upon the metal thickness was not noticeable for both ZnO films, but the frequency shift between the shorted and the open grating was observed with the value of 0.05-0.25 MHz. It is known that the regeneration of SAW from the open grating causes an increase in the velocity by 0.25\( K^2 \) at \( \eta = 0.5 \) [27]; thus, the measured values are comparable to the calculated ones of 0.18 MHz and 0.25 MHz for 0.8 \( \mu \text{m} \) and 1.6 \( \mu \text{m} \) thickness of the ZnO film, respectively.

V. SUMMARIZE

Theoretical and experimental data have been provided for the design of ZnO/GaAs based SAW devices, which may have the potential application for the monolithic integration of SAW and electronic devices. An analytical tool for SAW properties of a piezoelectric thin film was developed in this study, and its accuracy was verified with the experimental results of ZnO/GaAs substrates.

The SAW properties of both rf magnetron and dc triode sputtered ZnO films on {001}-cut (110)-propagating GaAs have been measured and compared to theoretical calculations. The passivation layer improves the ZnO film quality appreciably for both sputtering methods by reducing the propagation loss.
The propagation loss was 0.9-1.0 dB/μs at 240-280 MHz. Its dc triode sputtered ZnO film with 0.2 μm Si₃N₄, for which thickness. The best quality of film observed has been 1.6 μm.

The velocity surfaces of the ZnO/GaAs substrates have been downward. The reflectivity of shorted and open metal gratings has been analyzed and measured. The analysis showed that zero reflectivity could be obtained by a combination of the ZnO film and the metal thickness and the metallization ratio. Experimentally, zero reflectivity at the center frequency was observed at 0.5% a thickness of a shorted aluminum grating with ½λ width and ½λ spacing on 1.6 μm thick ZnO film with 0.25 μm thick Si₃N₄ passivation layer over GaAs.
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5.3 An Ultra-low power ACT Device:

In this section we describe the work done to develop an ACT device which would not have an IDT at all but would instead have an acoustic ring oscillator comprised of two banks of slanted reflectors, similar to the arrays for Reflective Array Compressors, and an acoustoelectric amplifier and an ACT device. This approach would allow for a single channel ACT device to operate at a power consumption of about 10mW with a 2Volt bias. If there are efforts in the future to revive ACT technology, this would be the best approach as it overcomes virtually all of the technology's shortcomings which have kept it out of commercial systems. This work is described in the attached paper:

Slanted Reflection Gratings on Gallium Arsenide

by
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Abstract

In this paper we present the first experimental study of the behavior of a slanted reflector array on {100}-cut, <110>-propagating GaAs. The thorough examination of both Al stripes and grooves on GaAs unveiled previously unknown information about the behavior of slanted gratings on {100}-cut GaAs. We discovered that etched grooves provide a strong reflection coefficient (C=0.29) while Al stripes do not (C=0.014). These data measurements of the reflection characteristics for slanted gratings on GaAs. Potential device applications include an ultra-low power ACT device which does not require an IDT.

I. INTRODUCTION

Arrays of acoustic reflectors on surface acoustic wave (SAW) devices have been well studied and many applications have been derived from the use of both normal and oblique incidence reflectors, including a whole range of low-loss SAW filters and resonators, and reflective array compressors (RACs). The low-loss filters and resonators have been primarily based on normal incidence reflections. The RAC devices have primarily been based on oblique incidence reflections from a pair of slanted mirror-image reflector banks and it is this type of reflector array which is the subject of this paper. Although 90° reflectors have been well studied for the more common piezoelectric substrates such as quartz and LiNbO3 [1], to the best of the authors’ knowledge there exists no previous experimental study on the behavior of slanted reflectors on GaAs. The primary technological motivation for this work was to develop an efficient reflector which could be used as a key component in a acoustic ring oscillator (ARO) for an Acoustic Charge Transport (ACT) device [2]. It is possible that with a pair of reflector banks and an acoustoelectric amplifier section, an ARO can be achieved such that sufficient potential for charge transport can be achieved with only a few volts DC applied to the acoustoelectric amplifier section. For this ARO, there would be no need for an IDT which has consumed so much RF power and precious real estate in previous ACT device architectures. The reflector banks not only circulate the energy around the loop, but also define the operating frequency of the oscillator and the bandwidth of the loop. In order to design an efficient loop, it was first necessary to understand the operation of slanted 90° reflectors on GaAs.

It has been demonstrated experimentally in this paper, that the generation of bulk modes using grooves on GaAs appears to be nonexistent, and efficient, low loss reflectors on GaAs can be readily achieved.

We begin with the theory of slanted reflectors. Approximations are made which enable the reflection coefficients for single steps to be experimentally determined. The test structures used in this study are then briefly described and the experiments to determine the reflection coefficients are described. As a result, the reflection coefficients for a single step discontinuity for an Al stripe and a groove are experimentally determined.

II. THEORY

The operation of slanted reflector gratings is illustrated in Figure 1. The SAW is launched by the IDT at the top left. The SAW is partially reflected by each stripe through 90° to the bottom track where the same process takes place to direct the SAW to the IDT at the bottom left. The predominant attributes of the array are the stripe period, p, and the stripe width, a, and the height of the step, h. These values not only set the synchronous frequency of the array, but also the efficiency of the reflection process.

The angle, φ, of the slanted reflectors must be set individually for a given cut of a material to reflect the waves at 90 degrees. For anisotropic substrates φ is generally not 45° but because GaAs is a cubic material the velocity for the incident and reflected waves in the grating are equal. Further the temperature characteristics for the wave are invariant under 90° rotations in the {001}-plane, hence the appropriate value for φ is 45° and the optimum angle should not change considerably with temperature.

For the reflection of a wave of amplitude A on a single groove, the reflection coefficients for an up step...
\[ \Gamma_g = \frac{r - j \frac{B}{2}}{2} \]  
\[ \Gamma_d = \frac{r + j \frac{B}{2}}{2} \]  
\[ \tau = 1 - \frac{r^2}{2} - \frac{j \frac{B}{2}}{2} \]

where \( r \) has been defined as the impedance discontinuity, which is proportional to the step height, i.e. \( r = C \frac{h}{\lambda} \), \( B \) is the energy storage term proportional to the square of the step height, i.e. \( B = C' \left( \frac{h}{\lambda} \right)^2 \) where \( \lambda \) is the acoustic wavelength, and \( C \) and \( C' \) are the first and second order coefficients of mechanical scattering which we will determined experimentally.

The reflection coefficient for a groove, \( \Gamma_g \), can be derived by following the path of the wave and using equations (1), (2) and (3). When the terms of order \( (h/\lambda)^2 \) are neglected, then \( \Gamma_g \) was expressed as [1]

\[ \Gamma_g = -2je^{-\theta}(r \sin \theta + \frac{B}{2} \cos \theta) \]  
where
\[ \theta = \frac{k \alpha_x}{2} + \frac{\theta}{2} \]
and \( k \) is the wavenumber in the \( z \) direction. For the case for our experiments \( \alpha_x = \lambda/2 \), so \( \theta \) becomes:

\[ \theta = \frac{\pi}{2} + \frac{\hat{B}}{2} \]

Now, for the metal thickness under consideration \( \frac{h}{\lambda} < 0.04 \), it can be assumed that \( \frac{\hat{B}}{2} \ll \frac{\pi}{2} \), so \( \theta \) is taken as \( \pi/2 \), making the magnitude of \( \Gamma_g \)

\[ |\Gamma_g| = 2r \]  
\[ |\Gamma_g| = \hat{B} \]

Equations (7) and (8) allow approximate values of \( C \) and \( C' \) to be determined experimentally by using gratings with widths of \( \lambda/2 \) and \( \lambda \) respectively. An experiment, conducted for grooves on Y-Z LiNbO$_3$ by Melngailis and Li [4], showed a significant difference in constants for normal and oblique incidence. Hence, the values predicted for normal incidence cannot generally be applied to the oblique case, which supports the findings of this paper.

III. EXPERIMENTAL RESULTS
A. Test Structure

Because the maximum reflection from an oblique grating is attained for \( \alpha_x = \lambda/2 \) [5], we set out to determine the value of the impedance mismatch, \( r \), for 45 degree grooves and Al stripes on GaAs. We designed a number of devices illustrated schematically in Figure 1. The test structure consisted of three IDTs and two reflector banks in between. The SAW was launched by the IDT at the upper left. The transmission through the reflector (T31) was measured by the IDT at the right, and the reflection from the pair of reflector banks (T21) was measured by the IDT at the bottom left. An alternative technique would have been to have only one reflector bank and a large IDT rotated 90 degrees on the bottom. However, the structure we utilized more closely matches the reflector structure to be used in a ring oscillator, and hence provided more useful information in this case. Due to reciprocity, it was assumed that the responses of the gratings were identical, allowing the reflection coefficient of a single reflector bank to be deduced from the measurement.

Ten different test structures were included on mask set AE3. The IDTs on these devices were split finger IDTs with a finger width of 1.5 \( \mu \)m, designed to operate at about 238.5 MHz. The split finger IDT was chosen because it produces no appreciable internal reflections which could interfere with the measurement of the grating characteristics. The reflector banks all had a stripe and gap width of 6\( \mu \)m in the direction of propagation, corresponding to \( \alpha_x = \lambda/2 \).

All stripes were inclined 45°. There were two sets of 5 reflectors with lengths varying from 200 to 1000 stripes, one set with open stripes and one set with all the stripes shorted. The IDTs and reflectors were laid out on two different plates, so that the metal thickness of the two structures could be different, and so that grooves could be investigated using the same mask set.

B. Reflection Coefficient for Al Stripes

Several sets of devices were fabricated for this experiment on 2 inch semi-insulating (SI) \{001\}-cut, \{110\}-propagating GaAs wafers. The first experiment performed was on Al stripes with a 100 \( \AA \) Cr adhesion layer. Stripes were investigated first as it was hoped
that a ring oscillator device could be simplified by having a single metallization layer for both the IDTs and the reflectors. Three Al thicknesses were deposited using a thermal evaporator. The metal was subsequently measured using the DECTAK 3030 auto profiling system to the nearest 100 Å. In this experiment the thickness of the Cr was neglected as the ratio of Al to Cr is large for all three cases.

The IDT to IDT response was a measurement made between two IDTs with no reflectors between them as a benchmark on each wafer. The other two measurements made were T21 and T'31, to evaluate the reflection and transmission coefficients of the grating. The reflection coefficient of a single grating, which was of most interest here, was calculated from the log magnitude of the S21 measurement of T21

\[ |\Gamma_{grating}| = \sqrt{10^{\frac{\text{S21}}{10}}} \]  

(9)

We assumed each grating to be identical and hence would contribute equally to the net reflection coefficient.

From the transmission matrix model of Datta [6], the reflection coefficient of a grating (\(\Gamma_{grating}\)), whether slanted or normal, was approximated from the impedance mismatch \(\Delta z/z\) simply as

\[ |\Gamma_{grating}| = \tanh(\frac{\Delta z}{z}) \]  

(10)

where, to equate terminology, r used in this paper is equivalent to Datta's \(\Delta z/z\) if piezoelectric shorting is ignored. Since the piezoelectric coupling for this cut of GaAs is so small, this is a reasonable assumption.

From Equation (10), it was then straightforward to compute the reflection coefficient of a single step, r, from the measured data as

\[ |r| = \frac{1}{2N_{grating}} \tanh^{-1} |\Gamma_{grating}| \]  

(11)

Calculated values \(|\Gamma_{grating}|\) for each of the devices in the experiment have been compiled in Table 1 from the measurement of T21. There are some interesting trends which are observed from the data in this table. First of all, the value of \(|\Gamma_{grating}|\) generally increases with metal thickness as expected. No conclusive difference was observed between open and shorted stripes as could be expected because of the low value of K^2. The most interesting trend is the decrease in \(|\Gamma_{grating}|\) for the long gratings, particularly for the thickest metal. We attribute this phenomenon, which is contrary to the expected behavior, to secondary reflections in the grating.

C. Multiple Reflections

By examining the paths of triply-reflected waves, it was observed that at the resonant frequency of the grating these waves are 180° out of phase with respect to the singly-reflected waves [3]. In Figure 2, which has been borrowed from [4], the effect of triply-reflected waves on the time response of the T21 has been sketched. For the ease of only singly-reflected waves, the time response would be a simple rectangular pulse train. The triply-reflected waves produce a triangular shaped pulse train. The net time response, then, is the convolution of the two pulse trains, resulting in a non-rectangular pulse train twice as long as would be expected if there were no multiple reflections. The principal effects of the multiple reflections are a narrowing of bandwidth of the frequency response and a decrease in the magnitude of the reflection coefficient of the grating.

The multiple reflections model, explains precisely what was observed in the experimental data for the slanted Al gratings. For example, the time domain response for a 600 stripe grating with an Al thickness of 3800 Å has showed an impulse response of T21 that followed the behavior just described. This leads two insights into the design of Al gratings. Longer gratings are not necessarily more efficient and thicker metal does not necessarily produce a higher net reflection coefficient for the grating.

D. First Order Mechanical Scattering for Al Stripes

Given the multiple reflections in the longer IDT, only the 200 stripe reflector bank was used in this study to approximate a value of C for Al stripes. Using equation (11), the value of |r| was calculated for the three metal thicknesses for a reflector bank with 200 open stripes. These data are plotted in Figure 3 along with a linear approximation which was fitted to the data to approximate the slope of the line. The linear approximation was described by 0.0009 + 0.014 h/λ. It was not possible to match a linear curve to the data without the constant term. From the work of Datta [6], this constant has been attributed to the reflection due to piezoelectric shorting. This value was determined by Datta for normal incidence gratings, but no previous
value has been reported for oblique incidence gratings. For normal incidence gratings, this value has been calculated as $0.7^2 K^{3/2}$, which for this cut of GaAs would be 0.00049. This is on the same order of magnitude as the constant experimentally determined by the authors, but no more specific explanation of the difference has been attempted here.

We computed the value of $C$ for shorted Al stripes to be approximately $C = 0.014$, which is a low value compared to that for normal incidence (0.9) predicted by Datta. Using this value of $C = 0.014$, in Equation (11) we predicted that a metal thickness of 4.6$\mu$m would be necessary to obtain $|\Gamma_{m}\phi| = 0.99$ for $N_{m} = 200$. A value of only 0.34$\mu$m was calculated for $N_{m} = 1000$, but from the experimental data this was obviously not the case, due to the high level of loss caused by the multiple reflections in the grating.

From this exercise, we concluded that the desired efficiency for a ring oscillator could not be achieved using a grating with Al stripes. No other metal was considered for further investigation but it is possible that a different metal such as Au or a combination of metals as demonstrated by Hunt and Hunsinger for normal incidence gratings [8], might provide better performance. To summarize, the reflection coefficient from single step in an Al grating has been found to be small, which leads to the need for the excessively thick metal layers or very long reflector banks. The necessary Al thickness is not practical for SAW device processing and the high loss introduced by multiple reflections in long gratings makes this an undesirable approach. This lead us to our investigation of grooves.

E. First Order Mechanical Scattering Coefficient for Grooves

We conducted experiments on grooves similar to those previously described for stripes. The wafers were processed in the same manner as the wafers used for stripes up to the point where the stripes were patterned with the photoresist. At this point the wafers grooves were etched using a $H_{2}PO_{4}/H_{2}O_{2}/H_{2}O$ solution at a ratio of 3:1:50. The etch was performed at room temperature (~22°C). The etch rate was measured to be approximately 800Å per minute and the only peculiarity of the etch was that patterns with the shorting bar along the edge were reproducible, whereas the open strip patterns etched sporadically and could not be relied on to give a uniformly etched grating. Given the small dimensions of the grooves, the thickness could only be measured in the large busbar region. It was observed using a scanning electron microscope, that the etch was of uniform depth from the large busbar region into the smaller grooves so that this measurement gave a valid representation of the groove depth. SEM pictures of the grooves showed that the profile of the sidewall was inclined approximately 45 degrees. It may be possible that a different etch could have produced straight sidewalls, but this profile produced a strong reflection coefficient, so no further investigation was performed.

The same measurements and data analysis were performed on the grooves as previously described for the Al stripes. Five samples were fabricated with groove depths ranging from 1000 Å to 4300 Å. The calculated values of $|\Gamma_{m}\phi|$ have been tabulated in Table 2. It was immediately obvious from the data that grooves provided a much higher reflection coefficient than did the Al stripes. It was initially concluded, that stripes were less susceptible to the effects of multiple reflections than were the stripes. It was observed that the reflection coefficient did not drop off as dramatically for the long grating arrays. However, further analysis contradicted this conclusion. Upon further observation, it became clear that because of the high reflectivity of the grooves, the wave penetration into the grating length was much less than in the Al stripe arrays. Hence, the effects of multiple reflections are not as apparent as in the Al stripe arrays.

The wave penetration was further investigated using a knife-edge laser probe to establish the effective length of the gratings so that the value of $r$ could be deduced from the data. The knife-edge laser probe system is capable of measuring the relative magnitude and phase of the SAW as a function of position in the device under test. For the Al stripes, this was not an issue, as the reflection coefficient was weak. For the deeper grooves, it was necessary to establish an effective length, $N_{eff}$ in order to approximate the value of $|\Gamma|$, as it was found that the SAW did not penetrate the full 200 grooves. The method used to scan along the direction of propagation with the laser spot centered transversely in the grating. The magnitude of the SAW was measured at several points to establish the
penetration depth. The measured data for a 200 groove grating with 4300 Å groove depth has been plotted in Figure 4. It was observed from this measurement that the SAW amplitude dropped off quickly, indicating a strong reflection coefficient. The effective grating length was taken to be the point where the amplitude dropped to one tenth of the incident SAW amplitude, which in this case was estimated to be N_eff = 70.

Using this data, combined with the measured value of |Γ_mw|, the value of |r| was approximated as before. The experimentally calculated values of |r| have been plotted against normalized groove depth in Figure 5 along with a linear curve fit. In this case, the slope, C, of the curve was approximated at 0.29 and no constant was necessary to obtain a good fit. This supports the earlier hypothesis that the constant was needed to account for piezoelectric shorting, which does not exist for grooves.

IV. SUMMARY AND CONCLUSIONS

The thorough examination of both Al stripes and grooves on GaAs unveiled previously unknown information about the behavior of slanted gratings on (100)-cut GaAs. Although it was initially hoped that the Al stripes would have made efficient gratings, this did not turn out to be the case. It was, however, discovered that etched grooves provided a strong reflection coefficient. Previously unreported values for mechanical reflection coefficients have been approximated in this paper from measured data. Although the experiments were affected somewhat by multiple reflections, these constants provide a good first order design rule for the design of slanted gratings on GaAs. Based on this study it seems feasible that an acoustic ring oscillator can be fabricated on GaAs using groove reflector arrays.

REFERENCES

**Table 1**: Values of |Γ_mw| calculated for Al stripes from measured data.

<table>
<thead>
<tr>
<th>Thickness (Å)</th>
<th>N_mw</th>
<th>1,000</th>
<th>1,500</th>
<th>5,800</th>
</tr>
</thead>
<tbody>
<tr>
<td>200 Open</td>
<td>0.42</td>
<td>0.47</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>200 Short</td>
<td>0.43</td>
<td>0.46</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>0.5</td>
<td>0.53</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>400S</td>
<td>0.48</td>
<td>0.52</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>0.56</td>
<td>0.56</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td>600S</td>
<td>0.54</td>
<td>0.54</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>0.56</td>
<td>0.57</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>800S</td>
<td>0.55</td>
<td>0.54</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>0.57</td>
<td>0.42</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>1000S</td>
<td>0.52</td>
<td>0.41</td>
<td>0.50</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2**: Values of |Γ_mw| calculated for grooves from measured data.

<table>
<thead>
<tr>
<th>Groove Depth (Å)</th>
<th>N_mw</th>
<th>1,000</th>
<th>1,500</th>
<th>2,700</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.65</td>
<td>0.71</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>0.72</td>
<td>0.78</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>0.72</td>
<td>0.83</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>0.75</td>
<td>0.87</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>0.76</td>
<td>0.80</td>
<td>0.95</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 1: Slanted reflective array test structure

Fig. 2: Effects of multiple reflections on $T_21(t)$ [4]

Fig. 3: $|r|$ measured for 200 Al stripes $h/\lambda$ (+) and curve fit used to calculate $C(-)$

Fig. 4: Normalized SAW amplitude versus depth into the grating as measured using the laser probe.

Fig. 5: Reflection coefficient of a single step, $|r|$, calculated from measured data for 200 grooves versus $h/\lambda$ (+) and the fit curve used to calculate $C$ (solid).
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5.4 SAW Mode Profile Design and Analysis:

Given architecture of the ACT Imager, the photodiode array presents itself acoustically as a multichannel device with a plethora of waveguides. In an effort to develop the tools for this complex structure, we introduced stack matrix theory as a way of predicting the mode profiles for arbitrary waveguide structures. This approach has been adapted as the industry standard for the design of SAW Waveguide-coupled resonators. Once the SAW velocities in the various materials of the ACT imager structure are known, the stack matrix theory can be used to predict mode profiles and to design the structures' acoustic arrangement to optimize the imager structure acoustic operation. This work is described in the attached paper:

Mode profiles in waveguide-coupled resonators
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Surface acoustic wave (SAW) waveguide-coupled resonators are of considerable interest for narrow-band filter applications, though to date there has been very little published on the acoustic details of their operation. As in any resonator, one must fully understand its mode structure and herein we study the SAW mode profiles in these devices. Transverse mode profiles in the resonant cavity of the device were measured at various frequencies of interest using a knife-edge laser probe. In addition we predict the mode profiles for the device structure by two independent methods. One is a stack-matrix approach adapted from integrated optics and the other is a conventional analytical eigenmode analysis of the Helmholtz equation. Both modeling techniques are in good agreement with the measured results.

I. INTRODUCTION

Surface acoustic wave (SAW) waveguide-coupled (WGC) resonators, as shown in Fig. 1, are a class of devices which are proving to be quite useful in narrow-band filtering applications. Though these devices were proposed quite some time ago there have since been only a few papers published on these devices. Tanaka et al. have published the most comprehensive analysis of the WGC resonator to date, using an analytical modal analysis to predict the resonant frequencies of the device and the frequencies of the spurious modes. Their work provides a relatively comprehensive introduction to the device, giving the reader an intuitive feel for the relationship between the transducer overlap width \( W \), coupling gap \( G \), and the mode structure. However, they have not published an accurate means of predicting the frequencies of the resonant and spurious modes.

Gopani and Horine more recently have presented the frequency characteristics of various WGC resonators they have fabricated. Their results indicate they have been able to reduce the level of the spurious modes considerably but they provide no insights into their methods for achieving this result.

In the process of designing a WGC resonator for a specific application one is typically concerned about the center frequency and bandwidth of the device as well as the spurious modes of the device. These devices are quite complicated and a detailed understanding must employ both the coupling of modes (COM) analysis and the treatment of the device as a SAW structure supporting a collection of guided modes. Both of these analyses are key but in this paper we will focus principally on the SAW waveguide aspects of the WGC resonator. It is by the investigation of these modes that one can better understand the frequency response of the device and in particular the spectral location and strength of spurious modes.

For this investigation a number of WGC resonator devices were designed and fabricated each with different values for \( W \), \( G \), and cavity length \( C \). Numerous measurements were made to determine the relationship between device geometry and the device transfer function but herein we will only discuss the amplitude and phase profiles of the SAW transverse modes which were measured using a knife-edge laser probe. In general, our approach was to measure the transverse mode profiles at the resonant frequencies associated with peaks in the magnitude response of the transfer function of the WGC resonator.

In this paper we predict the transverse beam profiles by two distinctly different techniques. These methods yield the eigenmodes of the device structure and they compare favorably in shape with the mode profiles measured using the laser probe. The comparison is not precise, however, primarily because our predictions represent the eigenmodes of the structure and our laser probe measurements indicate the SAW profile at a given frequency for a source condition not considered in either of the theoretical treatments. Even so the corroboration between theory and experiment represents a considerable increase in the collective understanding of WGC resonators.

In Sec. II we discuss the physical layout of the device and present a representative frequency response for the device. In Sec. III we present both of our methods for calculating eigenmodes for this structure. And finally in Sec. IV we present our experimental results and compare these with our theoretical predictions.

II. DEVICE DESCRIPTION

Our design for the WGC resonator is shown schematically in Fig. 1. The device can be thought of as two one-port SAW resonators coupled acoustically by the overlap of their respective eigenmodes. To first order the device operates in the following manner. The input signal excites the surface acoustic wave in the upper resonator and the acoustic energy that couples into the lower resonator is then converted to an output electrical signal by the piezoelectric action of the substrate material. A more detailed and thorough description of the device operation requires
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FIG. 1. Schematic layout for a waveguide-coupled resonator.

COM analysis\(^4,5\) which incorporates the currents and voltages of the input and output transducers as well as the forward and backward surface acoustic waves in the upper and lower resonators. One of the important parameters in the COM analysis is the coupling factor which describes how the SAW energy in one resonator couples to the SAW energy in the other resonator. The acoustic portion of this coupling would, in the present case, be related to the overlap integral of the eigenmodes of the two resonators. We will not in this paper be treating the COM analysis but will instead be laying the foundation for such a treatment by investigating thoroughly the eigenmodes of the WGC resonator.

In Fig. 2 we present the transfer function for a typical WGC resonator and it will be shown by theory and experiment in this paper that the eigenmodes play a vital role in determining the characteristics of the device transfer function. The passband response as well as the spurious response are set by the mode structure within the device. Peaks in the frequency response occur near frequencies which support both longitudinal and transverse modes. As will be shown, the lower edge of the passband \(f_{11}\) in Fig. 2 is a symmetric mode and the upper edge of the passband is \(f_{a1}\) an antisymmetric mode. The nearby spurious mode \(f_{a1}\) is a higher-order antisymmetric mode and at about the more distant frequency \(f_{a1}\) the mode profiles associated with \(f_{a1}, f_{a2}\) are replicated about the next longitudinal mode frequency. The synthesis task which presents itself to the designer is to control the strength and location of these modes through design. The present work is a step towards this goal in as much as it provides some of the tools necessary to effectively perform this synthesis. Device dimensions and metallization thickness represent the principal design choices which must be made.

III. METHODS FOR EIGENMODE CALCULATIONS

In the following two subsections we present two independent methods for predicting the mode profiles in the WGC resonator. Both are later compared with the experimental results.

A. Analytical prediction of eigenmode structure

In order to analyze guided modes in a SAW waveguide, Knowles' scalar potential has been most widely used due to its simplicity.\(^7\) According to Knowles' analysis, the normal component of the displacement at the surface is proportional to a scalar potential \(\phi\) for a semi-infinite isotropic solid.\(^6\) Moreover, this component of displacement can be directly measured by the knife-edge laser probe which was used for the experimental work presented later in this paper. Knowles' scalar potential will be used for the analytical approach as well as the stack matrix approach presented in the next subsection. The analytical approach is essentially a boundary value problem wherein the Helmholtz equation is solved for the scalar potential in the regions of different velocity within the waveguide structure and the boundary conditions of continuity are satisfied at each lateral interface. This approach is not as versatile as the stack matrix approach presented later.

We begin by thinking of the WGC resonator as nothing more than an array of five contiguous strips—each having a different velocity as shown in Fig. 3. Observe that we have, in the present analysis, only two distinct velocities. It should also be noted that in this paper we will not be addressing the issue of reflections within the device...
structure, nor will we be considering the source conditions associated with the transducer SAW generation. The latter, in particular, will be the subject of future research.

Once we have segmented the WGC resonator into the five strips along the z direction of uniform velocity we proceed by solving the Helmholtz equation for the scalar potential \( \phi \),

\[
\frac{\partial^2 \phi_x}{\partial x^2} - \beta^2 \phi_x + \left( \frac{\omega}{V} \right)^2 \phi_x = 0,
\]

\[
\frac{\partial^2 \phi_m}{\partial x^2} - \beta^2 \phi_m + \left( \frac{\omega}{V_m} \right)^2 \phi_m = 0,
\]

where \( \phi_x \) is the scalar potential for the semimetallized region, \( \phi_m \) is the scalar potential for the metallized region, \( V_S \) is the SAW velocity in the semimetallized region, \( V_m \) is the SAW velocity in the metallized region, and \( \omega \) is the angular frequency.

We have assumed the z dependence for these scalar potentials to be of the form \( e^{\pm i(k_x x - \omega t)} \), i.e., we are assuming the SAW propagation to be predominantly along the long axis of the WGC resonator. Under this assumption, the scalar potentials in each of the velocity regions of the resonator will be

\[
\phi_1 = D_1 \sin(k'_m x) + D_2 \cosh(k'_m x),
\]

\[
\phi_{II} = D_3 \sin(k'_m x) + D_4 \cosh(k'_m x),
\]

\[
\phi_{III} = D_5 \sin(k'_m x) + D_6 \cosh(k'_m x),
\]

\[
\phi_{IV} = D_7 \sin(k'_m x) + D_8 \cosh(k'_m x),
\]

\[
\phi_V = D_9 \sin(k'_m x) + D_{10} \cosh(k'_m x),
\]

where the term \( e^{i(k_x x - \omega t)} \) has been dropped for clarity. Further, we have from the Helmholtz equation above that

\[
k'_m^2 = \beta^2 - k^2,
\]

\[
k'_m = \frac{\omega}{V_m}, \quad k = \frac{\omega}{V_x}, \quad \beta = \frac{\omega}{V_m}.
\]

By applying the boundary conditions between the various regions of the structure that the scalar potential and its first derivative with respect to \( x \) are continuous, we can arrive at a dispersion equation which will enable us to compute the mode velocity \( V_{mode} \). In addition we must recognize that there are symmetric and antisymmetric solutions to Eq. (1) and we must make judicious choices about the coefficients in Eq. (2) which can be set to zero.

Let us consider first the symmetric case. The requirement of symmetry about \( x=0 \) will force \( D_1 = D_3 \) to be zero and hence we will have the symmetric form for the scalar potential in region III, i.e., \( \phi_{III} = D_6 \cosh(k'_m x) \). For consistency and simplicity we take the form of the scalar potential in region II to be \( \phi_{II} = D'_4 \cos(k'_m x + \theta) \). Applying the continuity boundary conditions at \( x=a \) we have

\[
D_6 \cosh(k'_m a) = D'_4 \cos(k'_m a + \theta),
\]

\[
D_6 k'_m \sinh(k'_m a) = - D'_4 k'_m \sin(k'_m a + \theta).
\]
Another product of the analysis which is important in the process of filter synthesis involves the relationship between the symmetric and antisymmetric mode frequencies and the WGC resonator design features such as the values for $a$, $b$, and $c$ shown in Fig. 3 as well as the SAW velocity in the various strips. For a given set of design criteria the dispersion relations represented by Eqs. (8) and (9) can be solved to find these frequencies. Tanaka et al.\(^2\) presented both theoretical and experimental data for the normalized frequency difference between the first symmetric and first antisymmetric modes for a group of WGC resonators; however, there was not good agreement between theory and experiment. Upon further investigation we found that incorporation of the anisotropic nature of the substrate leads to faithful predictions of this normalized frequency difference. If the conventional assumption is made that the SAW velocity anisotropy can be approximated by a parabola,\(^11\) the velocity profile is represented by

$$V(\theta) = V_0 \left(1 + \alpha \frac{\theta^2}{2}\right),$$

(10)

where $V_0$ is the velocity along a pure mode axis and $V(\theta)$ is the velocity along some direction at an angle $\theta$ from the pure mode axis, and $\alpha$ is the anisotropy factor. After some algebraic manipulation\(^12\) we can represent the appropriate portions of Eq. (3) as Eq. (3) can be rewritten as

$$k_i^2 = \beta^2 - (1 + \alpha_m) k_m^2,$$

$$k_i^2 = (1 + \alpha_s) k_m^2 - \beta^2,$$

(11)

where $\alpha_m$ and $\alpha_s$ represent the anisotropy coefficient for the metallized and semimetalized regions, respectively. For simplicity we have used the value of the anisotropy coefficient for STX quartz, $\alpha = 0.378$, for both $\alpha_m$ and $\alpha_s$. The relations presented in Eq. (11) were then used in Eqs. (8) and (9) and the normalized frequency difference was computed for several values of $W$ and $G$. The results of these calculations are presented in Fig. 4 along with the experimental data of Tanaka et al.\(^2\) The inclusion of the anisotropy factor brings the theory in very close agreement with the experimental results—much closer than when the anisotropy is not included.

**B. Stack matrix theory**

The transverse profile of the SAW velocity in a general $N$ multichannel waveguide structure is schematically shown in Fig. 5. The coordinate system is chosen so that the $x$ axis is along the transverse direction and the $z$ axis is along the propagation direction. The wave is guided in the slow velocity sections by the nature of the waveguide. In order to analyze guided modes in a SAW waveguide, we will use the Knowles' scalar potential used for the work presented in Sec. II A.

The propagation equation of the scalar potential $\phi_i$, at the surface in section $i$, is given by a second-order ordinary differential equation as follows:

$$\frac{d^2 \phi_i(x)}{dx^2} + \left(\omega^2 - \beta_i^2\right) \phi_i(x) = 0,$$

(12)

where $\beta$ is the longitudinal propagation constant, $\omega$ is the angular frequency, and $V_i(x)$ is the SAW velocity in the $i$th section.

A general solution of this equation is

$$\phi_i(x) = A e^{-j k_i x} + B e^{j k_i x},$$

(13)

where $k_i = \sqrt{\omega^2 / V_i^2 - \beta_i^2}$. We have made the conventional assumption that the $z$ dependence is $e^{-j \beta z}$ and the time dependence is $e^{j \omega t}$.

The boundary conditions at the interface between the $i$th and the $(i+1)$th section shown in Fig. 5 are that the displacement and the stress are continuous. These boundary conditions can be denoted by

$$\phi_i |_{x_i} = \phi_{i+1} |_{x_i},$$

$$C_i \phi_i' |_{x_i} = \phi'_{i+1} |_{x_i},$$

(14)

where $C_i$ is an effective stiffness constant of the $i$th section and the prime denotes differentiation with respect to $x$.

The close analogy between the scalar potential in SAW and the electric field in optical wave makes it possible to
use theories previously developed for the optical waveguides. Among various techniques for calculating the fields in optical waveguides, stack matrix theory has been adapted herein due to its capacity for treating arbitrary structures. Only the key portion of the theory is described in this paper and those seeking more details are referred to Kogelnik and Shank's formulation.

Stack matrix theory begins by defining the continuous components used in the boundary condition to be the field variables $U$ and $W$ as follows:

$$U_i = A e^{-j k x} + B e^{j k x},$$

$$W_i = C e^{j k x}$$

(15)

After some algebraic manipulations, one can obtain a simple relationship between two adjacent field variables as follows:

$$\begin{bmatrix} U_{i-1} \\ W_{i-1} \end{bmatrix} = \begin{bmatrix} \cos k w_i & -\frac{1}{C k_i} \sin k w_i \\ C k_i \sin k w_i & \cos k w_i \end{bmatrix} \begin{bmatrix} U_i \\ W_i \end{bmatrix} = M_i \begin{bmatrix} U_i \\ W_i \end{bmatrix},$$

(16)

where $w_i$ is the width of the $i$th section and $M_i$ is the characteristic matrix of the section. It should be noted that the $x$ axis is shifted so that each interface position of the corresponding field variables is to become zero. The repeated application of the boundary conditions at each interface is accomplished by the concatenation of each $M_i$. Therefore, the characteristic matrix of the stack $M$, which includes the entire structure, is given by

$$\begin{bmatrix} U_0 \\ W_0 \end{bmatrix} = M_1 M_2 \cdots M_N \begin{bmatrix} U_N \\ V_N \end{bmatrix}$$

$$= M \begin{bmatrix} U_N \\ V_N \end{bmatrix} = \begin{bmatrix} m_{11} & m_{12} \\ m_{21} & m_{22} \end{bmatrix} \begin{bmatrix} U_N \\ V_N \end{bmatrix}.$$  

(17)

For the guided wave solutions, $\phi$ should be evanescent at both ends, i.e., for both $i=0$ and $i=N$ sections. This guided condition is satisfied by a pure imaginary value of $k_i$ at both sides and $B_0 = A_{N+1} = 0$. This can be expressed by the field variables

$$\begin{bmatrix} U_0 \\ W_0 \end{bmatrix} = \begin{bmatrix} A_0 \\ C_0 \gamma_0 A_0 \end{bmatrix}$$

and

$$\begin{bmatrix} U_N \\ W_N \end{bmatrix} = \begin{bmatrix} B_{N+1} \\ -C_{N+1} \gamma_{N+1} B_{N+1} \end{bmatrix}.$$  

(18)

(19)

where $\gamma_0 = j \sqrt{\beta^2 - (\omega^2 / V_{0}^2)}$, $\gamma_{N+1} = j \sqrt{\beta^2 - (\omega^2 / V_{N+1}^2)}$. Inserting these expressions into the stack matrix relation, one can obtain

$$\begin{bmatrix} A_0 \\ C_0 \gamma_0 A_0 \end{bmatrix} = \begin{bmatrix} m_{11} & m_{12} \\ m_{21} & m_{22} \end{bmatrix} \begin{bmatrix} B_{N+1} \\ -C_{N+1} \gamma_{N+1} B_{N+1} \end{bmatrix}.$$  

(20)

A rearrangement leads to a matrix equation

$$\begin{bmatrix} 1 & -m_{11} + C_{N+1} \gamma_{N+1} m_{12} \\ -m_{21} + C_{N+1} \gamma_{N+1} m_{22} \end{bmatrix} \begin{bmatrix} A_0 \\ C_0 \gamma_0 A_0 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.$$  

(21)

In order to obtain a nontrivial solution, the determinant of the matrix must be set to zero thus yielding the dispersion relation for the waveguide. For the general multichannel waveguide structures, a numerical method is necessary to solve the matrix equation.

The velocity profile representative of the WGC resonator is shown in Fig. 6. The velocities presented in this figure are $V_1 =$ free surface velocity on STX quartz, $V_2 =$ velocity underneath the aluminum bus bars, $V_3 =$ velocity in the region between the ends of the IDT electrodes and the bus bars, $V_4 =$ velocity in the region of overlap between the IDT fingers and we have used standard methods to compute the values. If we assume the velocities are isotropic, we can obtain the maximum angle the acoustic energy deviates from the longitudinal direction to be $\theta = \cos^{-1}(V_d / V_4)$, where $V_d$ and $V_4$ are the slowest and the fastest velocities, respectively. Using the values of 3125 and 3158 m/s for $V_d$ and $V_4$, respectively, we can expect the angle to be about 8.3°. If we now consider the true anisotropic nature of the velocity on STX quartz we see that the velocity change over this 8.3° is only $\sim 0.3%$. Therefore, we can assume that the velocity is isotropic without appreciably affecting the predicted mode profiles. The effective stiffness constants are used in the boundary condition presented in Eq. (3) are assumed to be the same because each section is elastically very similar in this kind of low dispersion waveguide.

IV. MEASUREMENTS AND RESULTS

In this section we will present experimental measurements of a WGC resonator on STX quartz which had an electrode thickness to SAW wavelength ratio of $\sim 2\%$. We will compare these results with theoretical predictions based on the methods presented in Sec. III. Though numerous devices were fabricated and tested we will present only the results from one of these which had strong spurious modes. While this device would not be good for a system application, it was an ideal device for our mode profile measurements. The mode profiles we present for this one device are indeed representative of the profiles we measured for a large number of devices.
The device was mounted on the computer-controlled translation stage of our knife-edge laser probe and leveled. The details of operation of this apparatus have been described previously and will not be repeated here. It is sufficient to say that the laser probe allows us to measure the magnitude and phase of a Rayleigh wave at various locations throughout the device. For these experiments the laser spot at the surface of the device was \( \sim 4 \mu m \) in diameter and the signal-to-noise ratio of the measurements was typically 60 dB. The successful operation of the laser probe requires that the location of the scan on the surface of the device have a reasonable reflectance. It is difficult to obtain a strong laser probe signal on a translucent material such as quartz and so the measurements were made with the laser spot on the aluminum electrodes of the interdigitated transducer (IDT) and the reflector grating rather than on the bare quartz gaps between the electrodes.

From the device transfer function shown in Fig. 2 we select the frequencies at which we wish to make transverse laser probe scans in the \( x \) direction as indicated in Fig. 1. For example, if we wish to measure the mode profile for the first symmetric mode we set the SAW drive for the device at the first symmetric mode frequency \( f_{1s} \), and scan transverse to the direction of SAW propagation. Similarly we can select the frequencies associated with any of the spurious modes which appear in the transfer function and measure the associated mode profiles.

For the mode profile data we present the origin of the coordinate system was selected to be on the central bus bar in the center of the resonator cavity. Another way to look at this is to say that the origin was selected to be at the geometric center of the device. For the three mode profiles we show the scans were taken transverse to the predominant direction of SAW propagation at the center of the cavity. The positive values of the transverse dimension (\( x \)) as shown in Fig. 7 through 9 represent the track driven by the input signal and the negative values represent the output track. In order to obtain the symmetric mode profiles the device was driven symmetrically, i.e., the same signal was applied to the input and output transducers. For the antisymmetric mode profiles a balun was used so that the input and output transducers could be driven \( 180^\circ \) out of phase.

In Fig. 7(a) we show the measured and predicted normalized magnitudes of the first symmetric mode which occurred at 81.153 MHz. The magnitude is expressed in arbitrary units (A.U.). Both theoretical approaches very closely predict the measured results with the profile reaching peaks in the middle of the input and output tracks and a local minimum on the grounded bus bar between. In Fig. 7(b) we present the phase for the first symmetric mode and see again that there is relatively close agreement between theory and experiment. It should be pointed out that the phase is indicative of the phasor relationship between the rf signal driving the SAW transducer as it leaves the network analyzer and the amplified photodetector signal received by the network analyzer. As such the phase, as is the case for the magnitude, can at best be regarded as a relative, not an absolute, measurement.

In Fig. 8 we present the magnitude and phase for the mode profile of the first antisymmetric mode which occurred at 81.1887 MHz. Again there is good comparison between theory and experiment for both the magnitude and phase. The magnitude profile, shown in Fig. 8(a), is of course quite similar to that for the first symmetric mode with the exception that the profile goes to zero at the central bus bar for the antisymmetric mode.

In Fig. 9 we present the magnitude and phase for the mode profile of the second antisymmetric mode which occurred at 81.446 MHz. As has been the case for the previous modes discussed there is good agreement between theory and experiment with regard to the overall shape of both the magnitude and the phase but not quite as good. Note in particular that the predicted nulls at the center of the transducer regions (\( \sim \pm 220 \mu m \)) do not occur for the measured profile and this can best be explained as follows. For our experiments with the laser probe we measure the SAW profile generated in the device at a single drive frequency under specific drive conditions. What we have found from experience is that we are measuring the sum of all of the mode profiles that are generated at this single frequency. For the second antisymmetric mode shown in Fig. 9 we drove the input and output transducers \( 180^\circ \) out...
of phase and as such generated a number of antisymmetric modes. Predominant among these are the second antisymmetric mode and a weakened first antisymmetric mode. One can then view the absence of the deep nulls predicted for Fig. 9 as the sum of the nearly zero amplitude for the second antisymmetric mode with the peak amplitude of the first antisymmetric mode.

V. SUMMARY AND CONCLUSIONS

In this paper we have presented both experimental and theoretical work on the mode profiles in WGC resonators. The two independent methods for predicting the mode profiles are reasonably accurate though the stack matrix theory method is the most versatile of the two. This paper represents, to the best of our knowledge, the first use of stack matrix theory to predict mode profiles in SAW structures. The versatility and accuracy of this technique makes it useful for the calculation of mode profiles in complicated, multichannel SAW and ACT devices. In addition, the anisotropic nature of the SAW velocity was included yielding a more accurate prediction of the normalized frequency difference and hence a superior filter design tool.
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5.5 Suggestions for Future Work:

We have had some recent inquiries regarding ACT device work and it is felt that a first step would be a study to see if one of the existing GaAs device architectures for commercially available RFICs could be used for ACT devices. If the ACT device can be made to piggyback on an existing process then we believe the prospects are very good that cost-effective devices can be manufactured. It would also be advisable to use the IDT-less ACT approach which we have developed along with a ZnO overlay. In this manner the imager chip could be driven by a modest voltage and power with no need for timing circuitry. Also, if the imager requires too large a capital investment in light of the (now) current availability of Silicon CCD imagers for HDTV, the ACT technology may provide a good way to realize a high speed image processing chip for HDTV. Prior to digitization, the ACT could be used for on chip image enhancement which could process data in both space and time.
SECTION VI:

KODAK
Introduction

The HDTV imaging system is a prototype system and therefore not intended for scientific imaging applications. Like all prototypes, it has many limitations which affect image quality and hardware reliability. This prototype camera features the Kodak KAI-2091M high-definition monochrome image sensor. This progressive scanned charge-coupled device (CCD) can operate at video frame rates and has 9 micron square pixels for easy image processing. The photosensitive area has a 16:9 aspect ratio and is consistent with the "Common Image Format" (CIF). It features an active image area of 1928 horizontal X 1084 vertical pixels and has a 55% fill factor. The camera is designed to operate in continuous mode with an output data rate of 5MHz, which gives a maximum frame rate of 4 fps. Due to frame buffer limitations of the ITI imaging system, only the first 1024 lines can be processed and displayed.

Imaging System Setup and Operation

To setup the ITI imaging system, connect the two Sony monitors, keyboard, and mouse to the ITI computer. There are two monitor connectors located on the back of the computer. Either monitor can be attached to either monitor connector. One monitor is used to view images while the other is used to operate the computer. A power cord for each monitor and the computer also need to be connected. To setup the camera, attach the Nikor zoom lens (70-210mm) to the front of the camera. Plug the camera power supply into a standard wall outlet. Make sure the camera supply is turned off. Connect the camera power supply cable to the camera using the 9 pin pigtail connector. Connect the 68 pin SCSI connector from the camera to the ITI imaging system. Apply power to the camera by turning on the camera power supply. Apply power to the ITI imaging system. Once the
ITI system has booted, choose the HDTV icon to operate the camera. To obtain the best possible picture, adjust the lens to control the amount of light entering the camera. This can be accomplished by opening and closing the lens aperture.

**Power Requirements**

A power box containing several linear commercial power supplies provides the power to run the camera head through a 9 pin pigtail connector. The power box operates off a standard 115VAC 3 prong wall socket and is fused to protect the internal supplies according to manufacturer specifications. The current draw from each internal linear supply is shown below. The .5 amps @ +5VDC required to power the termination resistors for the 68 pin SCSI cable is included in the totals below.

1.35 amps @ +5 volts DC
.12 amps @ +15 volts DC
.08 amps @ -15 volts DC
.05 amps @ +24 volts DC

To ensure the correct polarity for all DC operating voltages, use the power box and cable provided with the camera. If a different power supply is used, the camera may be permanently damaged if the DC voltage polarities are reversed.
Prototype Camera Performance

- **Black Level**: Adjusted to no light condition
- **Scanning**: Non-Interlaced, progressive
- **Synchronization**: Internal pixel clock, line sync, frame sync
- **Resolution**: 8 bits
- **Pixel Clock Rate**: 5MHz
- **Frame Rate**: 4 fps

Interface Specifications

The AIA interface connector is a 68 pin, high density, dual row, D-type connector. The connector has .050 pin spacing and a D-type shell that is 2.5 inches long. The connector carries the signals needed to interface the camera to the ITI frame grabber. The signals include the two digital video output channels, A and B, each with eight bits labeled DATA0 through DATA7. DATA0 is the least significant bit and DATA7 is the most significant bit. In addition, there are three timing output signals which control the transfer of video data. They are the FRAME ENABLE, LINE ENABLE, and PIXEL DATA STROBE. All signals are output as differential pairs with signal levels conforming to the RS422 specification. The noninverting part of the differential pair is present on the (+) output, while the inverting part of the differential pair is present on the (-) output. The chart below lists each signal name and its pin number.
<table>
<thead>
<tr>
<th>68 pin camera connector</th>
<th>Signal Name</th>
<th>44 pin ITI connector</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>ADATA 0+</td>
<td>1</td>
</tr>
<tr>
<td>43</td>
<td>ADATA 0-</td>
<td>16</td>
</tr>
<tr>
<td>8</td>
<td>ADATA 1+</td>
<td>31</td>
</tr>
<tr>
<td>42</td>
<td>ADATA 1-</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>ADATA 2+</td>
<td>17</td>
</tr>
<tr>
<td>41</td>
<td>ADATA 2-</td>
<td>32</td>
</tr>
<tr>
<td>6</td>
<td>ADATA 3+</td>
<td>3</td>
</tr>
<tr>
<td>40</td>
<td>ADATA 3-</td>
<td>18</td>
</tr>
<tr>
<td>5</td>
<td>ADATA 4+</td>
<td>33</td>
</tr>
<tr>
<td>39</td>
<td>ADATA 4-</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>ADATA 5+</td>
<td>19</td>
</tr>
<tr>
<td>38</td>
<td>ADATA 5-</td>
<td>34</td>
</tr>
<tr>
<td>3</td>
<td>ADATA 6+</td>
<td>5</td>
</tr>
<tr>
<td>37</td>
<td>ADATA 6-</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>ADATA 7+</td>
<td>35</td>
</tr>
<tr>
<td>36</td>
<td>ADATA 7-</td>
<td>6</td>
</tr>
<tr>
<td>20</td>
<td>BDATA 0+</td>
<td>21</td>
</tr>
<tr>
<td>54</td>
<td>BDATA 0-</td>
<td>36</td>
</tr>
<tr>
<td>19</td>
<td>BDATA 1+</td>
<td>7</td>
</tr>
<tr>
<td>53</td>
<td>BDATA 1-</td>
<td>22</td>
</tr>
<tr>
<td>16</td>
<td>BDATA 2+</td>
<td>37</td>
</tr>
<tr>
<td>50</td>
<td>BDATA 2-</td>
<td>8</td>
</tr>
<tr>
<td>15</td>
<td>BDATA 3+</td>
<td>23</td>
</tr>
<tr>
<td>49</td>
<td>BDATA 3-</td>
<td>38</td>
</tr>
<tr>
<td>14</td>
<td>BDATA 4+</td>
<td>9</td>
</tr>
<tr>
<td>48</td>
<td>BDATA 4-</td>
<td>24</td>
</tr>
<tr>
<td>13</td>
<td>BDATA 5+</td>
<td>39</td>
</tr>
<tr>
<td>47</td>
<td>BDATA 5-</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>BDATA 6+</td>
<td>25</td>
</tr>
<tr>
<td>45</td>
<td>BDATA 6-</td>
<td>40</td>
</tr>
<tr>
<td>10</td>
<td>BDATA 7+</td>
<td>11</td>
</tr>
<tr>
<td>44</td>
<td>BDATA 7-</td>
<td>26</td>
</tr>
<tr>
<td>25</td>
<td>FRAME ENABLE+</td>
<td>12</td>
</tr>
<tr>
<td>59</td>
<td>FRAME ENABLE-</td>
<td>27</td>
</tr>
<tr>
<td>26</td>
<td>LINE ENABLE+</td>
<td>14</td>
</tr>
<tr>
<td>60</td>
<td>LINE ENABLE-</td>
<td>29</td>
</tr>
<tr>
<td>29</td>
<td>PIXEL DATA STROBE+</td>
<td>28</td>
</tr>
<tr>
<td>63</td>
<td>PIXEL DATA STROBE-</td>
<td>42</td>
</tr>
<tr>
<td>30</td>
<td>EXP+</td>
<td>41</td>
</tr>
<tr>
<td>64</td>
<td>EXP-</td>
<td>13</td>
</tr>
<tr>
<td>1 &amp; 35</td>
<td>GND</td>
<td>44</td>
</tr>
</tbody>
</table>
Prototype Camera Head Design

The HDTV camera head design is partially based on the MITE camera head design. The electronics has been modified to meet the requirements of the HDTV sensor and is designed for maximum flexibility and testability. All clock drivers and biases can be adjusted without changing components. Sensor timing is generated using one EPLD. All EPLD outputs are routed to diagnostic connectors which interface directly to a logic analyzer. This allows timing performance to be monitored while viewing the image data.

All sensor timing is based on a 80MHz crystal which feeds the global clock input to each EPLD. The 80MHz clock provides a minimum time resolution of 12.5ns. Code was then developed using Altera’s Max PLUS II software to create the clock signals required by the sensor. The sensor is currently being clocked at 1/16 the crystal frequency or 5MHz. This provides a camera frame rate of approximately 4 frames/sec.

All timing logic was simulated using the Altera Max Plus II software. Each simulation allows you to verify your logic by displaying the timing visually. If the simulator shows a logic problem, you can easily modify the timing equations, recompile the program, and simulate the waveforms again. A number of simulations were performed using various clocking scenarios to determine optimal performance for this system.

The camera head electronics was packaged to fit on one 6 x 8 circuit board to eliminate sending the 80MHz clock signal between boards. The three EPLD's are co-located to minimize the distance to the 80MHz crystal. Two EPLD's perform the digital clamp and sample for video channel A and B. The third EPLD generates timing signals for the sensor and frame grabber interface.
Since there are two output video channels, the gain and offset of each channel must be closely matched to minimize line to line shading. Both these parameters are factory set. The black level can be monitored by viewing the video output with the lens capped. The gain is set so the video output signal is at maximum amplitude when the detector reaches saturation.

System Level Integration

To view HDTV images, the Camera Head was integrated with an ITI frame grabber and image display system. The ITI system consists of a PC with ITI image processing boards and software. Application code was developed using the ITI software development tools to acquire, process, and display images from the camera head via an RS 422 interface. The IM-PCI image processing card can handle two 20MHz data channels which correspond with the two video taps from the camera head. This allows the ITI system to theoretically handle and display image data at 15 frames/sec.

The ITI imaging system is packaged in a standard 19" rack mountable industrial chassis. It uses a 133MHz Intel Pentium Processor with 32 MB of memory and runs the Windows 95 operating system. Two 17" Sony Trinitron monitors are used with the system. One monitor operates the computer and the other displays images. The computer has one full-size single PCI bus card to manage memory, one computational module for real-time statistical analysis, and one digital acquisition module to interface with the camera.
SECTION VII:

MIT/POLAROID
Memo to: Bill Hunt
From: Richard Solomon and Clark Johnson, University of Pennsylvania
Date: 19 September 1999
Re: MIT/Polaroid Camera Report

Bill:

This is a response to your e-mail message of 18 August. Under separate cover, by Priority Mail, we are sending a number of support documents. These include the camera specifications, a reprint on the actual camera system operational details, along with two internal MIT memos that might be of interest to you. In addition, we are sending a CD-ROM (see below) of some images produced by the Navy.

There is no operations manual specifically for this camera. Philips did supply a generic manual for high-end video cameras. However, the various agencies that now have cameras readily taught themselves effective operations with technical help from Philips and Polaroid personnel.

The first two cameras came with only one Fujinon zoom lens that cost in excess of $100,000. It turned out to be inappropriate for certain scientific and cinemagraphic applications. For these uses a special mount was made for modified Hasselblad 2 1/4 square (SLR) and conventional motion picture camera lenses.

Both of these cameras are the property of NASA, under the supervision of Dr. Tice DeYoung, the original project initiator when he was at DARPA. One of the cameras is currently assigned to the supercomputer center at the Naval Research Laboratory in Anacostia, where it is available for demonstration.

The other camera is assigned to the National Security Agency and is on temporary loan to Demografix in Santa Monica, CA. Four additional cameras have subsequently been purchased and delivered to the Navy for further research. One of the original cameras may be transferred to the University of Pennsylvania shortly. The University of Pennsylvania is currently under contract with the Naval Research Lab to continue experimentation under a program on Vision Science and Advanced Networking. Principals include Prof. David J. Farber and the authors of this report.

Additional cameras have been purchased by ABC/Disney and other commercial firms. Demonstrations have been made at the National Institutes of Health, the U. S. Army, the National Security Agency, the National Association of Broadcasters annual meeting in Las Vegas (where it won Best of Show), and at the American Society of Cinematographers’ annual convention in Los Angeles. The camera was featured in a weekly column on advanced multimedia technology in the New York Times shortly after it was delivered by Polaroid.

A camera was loaned to ABC/Disney for a series of test shoots at various sites across the country. These shoots provided material for A/B comparison testing with so-called HDTV interlaced cameras. The Navy did airborne tests from a dirigible of the Norfolk (VA) Navy Yard and a beach. A few freeze frames showing the spectacular results of
this Navy shoot have been captured on a CD-ROM, a copy of which is being sent to you. (Copies are available upon request.)

In the summer of 1998 a camera was loaned to Mr. Robert Primes (an award-winning cinematographer, and a former president of the ASC), and Gary Demos of Demografix (an Oscar-winning special-effects expert) who together financed the production video of Mrs. Primes (a professional concert pianist) performing a Chopin etude. This astonishing 7-minute movie can only be fully appreciated on a specially modified projector for an 18-ft. screen, one of which is at NRL. Editing was an exceptionally time consuming exercise and had to be done frame by frame on special Apple Macintosh computers.

As an example of this remarkable presentation, one can readily see the vibrating piano strings without a scintilla of blur or interlace artifacts. It is as if one is sitting next to the pianist. The Hasselblad lens was critical for the close-ups in this shoot.

The entire high-resolution system (camera and display) has been successfully tested in real time on the high-bandwidth government-operated ATDnet fiber-optic research network in the Washington/Baltimore area over a simulated distance of several hundred miles.

The only current storage device capable of handling the high bit rate generated by the camera without distortion-creating compression is a Matsushita D-5 video recorder modified to handle a linear bit stream. The Naval Research Laboratory recently ordered a RAID array capable of storing 20 minutes of uncompressed camera output. One camera has been returned to Philips to be modified to operate at 72 frames/second.

Future plans include building a test-bed camera capable of:
1. Variable frame rate (24-72 f/sec.);
2. Wide color gamut using additional color sensors and variable color filters;
3. Smaller CCD target to permit use of conventional high-quality 35mm still-camera lenses;
4. Transcontinental testing on the gigabit optical network with analog transmission and digital processing at the display;
5. Variable spatial and temporal modulation transfer functions;
6. Gigabit local rf transmission in a local environment.

All of the participants involved consider this to be a most successful demonstration of the performance advantages of progressive imaging video technology.

Demonstrations on the giant screens using the Polaroid/MIT camera and the special high-resolution projector can be arranged at either the Naval Research Laboratory in Anacostia, or in Santa Monica, CA.
Capturing Reality:
A New Full-Motion Electronic Camera

MIT AND POLAROID CORP. have developed a high-resolution camera which demonstrates a full-motion electronic imaging system that comes closest to representing reality.

The camera does this by mimicking in various respects the way that the eye and brain capture and partially process real life images.

There are some 40 million high-resolution desktop computer monitors in the U.S. today which can immediately display the output of this camera.

The particular design of the capture system enhances virtually lossless compression facilitating both realtime transmission over such advanced links as digital subscriber loops (XDSL telephone technology) or super-compressed storage media (DVD disks, for example). 200:1 compression in non-realtime, and 50:1 in realtime, has been demonstrated using progressive capture imaging.

The camera can be thought of as an electronic “Hasselblad,” for full-motion imaging. It combines the best elements of film and electronics to produce a rock-steady, grainless, high-resolution, full-spectrum image with imperceptible scan lines and more than adequate light sensitivity. The image displayed on conventional high-resolution computer monitors appears to the human eye what it would see if present at the scene. The camera does this by processing images differently than, and avoiding most of the defects of, existing television and video systems.

The camera is part of a modular systems design facilitating the maximum use of uncoupled and interoperable basic computer devices for display, transmission, processing, and storage. The implications for advanced electronic motion photography are obvious. The system has direct and immediate applications in telemedicine, teleconferencing, instrumentation, intelligence and surveillance missions.

Our system is the only one of the 17 formats recently adopted by the Federal Communications Commission for broadcast HDTV that is fully compatible with computer processes. The ability to combine real images with software-generated graphics for computer-assisted training, maintenance and medical procedures is part of our system's basic design architecture.

New imaging applications require a new video system

While conventional television techniques have been adequate for entertainment electronic imaging needs up to now, important new uses of video have emerged requiring an image fidelity well beyond the needs of broadcast television production.

The instrumentation, medical, training and scientific research establishments will likely be a much larger customer for reality-based advanced imaging devices than the entertainment industries. Industrial, scientific and medical photography, education and training, all require imaging technology without the discernible artifacts found in current, standard professional-quality video cameras. (Indeed, the illusions created by the visual escape from reality in current television and film-based motion pictures are often required, but are in contradiction to what is needed in non-entertainment electronic imaging.)

Interoperability with digital computers and advanced digital telecommunications systems, scalability upwards and downwards depending on applications, extensibility to new technology, and open architectures permitting user modifications are key characteristics of such an approach. Scientific and industrial requirements for imaging technology were precisely what DARPA had in mind when it contracted with MIT to determine the feasibility of developing new camera technology that uses coherent, progressive image capture at a high resolution.
How this new imaging system works

The initial development project designed a camera with a **CCD that captures the entire image simultaneously**. Prior to electrical readout (similar to the rods and cones in the human eye which are sensitized in parallel). This CCD does not scan the image like all other commercial video and television cameras.

As proof of principle, two cameras meeting MIT's advanced performance specifications were built under contract with Polaroid. Polaroid subcontracted with Philips N.V. to adapt off-the-shelf high-end camera bodies with the improved CCD imaging arrays. The CCDs were manufactured by IBM from Polaroid masks. The cameras have effectively four times current video spatial resolution and at 60 frames per second, double the normal video frame rate. But spatial and temporal resolution are not enough to create an illusion represented reality: virtually noise-free, coherent, and progressive image capture make this camera design different from all existing commercial video devices.

The camera maintains comparable sensitivity and color balance associated with conventional high quality professional cameras. Moreover, the image raster is square, and the aspect ratio can be made variable. This facilitates superimposition of computer-generated images with real life images, something almost impossible on current video systems with rectangular "pixels" and inflexible image aspect ratios.

Defects of current television

As the science of ophthalmology has long recognized, the eye simply does not work like a photographic camera, however much it superficially resembles such a device. Human sensitivity to video artifacts found in current systems is inherent in the extremely complex mechanism of the eye/brain linkage. We have demonstrated that artifacts can be largely eliminated by using different mechanism for image capture.

Several inherent characteristics of conventional television systems, including most proposed HDTV systems, make it practically impossible to capture, record and display electronic images without degrading artifacts. Television, as most of us know it, never quite looks like a real scene. Movies come closer, but film degrades images in different ways because of its random, bouncing grain patterns and frame registration ("judder") problems. Yet, both of these media may be quite adequate for entertainment. While image degradation is often desired for the illusory effects necessary to suspend belief in the telling of a story, for scientific, medical, and many industrial and military applications the need for true, undistorted images is critical.

In all of the presently available video systems, the image capturing device (the camera), the transmission technique and the display appliance are locked together in synchronism: the image is captured by scanning a light-sensitive surface on which the image has been projected; and in the display (the television set) a similar, exactly synchronized beam of electrons excites the cathode ray tube's phosphors. Any amplitude distortions, temporal delays (e.g. electromagnetic wave reflections from nearby buildings) or other defects occurring at any point in the chain between camera and display immediately show up in the picture.

Variable aspect ratios are fundamentally impossible because the synchronized scan rate has to conform to fixed display parameters.

A further characteristic of conventional television is the use of *interlaced scanning*. Interlacing was required in the earliest days of crude television to provide the bandwidth compression necessary to transmit the video signal. Interlacing, basically an obsolete form of compression, creates a picture that is especially sensitive to phase and amplitude distortions as can be readily seen in the moiré and fringe artifacts often present in television pictures.

Moreover, *interlaced images are missing half of the full image at any discrete point in time*. This makes lossless compression essentially impossible, and also adds visual artifacts created by missing information improperly processed by the human eye/brain nexus. This usually shows up in various forms of flicker and dot crawl that can range from mere annoying to the inability to see critical events on the display. Even on very high-resolution TV systems, at critical spatial frequencies interlace will produce fuzzy edges on rapidly moving objects. So, with...
interlace, it is difficult or impossible to align computer-generated, progressively scanned overlays on real life images without generating visual vibrations and dot crawl. These most annoying artifacts are exacerbated by the non-square imaging rasters used by all other video systems except ours.

Summary

In summary, close synchronism means that optimum signal or image processing techniques for each element of the chain are difficult to apply. Synchronism, coupled with interlace is especially a problem for image compression processes.

All current television or video systems, including all the commercial broadcast HDTV proposals (save one) use some variation of these synchronous and interlaced scanning mechanisms. The one set of HDTV standards permitted by the FCC which does not use interlace or a non-square raster is the set followed in our cameras. So far, after one year of demonstrations, ours are the only such devices in existence.

With modern digital transmission, synchronism, interlace and fixed aspect ratios are no longer necessary, but historical forces have kept current video systems and most proposed HDTV systems from taking advantage of completely decoupled architectures.

The requirements of modern scientific imaging demand high-performance cameras without introducing artifacts and false images. Our systems’ wide range of sensitivity, resolution, and color balance, coupled with its inherent digital design friendly to computer processing and appliances, will enable new markets based on image enhancing. A progressive-capture, high-resolution camera opens the pathway to vastly improved performance and productivity for existing and new applications.
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Richard Jay Solomon; 617-253-5159; fax 413-267-5172; e-mail rjs@rpcp.mit.edu
DESIGN AND IMPLEMENTATION OF A 3-CCD, STATE OF THE ART, 750-LINE HDTV PROGRESSIVE SCAN BROADCAST CAMERA
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ABSTRACT
This paper describes an HDTV camera system implementing the 1280 x 720 image format supporting the 750/60/1:1 production standard. An interlaced HDTV camera has been adapted to meet the proposed US HDTV progressive standard. A new 1" video format, 16:9 aspect ratio progressive scan, frame-transfer (FT) CCD sensor with square pixels was designed, and sensor incorporation and camera adaptations were implemented. The new sensor is described and the impact of the 750-line standard is discussed. The first prototype of this camera will be demonstrated at the 1996 NAB show.

INTRODUCTION
The CCD image sensor was introduced into broadcast cameras around 1986. In 1992 the first HDTV CCD camera system to meet the proposed (European) EUREKA HDTV standard was introduced [1]. This LDK 9000 camera system, designed by Broadcast Television Systems (BTS), is based on a 1" frame-transfer sensor that was developed to support the 1250/50/2:1 interlaced European standard as well as the new American 1920 x 1080 format 1125/60/2:1 interlaced production standard. This camera has been used for the production of test material by the Advanced Television Test Center.

The Advisory Committee for Advanced Television Services (ACATS) recently released its proposal for a new U.S. television standard commonly referred to as HDTV [2]. The development of a progressive scan format for HDTV has been driven by concerns such as compatibility with computer systems, ease of compression, freedom from flicker (especially with graphics), and better temporal resolution. As discussed in the ACATS process, the interoperable and extensible HDTV system can serve not only entertainment and television, but can also offer economic and qualitative benefits to education, health care and human services, commercial enterprises, and the information infrastructure.

Several factors were considered critical to achieving interoperability [3]. One of these factors is the use of progressive scan square pixel image formats in capture, transmission, and display. Thereby, the television equipment can be extended to and stimulated by applications in computer communications, high quality imaging, synthetic imaging, animation, motion pictures, and so forth. The information infrastructure needs an image architecture that eases exchange between industries and applications.

Significant technical hurdles have acted as barriers to deploying a progressive scan HDTV system. Nonetheless, the Grand Alliance did incorporate progressive scan among their formats. Most experts agree that a progressive scan system is ultimately desirable and certainly inevitable in the proposed lifetime of HDTV, though the time frame is debated.

The major technical hurdle has been the difficulty in producing a progressive scan camera of comparable sensitivity and specifications to a studio quality interlace scan camera. Existing commercial and prototype cameras have been inadequate. Indeed, the existence of adequate component technology has been in doubt. Herein laid the motivation for our research and development efforts.

Through a cooperative effort between the Polaroid Image Sensor Technology Division and BTS the LDK 9000 HDTV CCD Camera system was recently adapted for the progressive 1280 x 720 standard (750/60/1:1). A new frame-transfer sensor meeting this standard was developed at Polaroid to be optically, electronically, and mechanically compatible with the previous interlaced sensor, although differing in image format and timing. The main adaptations of the camera system performed by BTS included the following elements:

- Camera/sensor pulse generator
- Camera Processing Unit pulse generation
- Vertical contour delay
- 7 inch view finder

Apart from the above-mentioned functions, minor adaptations were made in several areas to meet the timing specification and to optimize sensor performance.
The 750-line 1280 x 720 format progressive scan standard provides a good, practical solution to the problems of interlacing while obtaining excellent compatibility with interlaced HDTV \(^4\). The key characteristics of this standard are given in Table 1 \(^5\).

Several features of this standard greatly add to its practicality. Firstly, the picture format uses exactly 2/3's the horizontal and vertical pixel counts of the interlaced standard for ease in resampling. Next, the field and pixel frequencies are identical allowing the use of the same production equipment. In addition the line time is 3/4's that of interlaced potentially easing analog delay designs. Finally, adequate horizontal and vertical retrace intervals are allowed.

**CCD SENSOR**

The CCD sensor was designed specifically for progressive scan high definition video applications. With square pixels, an active array of 1280 x 720 pixels (1296 x 730 total pixels), a 16 mm diagonal for use with 1” format lenses, and with 60 frames/second operating speed, this sensor is ideal for the proposed 750/60/1:1 progressive-scan HDTV standard (Table 2). The frame-transfer architecture used provides high sensitivity, high fill-factor, no lag, and no smear when used with a mechanical shutter wheel as in the LDK 9000. The imager (shown in Figure 1) consists of the imaging array with both active and dark reference pixels, a full resolution storage section, a dual-channel horizontal register, and two output buffers.

The imaging pixel (Figure 2) is a 3-phase buried channel

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aspect Ratio</td>
<td>16:9</td>
</tr>
<tr>
<td>Interlace</td>
<td>1:1 (progressive)</td>
</tr>
<tr>
<td>Field frequency</td>
<td>60 Hz</td>
</tr>
<tr>
<td>Total number of lines</td>
<td>750</td>
</tr>
<tr>
<td>Number of active lines</td>
<td>720</td>
</tr>
<tr>
<td>Line frequency</td>
<td>45,000 Hz</td>
</tr>
<tr>
<td>Total line time</td>
<td>22.222 µsec (1650 samples)</td>
</tr>
<tr>
<td>Active line time</td>
<td>17.239 µsec (1280 samples)</td>
</tr>
<tr>
<td>Horizontal blanking</td>
<td>4.983 µsec (370 samples)</td>
</tr>
<tr>
<td>Sample frequency</td>
<td>74.25 MHz</td>
</tr>
<tr>
<td>Sync pulse</td>
<td>Tri-level</td>
</tr>
</tbody>
</table>

**Table 1. Main characteristics of the 750/60/1:1 1280 x 720 production standard**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCD-type</td>
<td>FT</td>
</tr>
<tr>
<td>Optical format</td>
<td>1 inch</td>
</tr>
<tr>
<td>Image diagonal</td>
<td>16 mm</td>
</tr>
<tr>
<td>Image area width</td>
<td>14.00 mm</td>
</tr>
<tr>
<td>Image area height</td>
<td>7.88 mm</td>
</tr>
<tr>
<td>Number of lines</td>
<td>730</td>
</tr>
<tr>
<td>Pixels/line</td>
<td>1296</td>
</tr>
<tr>
<td>Pixel width</td>
<td>10.8 µm</td>
</tr>
<tr>
<td>Pixel height</td>
<td>10.8 µm</td>
</tr>
<tr>
<td>Chip width</td>
<td>15.29 mm</td>
</tr>
<tr>
<td>Chip height</td>
<td>15.25 mm</td>
</tr>
<tr>
<td>Chip area</td>
<td>233 sq. mm</td>
</tr>
<tr>
<td>Output registers</td>
<td>2</td>
</tr>
<tr>
<td>Pixel output rate</td>
<td>74.25 MHz</td>
</tr>
<tr>
<td>Frequency H-clocks</td>
<td>37.125 MHz</td>
</tr>
<tr>
<td>Swing H-clock</td>
<td>5 V</td>
</tr>
<tr>
<td>Frequency V-clocks</td>
<td>2.475 MHz</td>
</tr>
<tr>
<td>Swing V-clock</td>
<td>10 V</td>
</tr>
</tbody>
</table>

**Table 2. CCD characteristics**

PROPOSED 1280 X 720 PROGRESSIVE TELEVISION STANDARD

Interlace scanning has proven to be an efficient way of sampling pictures. The flicker perception of the human eye demands a refresh rate of the CRT of at least 50 times per second to prevent large area flicker. In order to save bandwidth, it was decided to refresh alternately the odd lines and even lines, thus doubling the vertical resolution for a given signal bandwidth. This means that for a given signal bandwidth the number of pixels in an interlace standard will be twice the number of pixels in a progressive system, resulting in a better static resolution.

But interlace scanning also shows some well-known artifacts, especially with moving pictures:

- It is impossible to combine two fields to one picture for moving objects, as each field comes from a different moment in time. This is a major drawback for creating still pictures from a moving scene, and for video to film transfer.

- While, with proper filtering, the frame can be nearly free of aliasing, each field may contain aliasing since it has only half of the samples in the vertical direction. The human eye has to integrate out aliasing effects per field, to see the full frame resolution of the picture. This results in small area flickering at field rate. The cancelling of aliasing between fields only holds for still pictures.

- Even at slow vertical movement of one line per field vertical aliasing is dramatically increased. This is especially visible on slowly moving almost horizontal lines in the picture.

With the move to digital television, the performance of the compression system becomes critical. Compression of interlaced signals is more complex and performs worse than compression of progressive scanned signals, where the entire image is sampled at the same time.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chip width</td>
<td>10.8 µm</td>
</tr>
<tr>
<td>Pixel height</td>
<td>10.8 µm</td>
</tr>
<tr>
<td>Chip width</td>
<td>15.29 mm</td>
</tr>
<tr>
<td>Chip height</td>
<td>15.25 mm</td>
</tr>
<tr>
<td>Chip area</td>
<td>233 sq. mm</td>
</tr>
<tr>
<td>Output registers</td>
<td>2</td>
</tr>
<tr>
<td>Pixel output rate</td>
<td>74.25 MHz</td>
</tr>
<tr>
<td>Frequency H-clocks</td>
<td>37.125 MHz</td>
</tr>
<tr>
<td>Swing H-clock</td>
<td>5 V</td>
</tr>
<tr>
<td>Frequency V-clocks</td>
<td>2.475 MHz</td>
</tr>
<tr>
<td>Swing V-clock</td>
<td>10 V</td>
</tr>
</tbody>
</table>
device with integrated vertical anti-blooming protection. It is 10.8 x 10.8 microns square. The device is formed with three polysilicon layers, one for each phase, with large open areas (>33% of pixel) for enhanced blue light sensitivity. The vertical N-type buried channels are separated by P+ areas (>33% of pixel) for enhanced blue light sensitivity. The P-Well doping is modulated to form a weak spot in the center of the channel that acts as the anti-blooming barrier, which turns on when the pixel fills up to drain excess photocurrent down into the lightly N-doped epi layer. The storage pixel is configured similarly, although it uses wider poly gates for greater charge storage density. Thus the storage pixel could be made smaller (9.0x10.8 microns).

Since this sensor was designed to be compatible with the already existing camera, the process was carefully adjusted to give proper operation at the supplied clock voltages. This was complicated by the large number of functions that the pixel must implement: light absorption, charge collection, vertical overflow drain, charge transport, and charge reset (frame clear) for exposure control.

High vertical transport shift frequency (2.475 MHz) is required to move the charge from image to storage section during the brief optical blanking period provided by the shutter wheel. This frequency is by necessity higher than that used in the interlaced design because there are more lines to move (730/frame versus 589/field). Two-level aluminum wiring was used to shunt the polysilicon gate resistances resulting in less than 1 ohm equivalent series resistance. This allows the roughly 6 nF capacitive load to be driven at the required speed. Narrow aluminum straps connecting the poly gates run over the channel stops in the imaging section so that they have minimal impact on light sensitivity. Care was taken in their design to ensure that no fixed pattern artifact such as stripes was introduced by the straps. These are connected by busses on the second aluminum layer running across the storage section as shown in Figure 3. These busses are tied to package leads at each end to further lower series resistance.

During readout the charge is shifted one line at a time from the storage section into the horizontal registers. These charge packets are split up into the two registers on an even-odd column basis, using just a single transfer gate. The two registers operate in parallel at one-half the pixel frequency (37.125 MHz). The charge is transported along the 4-phase buried channel register to the matching sense nodes. The camera provides 4 phase clocking with 4-5 volt amplitudes, which posed a greater challenge in this design because the square pixels are wider and hence the horizontal gate length is greater reducing the fringe fields which assist charge movement. Extensive simulation was performed to ensure that excellent horizontal charge transfer would be achieved even at high clock frequencies.
Table 3. CCD Performance

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity (at sense node)</td>
<td>14 uv/e-</td>
</tr>
<tr>
<td>Amplifier gain</td>
<td>0.4</td>
</tr>
<tr>
<td>Noise after DLP in 30 MHz</td>
<td>33 e-</td>
</tr>
<tr>
<td>Bandwidth output</td>
<td>150 MHz</td>
</tr>
<tr>
<td>Quantum efficiency (peak)</td>
<td>26%</td>
</tr>
<tr>
<td>Sensitivity with BG40</td>
<td>2150 e-flux</td>
</tr>
<tr>
<td>Overexposure</td>
<td>100,000 X</td>
</tr>
<tr>
<td>Full well capacity</td>
<td>40K e-</td>
</tr>
<tr>
<td>Dynamic range</td>
<td>62 db</td>
</tr>
<tr>
<td>Sampling frequency vertical</td>
<td>92.6 line-pairs/mm</td>
</tr>
<tr>
<td>Sampling frequency horiz.</td>
<td>92.6 line-pairs/mm</td>
</tr>
<tr>
<td>Image lag</td>
<td>none</td>
</tr>
<tr>
<td>Smear (incl. camera)</td>
<td>none</td>
</tr>
</tbody>
</table>

The output buffers are fairly conventional three-stage source-follower design. All three drive transistors are surface channel, giving high transconductance for low noise operation. The bandwidth (>120 MHz) is high enough to ensure accurate signal transmission. The layout of the two buffers was arranged to ensure they would match even with layer-to-layer misalignment during fabrication. The two video output signals are combined in the video pre-processor using the delay line principle (DLP).

Opto-Mechanical Design

The opto-mechanical system of the 1” CCD HDTV camera is designed to use lenses with a maximum aperture of f/1.2. The system consists of (from front to back): seal glass, IR-filter, retardation plate, shutter wheel, two 4 position filter wheels (for effect and ND filters), beam-splitter, optical low pass filters and sensors. In the adaptation of the optical system to the progressive format, in addition to the sensors only the optical low pass filter was changed.

Modulation Transfer Function

The modulation transfer function (MTF) of the camera is determined by the lens, optical low-pass filter, aperture of the image cell, and the electrical sample-and-hold. The MTF of the lens at f/4 is mainly diffraction limited. The MTF of the optical low pass filter is cosine shaped. The aperture of the image cell and the sample and hold both have sin(x)/x characteristics. Based on this model one expects a MTF of 47% for a sine wave at 27 MHz, versus a measured value of 50% (Figure 4).

Aliasing

A CCD-camera is a two-dimensional spatial sampler. The kings of fashion do not care about Nyquist nor does Nature! Therefore in everyday life the Nyquist condition - that the maximum frequency of the optical signal must be below half the sampling frequency - will be violated. This will cause Moire, or aliasing, patterns, which will create low-frequency patterns the eye is very sensitive to.

The frame-transfer image cell has a large aperture and therefore has intrinsically good horizontal and vertical aliasing behavior for higher spatial frequencies (greater than the Nyquist frequency). An optical low-pass filter helps to reduce aliasing further, especially at lower frequencies, by introducing dips (or notches) in the MTF. These dips must be at the vertical sampling frequency (92.6 line-pairs/mm) and at the horizontal sampling frequency (74.25 MHz, or 92.6 l-p/mm) for maximum effect (Figure 5). The need for a vertical anti-alias filter is unique to this progressive scan camera, since interlaced CCD sensors typically have considerable overlap in the even and odd scanning apertures that performs a similar function at the cost of vertical resolution.
VIDEO PROCESSING INCLUDING CONTOURS

Video processing in a progressive scan camera is not very different from the processing in an interlaced camera. The processing of the LDK 9000 camera has already been described in an earlier paper [1]. It consists of a part in the camera head (Figure 6), and further processing in the camera processing unit (CPU) (Figure 7).

Important design objectives for the LDK 9000 video processing were:
- Gain control over full temperature range.
- High dynamic range.
- Headroom before highlight compression of more than 14 dB.
- Signal/Noise deterioration due to video processing less than 1 dB.
- High quality, reliability and operational flexibility.
- Low power consumption.

Operation following the 1280 x 720 progressive standard calls for some specific adaptations as compared to the 1920 x 1080 interlaced standard:
- Line time is changed from 29.6 usec. to 22.2 usec. This calls for different line delays in the contour delay unit.
- Active line time is changed from 25.8 usec. to 17.2 usec. This calls for a more accurate timing in the video processing as timing errors will be more visible on the display.

- Vertical contours will look different -- the vertical contour generation in a 1080 line system is field based, with the OT, 1T and 2T lines 1/540 picture height apart. In a 720 line progressive system vertical contours are generated from lines with a spacing of 1/720 picture height. This results in a higher vertical peaking frequency for vertical contours in a 720 progressive system.
- Horizontal contours will have a lower spatial frequency peak in the 1280 x 720 progressive scan system. This can be changed by shortening the delay lines in the contour processor, but there are practical limitations imposed by the lower Nyquist frequency of the 1280 x 720 system.
The connection between camera and processing unit is formed by an interconnection system of cable and electronics specifically designed to maintain signal quality. A multicore cable can be used for short distances up to 300 meters. For longer distances, the multicore cable can be extended with a fiber optic system. Four coaxial cables are required for the R, G, B and viewfinder video signals. The remaining signals (Figure 8) could be multiplexed into a single bidirectional coaxial cable, or into two separate single directional cables. This latter approach is used to achieve a simple interface with an optical fiber. Additionally, power wires are added, yielding a custom-made circular cross-section multicore cable.

The electronics provides automatic compensation for all multicore cable lengths between 0 and 300 meters. This is realized by dividing the total compensation into a fixed part and an adaptive part. The fixed part can compensate any cable length within an increment of 12.5 m. The compensation determined at power-up, by means of a successive approximation measurement. The adaptive part, which is independent in each channel and continuously active, has two functions:

- It has to compensate the last residual cable length within the resolution of the fixed part,
- It has to compensate (the frequency dependant) loss differences as caused by such things as temperature changes of the multicore cable and differences between the individual coaxial lines.

Delay differences between the coaxial lines is kept small by using high quality coax: maximum 1.5 ns between R, G, and B video signals at 300 meter cable length.

7 INCH VIEW FINDER

The main challenge in adapting the view finder to the progressive scan 1280 x 720 format was operating at much higher line frequency (45 KHz) given limitations on power dissipation and demands for high brightness and contrast. A stable high voltage source is required to prevent "breathing" at high beam currents and to secure high resolution performance.

Although spatial frequencies are lower for 1280 x 720 than for the 1920 x 1080 system (27 MHz bandwidth gives 780 TVL for 1920 x 1080 versus 520 TVL for 1280 x 720), focus assist is still a valuable tool for the camera operator. Apart from peaking in the view finder, the HDTV camera system is provided with two focus assisting tools:

- Magnifier: Momentary activation of this function enlarges the center part of the image by approximately 1.6 times, filling the whole screen.
- Crawler: Small details in the picture are converted to a more coarse structure, which gives edges and other fine details a highly visible crawling pattern. Optimum focus is obtained when this crawling serration reaches the maximum intensity. It acts more or less like "peaking" and can be used continuously.

CAMERA SYSTEM

The camera being presented is part of a complete system configured for broadcast applications. The system, as modified for the progressive standard, consists of the following system components:

- Camera head
- 7-inch view finder
- Camera Processing Unit (CPU)
- Multicore cable
- Master Control Panel (MCP)
- Operational Control Panel (OCP)
- Lens
- Accessories

The camera head has been designed as a compact, lightweight, modular unit (Figure 9). The camera features two four-position filter wheels with three neutral density filters and two special effect filters.

The 7-inch view finder can be mounted on a optional specially-designed support above the camera. The support is designed to accept the lightweight camera combination. The camera, with an optional 1.5-inch view finder, can be
easily placed upon or taken out of this support, leaving the support and 7-inch view finder on the tripod.

The CPU is a 19 inch rack mountable component which is 3 standard units high. The device is constructed using standard Eurocard PC boards and a rear connector panel with all signal interconnection options commonly used in broadcast studios.

The control panels follow the Series 9000 control philosophy, as used with all BTS standard TV cameras. The Master Control Panel gives access to most of the set-up controls via menus. The Operational Control Panel (OCP) provides all the operational control functions of the HDTV camera. The OCP is arranged with user-friendly directly accessible controls.

The camera can be used with a wide range of lenses built with internationally standardized interfaces. The camera presented is equipped with an 11 x 11 barrel-type lens from Fujinon. This heavier barrel-type zoom lens is supported by standard film-style accessories: a bridge plate underneath the camera accepts support rods, lens supports, matte boxes, etc.

The main camera system characteristics are summarized in Table 4. Performance specifications are summarized in Table 5.

For picture evaluation during the development period a Barco color monitor, Reference Calibrator model 121, was used. This monitor is capable of displaying 1280 x 720 progressive signals without effecting picture quality. Noise measurements were done on the Rohde & Schwarz VNA (Video Noise Analyzer). The Tektronix 1730HD Waveform monitor was used.

- An electronic white balance range from 2500K to 15000K.
- Highlight compression in automatic and manual mode.
- Black stretch in Y and R,G,B.
- Colorimetry according to EUREKA/EBU standard.
- 2-Dimensional contours.
- Electronic shutter with 5 and 2 msec exposure time. Also 50 Hz and 60 Hz lighting positions are available.
- Camera power consumption approximately 22 W.

Table 4. Main camera system characteristics

- Modulation Transfer Function of over 40% at 520 TVL (27 MHz) without contours.
- Limiting horizontal resolution of 700 TVL.
- Sensitivity of 1200 Lux at F/4.
- S/N ratio of 50 dB at a bandwidth of 30 MHz.
- The max. lens aperture is F/1.2.
- Dimensions approx. 140 x 210 x 350 mm.

Table 5. Camera system specifications
CONCLUSION

We report here on the first CCD HDTV broadcast camera to
demonstrate the newly recommended 1280 x 720 progres-
sive standard (750/60/1:1). A frame-transfer CCD was
custom-designed, and a broadcast-quality interlaced HDTV
camera was modified to meet the progressive standard.

A prototype camera has been built and is demonstrated at
the 1996 NAB Exhibition. This camera meets all specifi-
cations as presented in this paper, and meets all goals toward
proving the feasibility of the 750-line progressive HDTV
standard.

The LDK 9000 system, with the 1250/50/2:1 standard, has
already been in use for 4 years in Europe. During this time
these systems have been used, to complete satisfaction, at a
wide variety of events. A modified system for the new
American 1920 x 1080 production standard (1125/60/2:1)
was used for the production of test material by the Ad-
vanced Television Test Center. It is anticipated that this
proven record of reliability and success will carry over to
the progressive scan camera.

This project represents a successful embodiment of collab-
oration between industry, university, and research laborato-
ry to accomplish more in a shorter period of time than any
one could do alone.
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MIT/POLARIOD DIGITAL IMAGING SYSTEM

The MIT/Polaroid camera that you have seen demonstrated is the culmination of four years of work on a complete digital imaging chain. Supported by MIT and funded by ARPA, this new approach to image capture and display consists of the following components. While only the camera has been fully implemented, the other essential elements have all been designed. The underlying criteria was to develop a fully digital image capture, storage and display system with a wide range of capabilities with capabilities that are user and application selectable.

Motivation for this work partially arose from the extreme difficulties experienced by development of an HDTV standard that met the necessary requirements of extensibility, scalability and interoperability. Only by fulfilling these essential criteria can future imaging technologies be painlessly introduced into the system.

The imaging system consists of four components.

1. Image Capture. The MIT/Polaroid camera consists of an advanced CCD image capture array. Three of these 720 x 1280 (effective) pixel CCD's are carefully mounted on a beam splitter and each is preceded by a dichroic filter to select the three primary colors. An electronic shutter whose speed can be adjusted from infinity to 1/200 of a second permits the camera to be used as a still camera or as an electronic movie camera.

A significant advantage of this camera over conventional TV studio cameras is its frame capture capability. That is, it operates like a high-speed "still" camera. All of the image is captured at once; in contradistinction to a TV camera where the image is scanned, point by point, during the 1/30 second frame time. The image scanning of current conventional television systems is an absolute requirement resulting from the need to synchronize all steps of the process from image capture, through transmission, display and, if required, storage on a VCR.

This digital imaging system completely decouples the various components. No synchronization is required among any of the system components. Thus this imaging system meets the requirements of interoperability, scalability and extensibility.

2. Display. The MIT/Polaroid camera demonstration uses a high-resolution color computer monitor. There are a wide variety of other displays available including the Texas Instruments DMD (digital mirror device) and the Hughes/JVC light-valve projector. Display technology is currently adequate to provide full rendition of the camera's capability.

3. Storage. Most applications require preservation of the image for display/analysis at a later time. Currently there is no commercially available data recorder that will handle the full-resolution data rate of the MIT/Polaroid camera operating at 60 frames/second (1.2Gb/second) directly. The Panasonic D-5 recorder can be altered to work, requiring some electronic modifications along with a format converter.

4. Image Compression. Some degree of compression can be used in all imaging applications. "Lossless" compression (that with no loss of information) yields about a 4 times data reduction. Further compression has some effect on image quality, however, by taking advantage of the human eyes' sensitivity variation with position and motion, compressions up to a factor of 100 or more can be used without visible degredation of the image. The use of compression is very application-dependent. Presently, a 200:1 software-implemented compression scheme can be demonstrated. Its conversion to silicon (hardware) is an essential component of a future development effort.

5. Transmission. There are many methods to get the image signal from the camera to the recorder and display, ranging from fiber cable to broadcast to coaxial cable. In general, the
transmission method determines the bandwidth available. However, since the system is scalable, a bandwidth-limited transmission simply reduces the quality of the displayed image.

SOME APPLICATIONS

A. "Realpresence" Videoconferencing.
This application links the MIT/Polaroid camera to a projection display such as the BARCO high-resolution projection system. Incorporated into properly designed conference rooms with "surround-sound," it would provide outstanding teleconferencing capability. The system would be designed to minimize bandwidth consumption by using variable frame rate image capture (no sense in using high frame rates when everyone is snoozing!) along with variable compression.

Such a high-resolution video-conferencing system would have application in a wide range of customer environments. As an example, the textile and garment industry might use video-conferencing to cut down turn-around time between nascent and rapidly-changing fashion demands. One can easily envision designers scattered throughout the world connected directly to the factories in North Carolina or the Far East.

B. Remote Education, Professional Training and Remote Medical Diagnosis
Many studies have shown that high-quality images, approaching reality, can enhance and may actually be essential to the use of computer-based teaching tools. Current NTSC and the proposed HDTV television systems cannot fulfill the image quality requirement.

Remote medical diagnoses is an essential component of a nation-wide health-care program. It is essential that the same quality of medical care be available to rural areas as to residents of large cities. With the continuing refinement of medical technology, much of which is image-based (e.g. MR scans, X-rays, ultrasound—to name only a few), a real-time, bi-directional, high-resolution image capture, transmission and display system is essential. The imaging system described herein has all the components necessary to satisfy the medical imaging requirements.

C. Museum and Historical Artifact Archiving
The best approach for developing the techniques and technology for museum archiving is to use a high-resolution imaging system. By taking a "picture" of the object (or, for that matter a building) from several angles and then post-processing the various digital images, a true three-dimensional image is generated. All images are stored for later use. The viewer then has the ability to "move" the image around and "see" it from any angle.

D. Military Reconnaissance
In military surveillance operations, size, weight and light sensitivity are the most important parameters. Recent developments in CCD sensor technology would provide the same sensitivity on the CCD's receptive area about 25% of that used in the present camera implementation. This reduction in size permits much smaller lenses as well as a much reduced camera body. The decrease in signal-to-noise ratio inherent in the smaller CCD pixel size can be overcome with improved signal-processing techniques.

E. Other Applications
For the first time, it is now possible to have both a "still" camera and a "movie" camera in the same body. The tradeoffs between exposure time and sensitivity that we are all familiar with in 35mm cameras exists here. Only now the images can be enhanced electronically and the color "gamma" adjusted to the user's requirements. A single-body, dual-use movie/still camera has many applications. Those of the military, where space and weigh limitations are critical, is only one example.
Just when you thought you had seen it all...

PTC-9000 offers a level of performance and image quality unavailable today. This camera system meets the newly approved 750 line progressive scan High Definition Television (HDTV) standard providing a 1280 x 720 resolution image, in a 16:9 format, at a rate of 60 frames per second.
# PTC-9000 Specifications

## Camera System

**Production standard**
- 750 line/60 frames/sec/1:1 progressive

**Image Format**
- 1280 x 720 square pixel

**Aspect Ratio**
- 16:9

**Optical System**
- 1-inch format
- Image diagonal 16mm
- Standardized lens interface acc. EBU, BTA, SMPTE
- Prime lenses, barrel and box type zoom lenses up to f/1.2
- Low optical axis, approx. 90mm
- Accepts Arri film style accessories.
- Two motor-driven filter wheels, each with 4 positions
- Optical low-pass filtering

## Video Signals

**Camera head output**
- Viewfinder video (return video or local green)
- Monitor/Viewfinder output
- Teleprompter 5 MHz (with large lens adapter)

**Camera Processing Unit**
- **Output**
  - R, G, B, S
  - Y, Cr, Cb
  - Switchable R, G, B / Y, Cr, Cb
  - Picture Monitor
  - Waveform Monitor
- **Input**
  - Ext. 1, 30 MHz bandwidth
  - Ext. 2, Teleprompter, 5 MHz bandwidth
  - Reference

## Video Performance

**Sensitivity**
- Approx. 1200 lux at f/4

**Maximum Sensitivity**
- 25 lux at f/1.2 + 12 dB gain

**Signal to Noise**
- Approx. 50 dB in Y

**Modulation Depth**
- 40% at 27 MHz

**Registration**
- Typical 0.05% of picture height

**Exposure Control**
- Nominal, 50 Hz, 60 Hz, 1/200 s, 1/500 s

## Audio

(Available only with Large Lens Adapter)

**Camera to CPU**
- Two high quality audio channels with remote gain control

**Phantom power**
- 12 or 48 V DC

**Intercom**

**CPU to Camera Head**
- Engineering
- Production
- Program

**Camera Head to CPU**
- Camera operator
- Floor manager (large lens adapter)

## Maximum Cable Lengths

**Multicore**
- 985 ft. (300 meters) camera to CPU

**Fiber Optic System**
- Max. 6,560 ft. (2 km) with remote power, 4x1,640 ft. (4x500 meters)

## Viewfinders

- 1 1/2" and 7", with focus assistance: crawler, magnifier

## Power supply

**Line Voltage**
- 115-230 V±/-15%, 47-63 Hz

**Power Consumption**
- CPU: 100-300 watts, depending on camera configuration
- OCP: 5.5 watts
- MCP: 23 watts

## Approximate weights

- Camera Head: 15 lbs.
- CPU: 33 lbs.
- OCP: 33 lbs.
- MCP: 13 lbs.

These typical specifications are subject to change without notice.

For further information please call us at (617) 386-8747 or by fax (617) 386-3900

---

Polaroid Corporation, Image Sensor Technology Division, 565 Technology Square, 8th floor, Cambridge, MA 02139
SECTION VIII:

FLORIDA ATLANTIC UNIVERSITY
August 13, 1999

Dr. William Hunt
Georgia Institute of Technology
Department of Electrical Engineering
Atlanta, GA 30332-0250

Dear Bill:

A two-sensor camera concept that had been patented and assigned to FAU was proposed to Georgia Tech as the basis of a camera development program. In this program, under subcontract to Georgia Tech, we first simulated the high-definition, progressive camera architecture at 525 lines using a Pulnix camera and a camera purchased on a previous project. These successful results were reported in a paper published in the SMPTE Journal.1

We then built a breadboard high definition camera mounted on an optical bench. We used two experimental CCD sensors made by Eastman Kodak in the camera. This was the first demonstration in the world of a color camera with 1920 x 1080 pixels progressively scanned at 60 frames per second. This is the progressive SMPTE 274M standard. It has been a long time objective for HDTV for 15 years. This is the first camera to achieve that objective. Since this was a breadboard using an early version of the Eastman CCD, it was not a practical camera. Since it was an optical bench, you couldn’t move it.

We subsequently built a more practical camera, on a DARPA contract, using the equipment purchased on this subcontract, plus additional materials. This camera was delivered to the NAVY for underwater experiments.

We built a commercial camera of this general design on a commercial contract and demonstrated it at the annual SMPTE conference in New York City. Because of the considerable interest generated by this demonstration, our commercial sponsor licensed the commercial rights to the design.

We are currently completing an improved version of the camera on DARPA funds for delivery to the Navy. This uses an improved CCD sensor by Eastman Kodak and has all digital processing of the signals. It also can be recorded on a RAID recorder and has a standard SMPTE 292 digital serial output, so that the signal can be transmitted over either coaxial cable or fiber.

Enclosed is the final close out documentation required by the subcontract. Thank you for your assistance in these matters.

Sincerely,

William E. Glenn, Ph.D.
Director

July 20, 1998

Ms. Danielle J. Herrmann  
Contracting Officer  
Georgia Institute of Technology  
Atlanta, Georgia 30332-0420

Re: Closeout of Subcontract No. E-21-H83-G4

Dear Ms. Herrmann,

We are submitting the following close out documents per our conversation.

- Subcontractor’s Release (State the cumulative amount invoiced)
- Subcontract’s Assignment of Refunds, Rebates, Credits, and Other Amounts
- Final Property Report
- Copy of Final Invoice

If you have any administrative questions please contact me at 561-297-2366. Thank you for your assistance in these matters.

Respectfully,

Beth A. Swerdloff, Assistant Director  
Division of Sponsored Research

c: J. Engelbrecht  
E. Bemmel
Attached is a listing of property items acquired and/or accountable under this subcontract. Requested disposition of each item is also noted.

I certify that there were no items of property acquired and/or accountable under this subcontract.

7/9/98

Date

Signature

Edwin P. Bemmel

Typed Name

Acting Assistant Controller

Title
<table>
<thead>
<tr>
<th>PROP NO.</th>
<th>P.O NUMBER</th>
<th>DESCRIPTION/LOCATION</th>
<th>SERIAL NUMBER</th>
<th>INVDATE</th>
<th>PY UNIQUE</th>
<th>BLDG</th>
<th>ROOM</th>
<th>COST</th>
<th>AQDATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>00119006</td>
<td>E6061100001</td>
<td>SOFTWARE, CAD PROMIXED</td>
<td>408832</td>
<td>100697</td>
<td>0043 SE0330</td>
<td>27000.00</td>
<td>112095</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00119166</td>
<td>E6067050001</td>
<td>OSCILLOSCOPE: TEKTRONIX B011563</td>
<td></td>
<td>100697</td>
<td>0043 SE0335</td>
<td>13731.75</td>
<td>122095</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00119418</td>
<td>E6062580001</td>
<td>SOFTWARE, TANGO PRO</td>
<td>152276</td>
<td>102197</td>
<td>0043 SE0330</td>
<td>6566.25</td>
<td>121495</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00119634</td>
<td>DIRECT TV RECEIVER &amp; DIS</td>
<td>523344168</td>
<td></td>
<td>92297</td>
<td>0043 SE0330</td>
<td>855.13</td>
<td>10396</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00119934</td>
<td>E6104150001</td>
<td>SOFTWARE: XILINX</td>
<td>C0039929</td>
<td>100697</td>
<td>0043 SE0330</td>
<td>1275.83</td>
<td>40296</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00119935</td>
<td>E6104150001</td>
<td>SOFTWARE: XILINX</td>
<td>C0039898</td>
<td>111097</td>
<td>0043 SE0443C</td>
<td>1275.82</td>
<td>40296</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00121117</td>
<td>E6140990001</td>
<td>CAMERA: VIDEO/PULNX DEM</td>
<td>000094</td>
<td>100697</td>
<td>0043 SE0486</td>
<td>3646.50</td>
<td>111296</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00121539</td>
<td>E7071200001</td>
<td>PRINTER: APPLE LASER MOD N/A</td>
<td></td>
<td>92597</td>
<td>0043 SE0335</td>
<td>2116.00</td>
<td>10897</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00121581</td>
<td>E7071180001</td>
<td>COMPUTER: DELL 6180/OP 810TB</td>
<td></td>
<td>100697</td>
<td>0043 SE0335</td>
<td>2867.00</td>
<td>12897</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00122734</td>
<td>E7113990001</td>
<td>OSCILLOSCOPE: 500MHZ 2+2 B020764</td>
<td></td>
<td>72497</td>
<td>0043 SE0335</td>
<td>8935.89</td>
<td>62497</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00122735</td>
<td>E7113990001</td>
<td>OSCILLOSCOPE: 500MHZ 2+2 TDS520B</td>
<td></td>
<td>100697</td>
<td>0043 SE0335</td>
<td>8935.90</td>
<td>62497</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00122771</td>
<td>E7113980001</td>
<td>GENERATOR: MOD/#81 PULSE 765645</td>
<td></td>
<td>100697</td>
<td>0043 SE0335</td>
<td>4089.30</td>
<td>70297</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00122772</td>
<td>E7113980001</td>
<td>GENERATOR: MOD/#B1 PULSE 765646</td>
<td></td>
<td>100697</td>
<td>0043 SE0335</td>
<td>4089.30</td>
<td>70297</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00123098</td>
<td>E7142740001</td>
<td>PC BOARDS P/HMSCHNP1 2-P N/A</td>
<td></td>
<td>81597</td>
<td>0043 SE0356</td>
<td>81597 NON-TAGGABLE</td>
<td>62597</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00123099</td>
<td>E7142740001</td>
<td>PC BOARDS P/N COMBINER N/A</td>
<td></td>
<td>81597</td>
<td>0043 SE0356</td>
<td>81597 NON-TAGGABLE</td>
<td>62597</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00123199</td>
<td>E7112220001</td>
<td>MONITOR: TV HI-DEFINITIO 0604720</td>
<td></td>
<td>102797</td>
<td>0043 SE0335</td>
<td>3000.00</td>
<td>82597</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>00123200</td>
<td>E7112220001</td>
<td>MONITOR: TV HI-DEFINITIO 0604721</td>
<td></td>
<td>100697</td>
<td>0043 SE0330</td>
<td>3000.00</td>
<td>82597</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

SUB TOTAL FOR DEPARTMENT: 162005702

---------ACTIVE---------

<table>
<thead>
<tr>
<th>COUNT</th>
<th>COST</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>93,594.67</td>
</tr>
</tbody>
</table>
PROPERTY CONDITION CODES:
1 - NEW
2 - GOOD
3 - FAIR
4 - POOR
BLANK - NEEDS A CONDITION CODE

END OF REPORT
SUBCONTRACTOR'S ASSIGNMENT OF REFUNDS, REBATES, CREDITS, AND OTHER AMOUNTS

SUBCONTRACT No. E-21-H83-G4

Pursuant to the terms of Subcontract No. E-21-H83-G4 under Prime Contract No. NAGW2753 and in consideration of the compensation as provided in the said subcontract and any assignment thereunder, the

Florida Atlantic University, 777 Glades Road, Boca Raton, FL 33431

(Subcontractor's Name and Address)

hereinafter called the Subcontractor) does hereby:

1. Assign, transfer, set over and release to Georgia Institute of Technology (hereinafter called the Contractor), all rights, title and interest to all refunds, rebates, credits and other amounts, (including any interest thereon) arising out of the performance of the said subcontract, together with all the rights of action accrued or which may hereafter accrue thereunder.

2. Agree to take whatever action may be necessary to effect prompt collection of all refunds, rebates, credits, and other amounts (including any interest thereon) due or which may become due, and to promptly forward any such proceeds to Georgia Institute of Technology, Office of Contract Administration, Atlanta, Georgia 30332. The reasonable costs of any such action to effect collection shall constitute allowable costs when approved by the Contracting Officer as stated in the said subcontract and may be applied to reduce any amounts otherwise payable to the Contractor under the terms hereof.

3. Agree to cooperate fully with the Contractor as to any claim or suit in connection with refunds, rebates, credits, and other amounts due (including any interest thereon); to execute any protest, pleading, application, power of attorney, or other papers in connection therewith; and to permit the Contractor to represent it at any hearing, trial, or other proceeding arising out of such claim or suit.

IN WITNESS WHEREOF, this release has been executed this 9th day of July 1998.

Florida Atlantic University

(Subcontractor)

WITNESSES

[Signatures]

Typed Name: Edwin P. Bemmel
Title: Acting Assistant Controller

(Note: In the case of a corporation, witnesses are not required, but the following certificate must be completed.)

CERTIFICATE

I, ______________________________________, certify that I am ______________________________________ (Official Title) of the ______________________________________ named as Subcontractor in the foregoing release; that ______________________________________ who signed said release on behalf of the Subcontractor, was then ______________________________________ (Official Title) of said ______________________________________; that said release was duly signed for and on behalf of said ______________________________________ by authority of its governing body and is within the scope of its corporate powers.

Signature: ______________________________________
Typed Name: ______________________________________
Title: ______________________________________
Pursuant to the terms of Subcontract No. E-21-H83-G4 under Prime Contract No. NAGW2753 and in consideration of the sum of Eight Hundred & Seventy-nine Thousand Three Hundred & Sixty-five and 86 cents dollars ($879,365.86) which has been or is to be paid under the said subcontract to: E-21-H83-G4

Florida Atlantic University
777 Glades Road, Boca Raton, Florida 33431-0991
(Subcontractor’s Name and Address)

(Hereinafter called the Subcontractor) or to its assignees, if any, the Subcontractor upon payment of the said sum by Georgia Institute of Technology (hereinafter called the Contractor) does remise, release, and discharge the Contractor, its officers, agents, and employees, of and from all liabilities, obligations, claims and demands whatsoever under or arising from the said subcontract.

The Subcontractor agrees, in connection with patent matters that it will comply with all of the provisions of the said subcontract, including without limitation those provisions relating to notification to the Contracting Officer and relating to the defense of prosecution of litigation.

IN WITNESS WHEREOF, this release has been executed this 9th day of July 1998.

Florida Atlantic University
(Subcontractor)

Signature:

Typed Name: Edwin P. Bemmel
Title: Acting Assistant Controller

CERTIFICATE

I, _______________________, certify that I am _______________________, (Official Title) of the _______________________, who signed said release on behalf of the Subcontractor, was then _______________________, (Official Title) of said _______________________, that said release was duly signed for and on behalf of said _______________________, by authority of its governing body and is within the scope of its corporate powers.

Signature:

Date: _______________________
Typed Name: _______________________
Title: _______________________

WITNESSES
[Signature]
[Typed Name: Patrice S. Swayne]
[Title: _______________________]
CONTRACTS & GRANTS INVOICE

DATE: 04/20/98

GEORGIA INSTITUTE OF TECHNOLOGY
C/O DR WILLIAM HUNT
DEPARTMENT OF ELECTRICAL ENGINEERING
ATLANTA
GEORGIA 30332-0250

AGREEMENT/AWARD | DEBTOR NUMBER | FAU ACCOUNT NO. | OBJECT CODE
-----------------|---------------|----------------|-------------
NAGW2753         | GC0000132     | 02-1620-057 EX:00 | 007001      

PROJECT TITLE: DEVELOPMENT OF HIGH DEFINITION SYSTEMS CAMERAS
PI: WILLIAM GLENN
FOR THE MONTH ENDING: DECEMBER, 1997

<table>
<thead>
<tr>
<th>DESCRIPTION</th>
<th>CURRENT</th>
<th>CUMULATIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SALARY:</td>
<td>$ 28,203.92</td>
<td>$ 363,737.04</td>
</tr>
<tr>
<td>OPCI:</td>
<td>0.00</td>
<td>25,341.60</td>
</tr>
<tr>
<td>FRINGE:</td>
<td>8,204.16</td>
<td>109,527.64</td>
</tr>
<tr>
<td>TRAVEL:</td>
<td>0.00</td>
<td>10,870.99</td>
</tr>
<tr>
<td>EXPENSE:</td>
<td>-219.90</td>
<td>87,380.01</td>
</tr>
<tr>
<td>OCO:</td>
<td>0.00</td>
<td>57,721.85</td>
</tr>
<tr>
<td>TUITION:</td>
<td>413.90</td>
<td>413.90</td>
</tr>
<tr>
<td>SUBCONTRACT ABOVE $25k</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>TOTAL DIRECT COST</td>
<td>$ 36,602.08</td>
<td>$ 654,993.03</td>
</tr>
<tr>
<td>INDIRECT COST @ 45.00%</td>
<td>16,383.64</td>
<td>224,372.83</td>
</tr>
<tr>
<td>TOTAL COST</td>
<td>$ 52,985.72</td>
<td>$ 879,365.86</td>
</tr>
<tr>
<td>TOTAL DUE THIS INVOICE</td>
<td>$ 52,985.72</td>
<td></td>
</tr>
</tbody>
</table>

SINCERELY,

KETIE ST. LOUIS
ACCOUNTING COORDINATOR

PLEASE REMIT PROMPTLY, PAYABLE WITHIN 30 DAYS.
FOR PAYMENTS BY JOURNAL TRANSFER:
SAMAS ACCOUNT NUMBER: 4920 2 655007 48900700 60
CATEGORY CODE: 001500

C&G Copy/Pink
SECTION VIII:

FLORIDA ATLANTIC UNIVERSITY
August 13, 1999

Dr. William Hunt
Georgia Institute of Technology
Department of Electrical Engineering
Atlanta, GA 30332-0250

Dear Bill:

A two-sensor camera concept that had been patented and assigned to FAU was proposed to Georgia Tech as the basis of a camera development program. In this program, under subcontract to Georgia Tech, we first simulated the high-definition, progressive camera architecture at 525 lines using a Pulnix camera and a camera purchased on a previous project. These successful results were reported in a paper published in the SMPTE Journal.¹

We then built a breadboard high definition camera mounted on an optical bench. We used two experimental CCD sensors made by Eastman Kodak in the camera. This was the first demonstration in the world of a color camera with 1920 x 1080 pixels progressively scanned at 60 frames per second. This is the progressive SMPTE 274M standard. It has been a long time objective for HDTV for 15 years. This is the first camera to achieve that objective. Since this was a breadboard using an early version of the Eastman CCD, it was not a practical camera. Since it was an optical bench, you couldn't move it.

We subsequently built a more practical camera, on a DARPA contract, using the equipment purchased on this subcontract, plus additional materials. This camera was delivered to the NAVY for underwater experiments.

We built a commercial camera of this general design on a commercial contract and demonstrated it at the annual SMPTE conference in New York City. Because of the considerable interest generated by this demonstration, our commercial sponsor licensed the commercial rights to the design.

We are currently completing an improved version of the camera on DARPA funds for delivery to the Navy. This uses an improved CCD sensor by Eastman Kodak and has all digital processing of the signals. It also can be recorded on a RAID recorder and has a standard SMPTE 292 digital serial output, so that the signal can be transmitted over either coaxial cable or fiber.

Enclosed is the final close out documentation required by the subcontract. Thank you for your assistance in these matters.

Sincerely,

William E. Glenn, Ph.D.
Director

July 20, 1998

Ms. Danielle J. Herrmann
Contracting Officer
Georgia Institute of Technology
Atlanta, Georgia 30332-0420

Re: Closeout of Subcontract No. E-21-H83-G4

Dear Ms. Herrmann,

We are submitting the following close out documents per our conversation.

- Subcontractor’s Release (State the cumulative amount invoiced)
- Subcontract’s Assignment of Refunds, Rebates, Credits, and Other Amounts
- Final Property Report
- Copy of Final Invoice

If you have any administrative questions please contact me at 561-297-2366. Thank you for your assistance in these matters.

Respectfully,

Beth A. Swerdloff, Assistant Director
Division of Sponsored Research

c: J. Engelbrecht
   E. Bemmel
GEORGIA INSTITUTE OF TECHNOLOGY
ATLANTA, GEORGIA 30332-0420

Subcontract No. E-21-H83-G4

Final Property Inventory Report

(Check one)

1. [X] Attached is a listing of property items acquired and/or accountable under this subcontract. Requested disposition of each item is also noted.

2. [ ] I certify that there were no items of property acquired and/or accountable under this subcontract.

7/9/98

Date

Signature

Edwin P. Bemmel

Typed Name

Acting Assistant Controller

Title
<table>
<thead>
<tr>
<th>PROP NO.</th>
<th>P.O NUMBER</th>
<th>DESCRIPTION</th>
<th>SERIAL NUMBER</th>
<th>INVDATE</th>
<th>PY UNIQUE</th>
<th>BLDG</th>
<th>ROOM</th>
<th>COST</th>
<th>AQDATE</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>00119006</td>
<td>E6061100001</td>
<td>SOFTWARE, CAD PROMIXED</td>
<td>408832</td>
<td>100697</td>
<td>0043 SE0330</td>
<td>27000.00</td>
<td>112095</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>00119166</td>
<td>E6067050001</td>
<td>OSCILLOSCOPE: TEKTRONIX B011563</td>
<td>902197</td>
<td>0043 SE0330</td>
<td>6566.25</td>
<td>121495</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00119418</td>
<td>E6062580001</td>
<td>SOFTWARE, TANGO PRO</td>
<td>152276</td>
<td>0043 SE0330</td>
<td>855.13</td>
<td>10396</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00119634</td>
<td></td>
<td>DIRECT TV RECEIVER &amp; DIS 52334168</td>
<td>92297</td>
<td>0043 SE0330</td>
<td>1275.83</td>
<td>40296</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00119348</td>
<td>E6104150001</td>
<td>SOFTWARE: XILINX C0039929</td>
<td>100697</td>
<td>0043 SE0443</td>
<td>3646.50</td>
<td>111296</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00119359</td>
<td>E6104150001</td>
<td>SOFTWARE: XILINX C0039898</td>
<td>111097</td>
<td>0043 SE0486</td>
<td>2116.00</td>
<td>10897</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00112117</td>
<td>E6140990001</td>
<td>CAMERA: VIDEO/PULNIX DEM 00094</td>
<td>92597</td>
<td>0043 SE0335</td>
<td>2867.00</td>
<td>12897</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00112153</td>
<td>E7071200001</td>
<td>PRINTER: APPLE LASER MOD N/A</td>
<td>100697</td>
<td>0043 SE0335</td>
<td>8935.89</td>
<td>62497</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00112674</td>
<td>E7113990001</td>
<td>COMPUTER: DELL 6180/OP G 810TB</td>
<td>72497</td>
<td>0043 SE0335</td>
<td>8935.90</td>
<td>62497</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00112734</td>
<td>E7113990001</td>
<td>OSCILLOSCOPE: 500MHz 2+2 B020764</td>
<td>100697</td>
<td>0043 SE0335</td>
<td>4089.30</td>
<td>70297</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00112803</td>
<td>E7113980001</td>
<td>GENERATOR: MOD/#B1 PULSE 765645</td>
<td>100697</td>
<td>0043 SE0335</td>
<td>4089.30</td>
<td>70297</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00112772</td>
<td>E7113980001</td>
<td>GENERATOR: MOD/#B1 PULSE 765646</td>
<td>100697</td>
<td>0043 SE0335</td>
<td>1105.00</td>
<td>62597</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00112348</td>
<td>E7142740001</td>
<td>PC BOARDS P/HMSCNOM 2-P N/A</td>
<td>81597 NON-TAGGABLE</td>
<td>0043 SE0356</td>
<td>1105.00</td>
<td>62597</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00112349</td>
<td>E7142740002</td>
<td>PC BOARDS P/H COMBINER N/A</td>
<td>81597 NON-TAGGABLE</td>
<td>0043 SE0356</td>
<td>82597</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>001123199</td>
<td>E7112220001</td>
<td>MONITOR: TV HI-DEFINITIO 0604720</td>
<td>102797</td>
<td>0043 SE0335</td>
<td>3000.00</td>
<td>82597</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>001123200</td>
<td>E7112220001</td>
<td>MONITOR: TV HI-DEFINITIO 0604721</td>
<td>100697</td>
<td>0043 SE0330</td>
<td>3000.00</td>
<td>82597</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

SUB TOTAL FOR DEPARTMENT: 162005702

-------ACTIVE-------

COUNT
17

COST
93,594.67
PROPERTY CONDITION CODES

1  - NEW
2  - GOOD
3  - FAIR
4  - POOR
BLANK - NEEDS A CONDITION CODE

***END OF REPORT***
SUBCONTRACTOR'S ASSIGNMENT OF REFUNDS,
REBATES, CREDITS, AND OTHER AMOUNTS
SUBCONTRACT No. E-21-H83-G4

Pursuant to the terms of Subcontract No. E-21-H83-G4 under Prime Contract No. NAGW2753 and in considera-
tion of the compensation as provided in the said subcontract and any assignment thereunder, the
Florida Atlantic University, 777 Glades Road, Boca Raton, FL 33431

(Subcontractor's Name and Address)
hereinafter called the Subcontractor) does hereby:

1. Assign, transfer, set over and release to Georgia Institute of Technology (hereinafter called the Contractor), all rights, title and interest to all refunds, rebates, credits and other amounts, (including any interest thereon) arising out of the performance of the said subcontract, together with all the rights of action accrued or which may hereafter accrue thereunder.

2. Agree to take whatever action may be necessary to effect prompt collection of all refunds, rebates, credits, and other amounts (including any interest thereon) due or which may become due, and to promptly forward any such proceeds to Georgia Institute of Technology, Office of Contract Administration, Atlanta, Georgia 30332. The reasonable costs of any such action to effect collection shall constitute allowable costs when approved by the Contracting Officer as stated in the said subcontract and may be applied to reduce any amounts otherwise payable to the Contractor under the terms hereof.

3. Agree to cooperate fully with the Contractor as to any claim or suit in connection with refunds, rebates, credits, and other amounts due (including any interest thereon); to execute any protest, pleading, application, power of attorney, or other papers in connection therewith; and to permit the Contractor to represent it at any hearing, trial, or other proceeding arising out of such claim or suit.

IN WITNESS WHEREOF, this release has been executed this 9th day of July 1998.

Florida Atlantic University

(Subcontractor)

WITNESSES

Signature: __________________________
Typed Name: Edwin P. Bemmel
Title: Acting Assistant Controller

(Note: In the case of a corporation, witnesses are not required, but the following certificate must be completed.)

CERTIFICATE

I, __________________________, certify that I am __________________________ (Official Title) of the __________________________ named as Subcontractor in the foregoing release; that __________________________ who signed said release on behalf of the Subcontractor, was then __________________________ (Official Title) of said __________________________; that said release was duly signed for and on behalf of said __________________________ by authority of its governing body and is within the scope of its corporate powers.

Signature: __________________________
Date: __________________________
Typed Name: __________________________
Title: __________________________
SUBCONTRACTOR'S RELEASE

SUBCONTRACT No. E-21-H83-G4

Pursuant to the terms of Subcontract No. E-21-H83-G4 under Prime Contract No. NAGW2753

and in consideration of the sum of Eight Hundred & Seventy-nine Thousand Three Hundred 
& Sixty-five and 86 cents dollars ($879,365.86) which has been or is to be paid

under the said subcontract to: E-21-H83-G4

Florida Atlantic University

777 Glades Road, Boca Raton, Florida 33431-0991
(Subcontractor's Name and Address)

(hereinafter called the Subcontractor) or to its assignees, if any, the Subcontractor upon payment of the said sum by

Georgia Institute of Technology (hereinafter called the Contractor) does remise, release, and discharge the Contractor,

its officers, agents, and employees, of and from all liabilities, obligations, claims and demands whatsoever under or

arising from the said subcontract.

The Subcontractor agrees, in connection with patent matters that it will comply with all of the provisions of the said

subcontract, including without limitation those provisions relating to notification to the Contracting Officer and

relating to the defense of prosecution of litigation.

IN WITNESS WHEREOF, this release has been executed this 9th day of July 1998.

Florida Atlantic University
(Subcontractor)

Signature:

Typed Name: Edwin P. Bemmel

Title: Acting Assistant Controller

WITNESSES

CERTIFICATE

I, ___________________________ , certify that I am ___________________________ (Official Title)
of the ___________________________________________ named as Subcontractor in the foregoing release;

that ___________________________ who signed said release on behalf of the Subcontractor,

was then ___________________________ (Official Title) of said ___________________________________________

that said release was duly signed for and on behalf of said ___________________________

by authority of its governing body and is within the scope of its corporate powers.

Signature: ___________________________

Typed Name: ___________________________

Title: ___________________________

Date: ___________________________
INVOICE No. 00700

DATE: 04/20/

PROJECT TITLE: DEVELOPMENT OF HIGH DEFINITION SYSTEMS CAMERAS
PI: WILLIAM GLENN
FOR THE MONTH ENDING: DECEMBER, 1997

<table>
<thead>
<tr>
<th>AGREEMENT/AWARD</th>
<th>DEBTOR NUMBER</th>
<th>FAU ACCOUNT NO.</th>
<th>OBJECT CODE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAGW2753</td>
<td>GC0000132</td>
<td>02-1620-057 EX:00</td>
<td>007001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CURRENT</th>
<th>CUMULATIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SALARY:</td>
<td>$ 28,203.92</td>
</tr>
<tr>
<td>OPS:</td>
<td>0.00</td>
</tr>
<tr>
<td>FRINGE:</td>
<td>8,204.16</td>
</tr>
<tr>
<td>TRAVEL:</td>
<td>0.00</td>
</tr>
<tr>
<td>EXPENSE:</td>
<td>-219.90</td>
</tr>
<tr>
<td>OCO:</td>
<td>0.00</td>
</tr>
<tr>
<td>TUITION:</td>
<td>413.90</td>
</tr>
<tr>
<td>SUBCONTRACT ABOVE $25k</td>
<td>0.00</td>
</tr>
</tbody>
</table>

TOTAL DIRECT COST $ 36,602.08 $ 654,993.03
INDIRECT COST @ 45.00% 16,383.64 224,372.83

TOTAL COST $ 52,985.72 $ 879,365.86

TOTAL DUE THIS INVOICE $ 52,985.72

SINCERELY,

KETIE ST. LOUIS
ACCOUNTING COORDINATOR

PLEASE REMIT PROMPTLY, PAYABLE WITHIN 30 DAYS.
FOR PAYMENTS BY JOURNAL TRANSFER:
SAMAS ACCOUNT NUMBER: 4920 2 655007 48900700 60
CATEGORY CODE: 001500