Research conducted with the support of NASA Grant NAG2-1177 has been focused in the main on the development of fuzzy logic and soft computing methodologies and their applications to systems analysis and control, with emphasis on problem areas which are of relevance to NASA's missions.

The following report comprises two sections which relate, respectively, to contributions made by L. A. Zadeh and R. Yager.

L. A. Zadeh

Our earlier research on computing with words (CW) has led to a new direction in fuzzy logic which points to a major enlargement of the role of natural languages in information processing, decision analysis and control. This direction is based on the methodology of computing with words and embodies a new theory which is referred to as the computational theory of perceptions (CTP). An important feature of this theory is that it can be added to any existing theory -- especially to probability theory, decision analysis, and control -- and enhance the ability of the theory to deal with real-world problems in which the decision-relevant information is a mixture of measurements and perceptions.

The new direction is centered on an old concept -- the concept of a perception -- a concept which plays a central role in human cognition. The ability to reason with perceptions -- perceptions of time, distance, force, direction, shape, intent, likelihood, truth and other attributes of physical and mental objects -- underlies the remarkable human capability to perform a wide variety of physical and mental tasks without any measurements and any computations. Everyday examples of such tasks are parking a car, driving in city traffic, cooking a meal, playing golf and summarizing a story.

Perceptions are intrinsically imprecise. Imprecision of perceptions reflects the finite ability of sensory organs and ultimately, the brain, to resolve detail and store information. More concretely, perceptions are both fuzzy and granular, or, for short, f-granular. Perceptions are f-granular in the sense that (a) the boundaries of perceived classes are not sharply defined; and (b) the elements of classes are grouped into granules, with a granule being a clump of elements drawn together by indistinguishability, similarity, proximity or functionality. F-granularity of perceptions may be viewed as a human way of achieving data compression.

In large measure, scientific progress has been, and continues to be, driven by a quest to progress from perceptions to measurements. Pursuit of this aim has led to brilliant successes. But alongside the successes stand problems whose solutions are not in sight. Representative of such problems is the problem of automation of driving in city traffic. In this case, as in many others, what can be done with ease by humans -- without any measurements and any computations -- is an intractable task for machines.
The point of departure in the computational theory of perceptions is the assumption that perceptions are described as propositions in a natural language, e.g., "Michelle is slim," "it is likely to rain tomorrow," "it is very unlikely that there will be a significant increase in the price of oil in the near future." In this perspective, natural languages may be viewed as systems for describing perceptions.

To be able to compute with perceptions it is necessary to have a means of representing their meaning in a way that lends itself to computation. Conventional approaches to meaning representation cannot serve this purpose because the intrinsic imprecision of perceptions puts them well beyond the expressive power of predicate logic and related systems. In the computational theory of perceptions, meaning representation is based on what is referred to as constraint-centered semantics of natural languages (CSNL).

A concept which plays a central role in CSNL is that of a generalized constraint. Conventional constraints are crisp and are expressed as \( X \in C \), where \( X \) is a variable and \( C \) is a crisp set. In a generic form, a generalized unconditional constraint is expressed as \( X \text{ isr} R \), where \( X \) is the constrained variable; \( R \) is the constraining (fuzzy) relation which is called the generalized value of \( X \); and \( \text{isr} \) pronounces as ezar, is a variable copula in which the value of the discrete variable \( r \) defines the way in which \( R \) constrains \( X \). Among the basic types of constraints are the following: equality constraints (\( r: = \)) ; possibilistic constraints (\( r: \text{blank} \)) ; veristic constraints (\( r: V \)) ; probabilistic constraints (\( r: P \)) ; random set constraints (\( r: RS \)) ; usuality constraints (\( r: U \)) ; and fuzzy graph constraints (\( r: F G \)).

In constraint-centered semantics, a proposition, \( p \), is viewed as an answer to a question, \( q \), which is implicit in \( p \). The meanings of \( p \) and \( q \) are represented as generalized constraints, which play the roles of canonical forms of \( p \) and \( q \), \( CF(p) \) and \( CF(q) \), respectively. \( CF(p) \) is expressed as: \( X \text{ isr} ?R \), read as "What is the generalized value of \( X \) ?" Correspondingly, \( CF(p) \) is expressed as: \( X \text{ isr} R \), read as "The generalized value of \( X \) is \( R \)." The process of expressing \( p \) and \( q \) in their canonical forms plays a central role in constraint-centered semantics and is referred to as explicitation. Explicitation may be viewed as translation of \( p \) and \( q \) into expressions in GCL -- the Generalized Constraint Language.

In the computational theory of perceptions, representation of meaning is a preliminary to reasoning with perceptions -- a process which starts with a collection of perceptions which constitute the initial data set (IDS) and terminates in a proposition or a collection of propositions which play the role of an answer to a query, that is, the terminal data set (TDS). Canonical forms of propositions in IDS constitute the initial constraint set (ICS). The key part of the reasoning process is goal-directed propagation of generalized constraints from ICS to a terminal constraint set (TCS) which plays the role of the canonical form of TDS. The rules governing generalized constraint propagation in the computational theory of perceptions coincide with the roles of inference in fuzzy logic. The principal generic rules are: conjunctive rule; disjunctive rule; projective rule; surjective rule; inverse rule; compositional rule; and the extension principle. The generic rules are specialized by assigning specific values to the copula variable, \( r \), in \( X \text{ isr} R \).

The principal aim of the computational theory of perceptions is the development of an automated capability to reason with perception-based information. Existing theories do not have
this capability and rely instead on conversion of perceptions into measurements—a process which in many cases is infeasible, unrealistic or counterproductive. In this perspective, addition of the machinery of the computational theory of perceptions to existing theories may eventually lead to theories which have a superior capability to deal with real-world problems and make it possible to conceive and design systems with a much higher MIQ (Machine IQ) than those we have today.
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One focus of our research was on the theory of approximate reasoning and the related concept of computing with words. Among our accomplishments in this area is the development of a general framework for veristic variables. Central to computing with words is the representation of knowledge by the association of a value with a variable and the idea of a generalized constraint. While possibilistic variables have emerged as the fundamental type of variables based on fuzzy sets there exists another class of variables which require the use of fuzzy sets to aid in their representation, these are variables which can have multiple solutions and have come to be called veristic variables. Examples of this are variables corresponding to languages a person speaks and hobbies of interest. These can be of use in diagnosis problems where they enable the recognition of multiple faults. In our work in this area we have provided a basic framework for the translation of linguistic statements involving veristic variables into a formal framework that allows computer manipulation of this kind of information.

During this research we worked on a number of issues related to the use of fuzzy sets in information retrieval. One area in which we have concentrated is on the development of tools useful for the construction of complex queries in a way compatible with human description. Particularly noteworthy here is our use of ideas from fuzzy set theory to develop a new class of multi-attribute aggregation functions. This class, which is of a hierarchical type allows for an easy transition from human description in linguistic terms to a formal mathematical representation. Here a query can be initially described by high level concepts and then these concepts are defined in terms of simpler concepts until we reach a level of expression whose satisfaction is directly measurable from the documents. Fuzzy sets and linguistic quantifiers are used to help in the implementation of this process. In this framework each concept consists of three tuple; a measure of its importance, a subset of subconcepts and an agenda for combining its constituent subcomponents. The OWA operators are used to help implement the aggregation mechanism.

During this research we worked on a number of issues related to the use of fuzzy sets in recognition technology. We began the development, within the framework of fuzzy sets and possibility theory, of a scheme for object recognition which has a particular focus on handling problems that are common in application domains where the objects to be recognized (detected and identified) represent undesirable situations, referred to as crises. Crises develop over time and observations typically increase in number and precision as the crisis develops. While early detection of crises is desired, since it increases the possibility of an effective action, it is often
at odds with precise recognition. The crisis recognition problem is central in several areas of decision support, such as target recognition and early warning systems. The problem is characterized by vague knowledge, and observations suffering from several kinds of imperfections, such as missing information, imprecision, uncertainty, unreliability of the source, and mutual, possible conflicting or reinforcing, observations of the same phenomena. The problem of handling possibly imperfect observations from multiple sources includes the problems of information fusion and multiple sensor data fusion. In our framework the different kinds of imperfection are handled in the framework of fuzzy sets and possibility theory.

We investigated a number of issues related to the problem of decision making under uncertainty. Here we have used the fuzzy measure to provide a general framework to represent uncertain information. With the use of the fuzzy measure we are able to represent various different types of uncertain information, probabilistic and possibilistic among others, in a unified framework. Once having represented our uncertainty in this framework we focused on the problem of comparing different courses of action. This required the development of appropriate valuation functions. We provided a specification of the formal properties expected of a valuation function. In order to obtain these valuation functions we used the Choquet integral. Using this approach we have developed a class of valuation functions appropriate for different types of uncertainty. We have looked at ways of including the decision makers attitude in the decision process. We are investigating the use of fuzzy systems modeling as a means of constructing decision functions. With this technology shall be able to allow a decision maker to express there decision making preferences in imprecise linguistic terms using prototypical situations. From these prototypical cases using the generalizing capacity of the fuzzy modeling technique we are extend our model to cover new cases.

We introduced a more general type of Ordered Weighted Averaging (OWA) operator called the Induced Ordered Weighted Averaging (IOWA) Operator. These operators take as their argument pairs, called OWA pairs, in which one component is used to induce an ordering over the second components which are then aggregated. A number of different aggregation situations have been shown to be representable in this framework. A particularly notable use of this is in cases when we want mix numbers and words. With this new operator we are able to provide a context based on the words and the do the actual aggregation using the numbers. Another important application of this operator, which we are currently investigating, is that it allows you to learn models in which the weights assigned to the arguments are determined based upon the value of another variable.
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