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1. INTRODUCTION

1.1 Background

Among the various industrial exhaust emissions, oxides of nitrogen and sulfur have

been identified as particularly hazardous to the environment because of their role in

photochemical smog, acid rain and stratospheric ozone depletion. The aircraft industry

has become particularly aware of NOx because of the future proximity of aircraft emissions

to the protective ozone layer. An important goal of NASA over the next ten years is to

reduce the environmental impact of new civilian aircraft engines by decreasing their NOx

emissions at cruise conditions by at least 70%. Lean prevaporized premixed (LPP)

combustion offers the lowest possible NOx emission index, but this strategy is plagued by

problems with autoignition and flashback at the higher pressures of future gas turbine

combustors. Lean direct injection (LDI) seeks rapid vaporization and mixing of liquid

fuel with air at the entrance of the combustor so as to avoid autoignition and flashback

problems. However, the initial mixing region leads to partially premixed flamelets which

can produce high local levels of NO. The eventual performance of any future advanced

subsonic transport (AST) will require in situ measurements of NO concentrations for

various injector modules and combustor designs so as to optimize the final LDI system.

Hence, a need exists for making quantitative measurements of NO number density at AST

conditions for which pressures are in the range of 40-50 atm, and temperatures in excess

of 1800 K.

Laser-induced fluorescence (LIF) is an optical technique that has recently been

used to quantitatively measure NO concentrations in combustive environments. LIF and

other laser-based diagnostic techniques have undergone extensive development and

refinement and have achieved the ability to produce quantitative measurements of minor



species,suchasnitric oxide,with accuraciesof + 20% and detection limits approaching 1

part-per-million (Reisel et al., 1993). To achieve the goal of making NO measurements at

AST conditions, the first step is to obtain quantitative NO measurements in nonpremixed

and partially premixed flames at atmospheric and higher pressures. The most useful flame

geometry for this purpose is the counterflow configuration wherein opposing streams of

fuel and oxidizer impinge and produce a stagnation plane whose location depends on the

fuel and oxidizer velocities. Because of the nature of the flow field, the fuel diffuses and

bums with the oxidizer in a flat flame on the oxidizer side of the stagnation plane. An

excellent review on counterflow diffusion flames is provided by Tsuji (1982). This

particular flame geometry is ideal because temperature and concentration measurements

can easily be made away from potentially interfering surfaces. Also, such measurements

can be compared to model predictions using an existing computer simulation (Lutz et al.,

1996) and a recent comprehensive chemical mechanism (GRI Mech. version 2.11). Thus,

the major goal of this research is to obtain quantitative laser-induced fluorescence

measurements of NO in laminar, methane-air counterflow diffusion flames for various

flame stretch rates and with different levels of partial premixing.

Planar laser-induced fluorescence (PLIF) is an optical diagnostic tool for making

two-dimensional measurements of relevant species concentrations. However, obtaining a

quantitative species image from a raw PLIF image requires correcting that image for

errors associated with variations in the Boltzmann fraction, the overlap fraction, and the

electronic quenching rate coefficient. Owing to these problems, PLIF is most often used

as a qualitative field diagnostic. Recent improvements in both the measurement of

electronic quenching cross-sections at flame temperatures (Drake and Ratcliffe, 1993) and

the modeling of electronic quenching rate coefficients (Paul et al., 1993) have enabled the

implementation of numerically based correction schemes (Paul et al., 1994). However,

these correction schemes require spatially-resolved measurements of major-species

concentrations. Thus, the implementation of numerically-based correction schemes for

PLIF measurements requires significant lead-time for cross-section measurements and

model validation, plus a more complicated and expensive experimental setup. As an



alternative, an additional goal of this researchis to develop experimentally-based

correctionschemesin flameswheresignificantvariationsin thequenchingrate coefficient

occursuchasinpartially-premixedco-flow flames.

Laser-saturatedfluorescence(LSF) measurementsare relatively independentof

both the laser irradianceand the electronicquenchingrate coefficient. Hence, LSF

measurementsarefairly quantitative,with adetectionlimit of -1 ppm(Reiselet al., 1993).

Sinceit is verydifficult to quantifythe effectsof electronicquenchingin co-flow flames,

both linear LIT and LSF measurementscan be conductedin flameswhere the major

speciesconcentrationsarereasonablywell-known,suchasin counterflowdiffusionflames.

The linearLIT profiles canbe correctedfor quenchingvariationsby usingthe major-

speciesprofilespredictedbythe OPPDIFcode (Lutz et al., 1996) plus a recent model for

NO quenching (Paul et al., 1995), and then compared with independently measured LSF

profiles. Thus, by using both LSF and linear LIT, the feasibility of quantitative NO

concentration ([NO]) measurements in nonpremixed flames can be assessed at

atmospheric pressure.

High-pressure LIT measurements of NO have been obtained in premixed flames in

the past (Reisel et al., 1993; Reisel and Laurendeau, 1994a; Battles et al., 1994; Thomsen

et al., 1997), but there has been no previous work on NO measurements in diffusion

flames at high pressure. Since the LDI strategy involves diffusion and partially-premixed

flames, there is a need for NO measurements in such flames at high pressure. Fortunately,

the effect of 02 interferences has been assessed at high pressure in premixed flames

(Partridge et al., 1996; Thomsen et al., 1997). The main concern in diffusion flames at

high pressure is thus the possible effect of polycyclic aromatic hydrocarbons (PAHs) in the

fuel-rich region. Once this effect has been assessed, quantitative NO measurements can be

obtained at high pressures in diffusion flames. These [NO] measurements can then form a

database for validating chemical kinetic mechanisms at high pressure.

To summarize the goals of this research, an experimentally-based quantification

procedure is to be developed for PLIT measurements in co-flow, partially-premixed

flames. Since it is difficult to quantify the effect of variations in the quenching rate
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coefficient in such flames, an additional goal is to compare LSF and linear LIF

measurementsin counterflowdiffusionflames. However,themaingoalof thisresearchis

to obtainquantitative[NO] measurementsin counterflowdiffusionandpartiaUy-premixed

flamesat atmosphericpressure,andto utilize thesemeasurementsto assessthelatestNO

chemical kinetic mechanisms, such as the GRI (version 2.11) mechanism. Furthermore,

quantitative [NO] measurements are to be obtained in counterflow diffusion flames at high

pressures (up to 5 atm) which will form a database for validating chemical kinetic

mechanisms at these pressures and higher.

1.2 Contents of Thesis

The following chapter presents a brief review of LIF theory, specifically the

techniques of linear laser-induced fluorescence and laser-saturated fluorescence (LSF).

The various NO chemical kinetic pathways are introduced and a detailed review of

counterflow diffusion flames is presented. Previous work regarding the structure of

counterflow diffusion flames, the effect of partial premixing, and NOx formation in

counterflow diffusion and partiaUy-premixed flames is described. Chapter 3 provides a

description of the experimental apparatus used in performing temperature and NO

measurements. Chapter 4 describes a procedure to quantify PLIF measurements of [NO]

in laminar, co-flow, partially-premixed flames based on a single LSF measurement. The

quantified PLIF measurements are then assessed by comparison with an independent two-

dimensional array of LSF measurements. The comparisons show good agreement

between PLIF and LSF measurements at all elevations in both flames. In fact, over 90%

of the PLIF measurements fall within the uncertainty of the LSF measurements.

In Chapter 5, the utility of the broad-band LSF technique is further assessed by

comparison to similar measurements of NO using linear LIF. The linear LIF

measurements are corrected for variations in the local electronic quenching rate coefficient

by using major species profiles generated by an opposed diffusion flame code and available

correlations for the quenching cross-sections of NO. The corrected LIF profiles compare



favorablywith the LSF profiles. A four-levelmodelis usedto investigatethe effectsof

rotationalenergytransfer(RET) on the LSF measurements.The excellentcomparison

betweenthequenching-correctedlinearLIF andtheLSFmeasurementsat locally fuel-lean

to stoichiometricmixture fractionsverifiesthe validity of the LSF techniquefor these

conditions.

LIF measurementsof [NO] arecomparedwith modelpredictionsin atmospheric

methane-airandethane-aircounterflowdiffusionflamesat different strainratesin Chapter

6. Temperaturemeasurementsarealso madeusing thin SiC filament pyrometry in the

methane-air counterflow diffusion flames. The excellent agreement between

measurementsandmodelpredictionsindicatestheefficacyof the new calibrationmethod

developedfor thethin filamentpyrometrytechnique.Themodelwith the GRI mechanism

(version2.11)consistentlyunderpredictsthepeak[NO] in all flamesindicatinga needfor

refinementof bothCH andprompt-NOchemistry,especiallythe rate coefficientfor the

prompt-NO initiationreaction. A modifiedratecoefficientproposedfor the prompt-NO

initiation reaction significantly improves the agreement between modeling and

measurementsin methane-airandethane-airflames.

Similarcomparisonsbetween[NO] measurementsand modelingarepresentedin

Chapter7 for atmosphericmethane-aircounterflowpartially-premixedflames.The effect

of partialpremixingwasstudiedby investigatingflameswith fuel-sideequivalenceratios

(t)B)of 1.45,1.6, 1.8and2.0at aconstantglobalstrainratenear20 s_. Correctedlinear

LIF measurementsof [NO] andtemperaturesmeasuredusingthin filamentpyrometryare

comparedwith numericalpredictionsfrom an opposed-flowflamecode by utilizing the

GRI mechanismfor theNO kinetics.Theeffectof radiativeheatlossoncodepredictions

is accountedfor by usinganopticallythin radiationmodel. Reasonablygood agreement

wasfoundto existbetweenLIF [NO] measurementsandpredictionsin all flames.

QuantitativeLIF measurementsof [NO] in methane-aircounterflow diffusion

flamesfrom 2 to 5 atm arepresentedin Chapter8. Comparisonof thesemeasurements

with modelingshowsthat the GRI mechanismunderpredictsprompt-NOby a factor of

two to threeat all pressures. The underpredictionis maximumat 2 and 3 atm, and



decreaseswith pressurefrom 3 to 5 atm. Althoughthe GRI mechanismdoesnot predict

this trend, predictionswith a modified rate coefficient for the prompt-NO initiation

reactiondisplaysqualitativeagreementwith theexperimentallyobservedtrend. Finally,

conclusionsandrecommendationsfor futurework arepresentedin Chapter9.



2. THEORYAND LITERATURE REVIEW

2.1 Introduction

In this chapter, a review is presented of the basic theory for laser-induced

fluorescence (LIF), an optical technique to measure NO concentrations in flames. A brief

review is also given of the relevant kinetics involved in NO formation. Finally, a detailed

review is presented of the literature on counterflow diffusion flames, with specific

attention given to flame structure, the effect of partial premixing, and NO, formation.

2.2 Laser-Induced Fluorescence Theory_

Laser-induced fluorescence is an optical technique that can withstand the harsh

conditions of combustive environments without disturbing either the flowfield or the

chemical kinetics. This technique has become important for the detection and

measurement of a variety of radical species, such as NO, that are found in combustive

systems. The fundamentals of LIF can most easily be understood by studying the two-

level model described by Laurendeau and Goldsmith (1989). However, broadband LIF

measurements of NO require the inclusion of several processes not considered in the

simple two-level model (Reisel et al., 1993). To provide a detailed presentation of the LIF

technique, the two-level model will be presented followed by a discussion of additional

rate processes.

The two-level model is based on four simplifying assumptions (Laurendeau and

Goldsmith, 1989):

1. The excitation beam is uniform and linearly polarized.



2. Theentirepopulationisassumedto bein thegroundelectronicstatebeforelaser

excitation( N z + N u = N ° ).

3. The fluorescence signal is measured at the peak of the emissive pulse where the

upper level population is at steady state.

4. The fluorescence signal consists of a single wavelength corresponding to a single

rovibronic transition.

Given these assumptions, the two-level model consists of four rate processes with

their corresponding rate coefficients (sl). These processes and their coefficients,

demonstrated in Fig. 2.1, consist of absorption (W_u), stimulated emission (Wu_),

spontaneous emission (Aut), and collisional quenching (Q_z). A portion of the spontaneous

emission, which radiates equally in all directions, is collected as the fluorescence signal.

Considering only the above four rate processes, the rate equations can be written

for the change in number density of each electronic level. These equations are

aNt = -N, WI,, + Nu(W,, , + A_ + Q,,,) (2.1)
dt

and

dN u
= N_Wt_- N,,(Wu, + A,,, + Q_,) (2.2)

dt

At the peak of the laser pulse, where we have assumed steady state, the above two

equations will both equal zero. Thus we can solve either of them to obtain an equation for

the ground state number density N_. Noting that N t + N_ = N ° from our second

assumption, we obtain

g?
= {(W,., +

(2.3)

At this point, one of two simplifying assumptions can be made based on the experimental

conditions. For large laser irradiances at lower pressures, stimulated emission and

absorption dominate. In other words, both Wut and W_u are large compared to A_t and Qut.
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Figure 2.1: Simplified, two-level model for LIF studies. Shown are the rate coefficients

for absorption (Wl_), stimulated emission (W,a), spontaneous emission (A,_), and quenching

(Q.I).
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This condition is referred to as the laser-saturated fluorescence (LSF) regime. Thus,

neglecting quenching and spontaneous emission, Eq. (2.3) becomes

N, - W_, NO (2.4)
w,. +

Now, the rate coefficients for stimulated emission and absorption are related by the

degeneracies of the upper and lower levels (g, and g_) according to

gtW/, = g W,_ (2.5)

Combining Eqs. (2.4) and (2.5), we obtain for the LSF upper-level population,

N,- g" N o (2.6)
gt +g,

The second possible simplification concerns the case for which the laser irradiance

is much less than that required to saturate the transition. For high-pressure LIF, this is

almost always the case. Here, the simplifying assumption is that W,,_ and Wt,, are small

compared to A,,t and Q_,l. Thus, for this linear LIF regime, quenching and spontaneous

emission are the dominant processes. Based on this assumption, Eq. (2.3) becomes

Uu - Wt" U ° (2.7)
A.,+

It is important to note at this point that although the rate coefficients for quenching and

spontaneous emission are independent of laser power, the rate coefficient for stimulated

absorption depends on laser power via the equation

o

W_, - o'T" I L , (2.8)
hcv L

where a is the one-photon fluorescence cross-section of the molecule (cm2), F is the

spectral overlap fraction, If is the normalized laser irradiance (W/cm:), and vL is the

wavenumber of the laser irradiance (cm_). The spectral overlap fraction physically

represents the ratio of the total photon absorption rate in the actual broadened system to

that which exists in the monochromatic limit. Combining Eqs. (2.7) and (2.8), we obtain

for the LIF upper-level population,
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N, = (O'-V'loz/hcVz)N° , (2.9)

where we have assumed Q,_ >> A,_.

Considering Eqs. (2.6) and (2.9), we note that for LSF, the upper-level number

density is independent of both laser power and quenching, which is its major advantage.

Unfortunately, for higher pressure studies, saturation cannot be achieved; thus, both laser

power and quenching must be accounted for in such LIF measurements.

The fluorescence emission Ef (W/cm3*sr) is related to the upper-level number

density through the relation (Laurendeau and Goldsmith, 1989)

_ hcv:A_ N,, (2.10)gf
4n

where vf (cm 1) represents the wavenumber at which fluorescence occurs. For the simple

two-level atomic model, vf = Vl,. However, this would not be the case for molecular LIF

as discussed later. The fluorescence signal depends on both the collection optics and

detection electronics through

Sr = _G_cVcE.: , (2.11)

where Sr isthefluorescencevoltage,[3accounts for the efficiencyof the collectionoptics,

G isthe photomultipliergain (V/W), _c isthe solidcoUectionangle of the optics(sr),and

Vc isthe fluorescencecollectionvolume (cm3). The totalnumber density(Nr) of the

probed species is typically of greater interest than the number density in the lower laser-

coupled level. The Boltzmann fraction, fB(T), relates these two number densities via

N o

A(T) = __z_,
NT

Combining Eqs. (2.10) and (2.11) with Eqs.

fluorescence signal expressions for each technique.

(2.12)

(2.6), (2.9), and (2.12), we obtain

For LSF, we find

_.4_)_.gt+g_

For linear LIF, we obtain

(2.13)
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Thus, LSF measurements are essentially independent of laser power and quenching,

whereas these factors have to accounted for in the case of linear LIF measurements. The

two-level model described above is applicable to atomic species, and for a few diatomics

at lower pressures. A more detailed model is needed to describe the various processes

that occur for most species of interest. Figure 2.2 shows the various processes that have

to be considered in molecular LIF studies. A brief description of additional processes such

as rotational energy transfer (RET), vibrational energy transfer, and ionization are

considered next.

Each electronic energy level contains several vibrational energy levels. Assuming

that only a single vibrational transition is being excited, the upper level can undergo

spontaneous emission to multiple vibrational levels in the ground electronic state. An

additional mode of energy transfer that needs to be considered owing to the presence of

various vibrational energy levels is vibrational quenching. In other words, within each

electronic state, quenching can occur between various vibrational levels. Moreover,

electronic quenching can also occur from the upper electronic state to a variety of

vibrational levels in the lower electronic state. Each vibrational energy level will also

contain a number of rotational energy levels, which further complicates LIF. As for the

vibrational levels, the rotational levels increase the number of levels available for both

emission and quenching. Rotational energy transfer (RET) or relaxation is so rapid in

both the excited and ground electronic states that it can become quite important in LIF

studies.

One approach to the complications presented by molecular LIF is to develop a new

fluorescence equation by modeling the fraction of molecules that would transfer out of the

directly excited rotational level before fluorescing (Carter et al., 1987). This approach can

be used for species such as OH where sufficient signal is available even for a single

rovibronic transition. Another approach, known as broadband LIF, involves detecting a

significant portion of a vibrational band containing many rovibronic transitions (Reisel et
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al., 1993). Although this techniqueprovidesa much largersignal, the largerdetection

window can pick up additional interferences. One concern arises from the large

irradiancesusedin the broadbandLSF technique.Duringstimulatedabsorptionfrom the

lower laser-coupledlevel to an excitedupper level, it is possiblethat the depopulated

lower level is repopulatedvia RET from neighboringground rovibronic levels. Thus,

more moleculescould actuallybe excitedthanpredictedby a simpletwo-level model,

necessitatinga more detailedmodel. A final processwhich must be consideredis

photoionization. This processinvolvesdepletingthe excited state without emitting a

photon. For somemolecules,photoionization,rather thanquenching,canconstitutethe

limiting depletion rate in LIF. However, for NO, photoionizationcan generallybe

neglectedincomparisonto theelectronicquenchingratefor ourexperimentalconditions.

By includingtheabovementionedprocessesin our two-levelmodel,we now have

seventypesof rate processes,eachwith their correspondingrate coefficient (s-_),as

shownin Fig. 2.2. Theseareabsorption(Wv,),stimulatedemission(Wu3,spontaneous

emission (A(j,k)), electronic quenching (Qe), vibrational quenching (Q0, rotational

relaxation(Qr(m,n)),andphotoionization(IV/). Sincethe groundvibrationallevel in the

upper electronicstate is generallyusedfor excitation,little vibrationalquenchingwill

occur in the excitedelectronicstate. Thus,for most applications,we can neglectthis

effect. In our rate equations,the subscriptj will represent each rovibronic level in the

excited electronic state and k each such level in the ground electronic state. For the

directly excited rovibronic levels, the rate equation can be written as

dN----_u= N_Wt,, - N. _/V._ + Q_ + W_ }- X N.Q_ (u, j)
dt j..

- X N.A(u,k)+ X NjQr(j,u)
k j*u

The rate equation for the remaining levels in the excited state can be expressed as

dN-----L=X{NmQr(m,j)-NjQr(j,m)}-XNjA(j,k)-Nj(Qe +Wi)

dt ,._ j

(2.15)

(2.16)
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Figure 2.2: Molecular dynamics for LIF studies. The upper and lower laser-coupled

rotational levels are labeled u and l, respectively. Vibrational quantum

numbers in the upper and lower electronic states are indicated as v' and v",

respectively. Specific rotational levels in the excited and ground electronic

states are indicated byj and k, respectively. Shown in the vibrational model

are the rate coefficients for absorption (W_,), stimulated emission (W,I),

spontaneous emission (Av.. ¢.), and photoionization (Wi). Rate coefficients

for the rotational model include those for electronic quenching (Qe),

rotational relaxation (Q,.(m,n)) and spontaneous emission (A(j,k)).

Vibrational quenching (Qv) in the ground electronic state is not shown for

the sake of clarity.
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With the assumption of steady state we can now obtain expressions for the number density

of each excited rovibronic level. For the directly excited level,

N,.Wt,., + _._ NjQ,. (j,u)

= j,u (2.17)
Uu W.I+Q +W_+ZQr(u,j)+Za(u,k)

j_u k

For the remaining excited rovibronic levels,

ENmQr(m,j)

- "'J (2.18)
Nj Q +W, +_Qr(j,m)+_A(j,k)

m-_ j k

For broadband detection, fluorescence from all of these excited levels is collected, so that

the overall fluorescence signal will be the sum of each of these transitions. Again, using

Eqs. (2.10) and (2.11), we obtain the following equation for the overall broadband

fluorescence signal,

The term vf(j,k) in the above equation refers to the wavenumber of the specific

fluorescence transition. Since the individual rate coefficients for rotational energy transfer

are not well known (Crosley, 1992), it would be nearly impossible to use Eqs. (2.17) and

(2.18) to determine directly the number densities of each excited level. However, the

above formulation does demonstrate how more signal is available via broadband detection

as compared to that for a single transition with narrowband detection.

The NO measurement strategy involves calibrating the NO fluorescence signal via

a calibration flame and transporting the calibration to the actual flame being studied. In

general, the temperature at the measurement location is not equal to that in the calibration

flame. In addition, the major species concentrations at the measurement location may be

different from those in the calibration flame. Thus, for linear LIF, there is a need to

correct the measured NO number density to account for differences in the Boltzmann

fraction, the electronic quenching rate coefficient, and the spectral overlap fraction. This
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canbeaccomplishedby dividingEq. (2.14) for the flameunderconsiderationby the same

expressionwrittenfor thecalibrationflame. Thus,for thesamelaserirradiance,weobtain

S-----f:t_jt_jtfs(Tc)jtUr.c J , (2.20)

where the subscript c refers to the calibration flame. From the ideal gas law, the NO

number density is related to the NO concentration in ppm via the following equation,

¢ PN a l N P" (2.21)
Ur=_,_uT )106 '

where P is the absolute pressure, T is the absolute temperature, NA is Avogadro's number,

and R_ is the universal gas constant. Writing Eq. (2.21) for both the flame under

consideration and the calibration flame, and substituting the resulting expressions into Eq.

(2.20), we obtain

Rearranging Eq. (2.22), the absolute NO concentration in ppm can be expressed as

I oN"P"°_" : _ fo(T)Jt 1" JtQu,, c J ,p,,,Rr , (2.23)

where Npp_Rr is the NO concentration in ppm relative to the calibration flame and is given

by (SW'SF.c)Npp,_. Equation (2.23) has been developed for linear LIF measurements. For

LSF measurements, we start with Eq. (2.13) and follow an identical development to arrive

at the following equation:

=¢ N
N,,.=,.t. J ""= (2.24)

2.3 NO Kinetics

NO is produced through three main reaction mechanisms (Miller and Bowman,

1989; Drake and Blint, 1991): (1) the Zeldovich, or thermal-NO mechanism, (2) the N20-
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intermediatemechanism,and(3) theprompt-NOmechanism.The amountof NO formed

througheachof thesemechanismsdependson thetemperature,pressureandequivalence

ratioof theflame(Thomsen,1996).

TheZeldovichor thermal-NOpathway(Zeldovich,1946)is thesimplestof all the

NO formationmechanismsand representsthe break-downof atmosphericnitrogeninto

nitrogenatomsand the subsequentformation of NO. It most commonlyincludesthe

followingthreereactions(R1-R3)(Miller andBowman,1989):

O+N2c_NO+N (R1)

N+O2c:*NO+O (R2)

N+OHe:,NO+H (R3)

The rate limiting step for Zeldovich NO formation is the initiation reaction (R 1) while

reactions (R2) and (R3) are the primary bimolecular pathways for the conversion of N

atoms to NO. NO formed via the Zeldovich NO pathway can basically be divided into

two categories, that generated within the flame-front and that produced in the post-flame

zone. Flame-front Zeldovich NO formation is enhanced by super-equilibrium

concentrations of O atoms (Drake and Blint, 1989) and leads to a sharp increase in NO

over a very short distance within the flame. Zeldovich NO production within the post-

flame zone is characterized by a high activation temperature (-1800 K) and is the

dominant form of post-flame NO production. For low-temperature flames (T < 1800 K),

the amount of NO produced through this mechanism is small. However, for high

temperature flames, the thermal NO mechanism becomes the dominant pathway (Corr et

al., 1992).

The N20 intermediate pathway, though relatively unimportant in stoichiometric to

rich flames, has been found to play a significant role with respect to flamefront NO

formation in lean premixed flames (Make and Pratt, 1974; Corr et al., 1992). This

mechanism has five primary steps:

N2 + O + M ¢:, N20 + M (R4)

N20 + O ¢:_ NO + NO (R5)

N20 + O ¢:* N2 + 02 (R6)
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N20 + H ¢:_ NO + NH (R7)

N20 + H ¢=> N2 + OH (R8)

Several additional reactions involving N20 must be considered when performing detailed

kinetics calculations (Nicol et al., 1993). As for the Zeldovich pathway, the N20-

intermediate pathway is enhanced by super-equilibrium concentrations of OH and O in the

flame front (Drake et al., 1990).

The prompt NO mechanism is the most complicated of the NO formation pathways.

This mechanism is dominant in low temperature (< 1800 K) diffusion flames (Ravikrishna

and Laurendeau, 1999a) and contributes significantly in partially-premixed flames (Li et

al., 1997; Blevins and Gore, 1999; Ravikrishna and Laurendeau, 1999b). The term

"prompt" NO, originally used to account for the seemingly instantaneous formation of NO

in the flamefront, now more specifically refers to NO formed via carbon-nitrogen species

interactions within the flame. More importantly, the latter still accounts for the dominant

amount of flamefront NO formation in stoichiometric to rich flames (Drake and Blint,

1991). The initiation step for the prompt NO pathway is generally agreed to be

CH + N: ¢:, HCN + N . (Rg)

The manner by which the prompt mechanism converts the resulting HCN and N

radicals into NO is a matter of some debate. Many authors suggest that the N radical is

the ultimate intermediate, with NO then being formed via the Zeldovich reactions (R2) and

(R3) (Glarborg et al., 1986; Morley, 1981; Bockhorn et al., 1991). Other authors suggest

that the NH radical is the controlling intermediate, with NO being formed through relevant

amine radical reactions (Bian et al., 1990; Vandooren, 1992). Prompt NO is primarily

formed through a reaction sequence that involves the rapid reaction of hydrocarbon

radicals with molecular nitrogen (Miller and Bowman, 1989). Thus, this mechanism tends

to produce much more NO under moderately fuel-rich conditions than under fuel-lean

conditions. However, prompt-NO production is also significantly curtailed for highly fuel-

rich combustion. Reisel and Laurendeau (1994) demonstrated the importance of the rate

coefficient for reaction (Rg) with respect to the overall prediction of NO in rich ethane
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flames.Unfortunately,thereappearsto beconsiderableuncertaintyin therate coefficient

for thisreaction(DrakeandBlint, 1991).

2.4 Counterflow Diffusion Flames

Counterflow diffusion flames have been of great interest because they provide a

suitable method to study in detail the structure of pure diffusion flames, to estimate the

overall reaction rate for fuel-oxidant combinations, and to examine the effectiveness of

flame inhibitors. Such flames have also been used to understand the interactions between

fluid mixing processes and chemical kinetics, which is essential in making reliable

calculations of flame structure and pollutant formation. In the past decade, laminar

opposed-flow diffusion flame studies have gained added importance because turbulent

diffusion flame structure can often be described as an ensemble of stretched laminar flames

(Williams, 1975).

In general, counterflow diffusion flames can be established in the zone of

impingement of two opposed gaseous flows of fuel and oxidant. As shown in Fig. 2.3,

Tsuji (1982) has subdivided these flames into four types: (I) the three-dimensional or flat

counterflow diffusion flame established between two opposed jets from circular tubes or

rectangular nozzles (Type I Flame) (Otsuka and Niioka, 1972), (II) the fiat counterflow

diffusion flame established between two opposed matrix burners ejecting individual

reactants (Type II Flame) (Pandya and Weinberg, 1963), (III) the counterflow diffusion

flame established in the forward stagnation region of a spherical or hemispherical porous

burner (Type II1 Flame) (Spalding, 1953; Simmons and Wolfhard, 1957), and (IV) the

counterflow diffusion flame established in the forward stagnation region of a cylindrical

porous burner (Type IV Flame) (Tsuji and Yamaoka, 1967). For over thirty years, these

four types of flames have been used to study the overall reaction rate for various

combinations of fuel and oxidant and the detailed structure and reaction mechanism of

various laminar diffusion flames.
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Figure 2.3: Classification of counterflow diffusion flames into four types (Tsuji, 1982).
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2.4.1FlameStructure

The flat counterflow diffusion flame (TypeH Flame) is especially suitable for

optical and spectroscopic investigations of the structure of diffusion flames. Pandya and

Weinberg (1963) used optical methods such as interferometry and deflection mapping in

ethylene-air flames. They also used techniques like sodium line reversal, illuminated

particle tracking, and gas chromatography to study flow patterns, refractive index fields,

temperature distributions, and gas compositions. The most significant observation of their

research was that the zone of heat release is about ten times wider than would be expected

of an equivalent premixed flame, thus making diffusion flames applicable to the study of

faster flame reactions. This work was followed by studies on the thermal structure of

ethylene, methane and carbon monoxide flames by Patel and Chu (1970), the absorption

spectrum of an ethylene flame by Laud and Gaydon (1971), and the thermo-aerodynamic

structure of ethanol flames by Pandya and Srivastava (1972; 1975). The latter employed

interferometry and particle-tracking techniques, and revealed that the luminous ethanol-air

flame was accompanied by endothermic zones on both the fuel and oxidizer sides.

The laminar counterflow diffusion flame established in the forward stagnation

region of a porous cylinder (Type IV Flame) has also been extensively used for studying

the flame structure of gaseous fuels. As the fuel-ejection velocity is decreased or the air-

stream velocity is increased, the flame approaches the cylindrical surface and eventually

becomes detached from the stagnation region and converted into a so-called wake flame.

This flame is especially suited for studying flame-extinction phenomena because the flame

extinction limit can be observed with good reproducibility, and the physical meaning of the

extinction parameter is quite clear. The structure of this hydrocarbon-air diffusion flame

was investigated by Tsuji and Yarnaoka (1971) and Abdel-Khalik et al. (1975). The

measured velocity was found to decrease linearly on approaching the flame zone where

the increase in temperature caused the gas to expand accordingly. The velocity reached its

maximum near the fuel side of the luminous flame zone, and decreased rapidly towards the

stagnation point. Figure 2.4 shows a typical velocity profile in a counterflow diffusion
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Figure 2.4: Velocity profile in a typical counterflow diffusion flame stabilized between

opposing flows of fuel and oxidizer showing the stagnation point and approximate

location of the flame zone. This profile was generated using the OPPDIF code for a flame
stretch of 24.4 s1.
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flame stabilizedbetweenopposingflows of fuel and oxidizer, as generatedusingthe

OPPDIFcode(Lutz et al., 1996). The temperaturewasfound to peak in the luminous

flame zone and to decreaserapidly toward both the fuel and air sides. The fuel

concentrationdecreasedrapidlytowardstheluminousflamezoneanddisappearedalmost

completelyat the air sideof theflamezone. Theoxygenconcentrationdecreasedrapidly

from the air sidetowardsthe flamezone,but therewasalwayssomeoxygenon thefuel

sideof theflame. It wasconcludedthat thediffusionof smallamountsof oxygeninto the

fuel side through the flamezone is a generalcharacteristicof hydrocarbon-airlaminar

diffusionflames.Theothermajorspeciessuchascarbondioxide,water vapor,hydrogen,

and carbonmonoxidehavetheir maximumconcentrationsin and around the luminous

flamezone. Their concentrationsdecreasetowardboththefuel andair sidesof theflame,

but theyexistovera considerablywideregionon thefuelandair sides.

Thefirst significantnumericalinvestigationof thecounterflowdiffusionflamewas

made by Dixon-Lewis et al. (1984). A similarity solution was invoked so that the

problemcouldbetreatedasone-dimensionalin space.Thestructureandextinctionlimits

of amethane-aircounterflowdiffusionflameweremodeledwith complexchemistryanda

detailedformulationof the transportfluxes. The analysisbeganwith theboundary-layer

equationsandimposeda potentialflow from a point-sourcelocatedinfinitelyfar from the

stagnationsurface.The radialandtangentialvelocitycomponentswerespecifiedin terms

of the potential-flowvelocity gradient. The axialpressuregradientwaszero (boundary-

layer assumption)and the radial pressuregradientwassimply imposed. Although tiffs

model reasonablypredictsthe major structuralfeaturesof the flow, the overall system

doesnot behaveas a straightforwardboundarylayerflow. To matchthe experimental

resultsof Tsuji andYamaoka(1969;1971),Dixon-Lewiset al. (1984) foundit necessary

to modify themeasuredvelocitygradientof 100s1 for thecold flow to near130s1 in the

flameregion.

In theaboveapproach,thestrainfieldwascharacterizedby a singleparameter,the

potentialflow velocity gradient,and the analysiswas appliedto a semi-infinitedomain.

To model the flamemore realistically,Kee et al. (1988) droppedthe single-parameter
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descriptionof thestrainfield andtheft analysisconsideredafinite domainasopposedto a

semi-infinitedomain. Also, the radial pressuregradientwascomputedinsteadof being

prescribedfrom thepotentialflow, as in previousanalyses.In the usualboundary-layer

analysis,anexplicitboundaryconditioncannotbeimposedon theinlet velocity- oncethe

potential-flowvelocity gradientis set, the inlet velocityfollows from the solution. This

particularanalysis,however,allowedfor a moregeneralprescriptionof the inlet velocity.

As might be expected, this formulation gave better agreementwith extinction

measurementswhencomparedto previousanalyses.

In the earlieranalysisof Dixon-Lewiset al. (1984),thepoint-sourcesolutionwas

characterizedby a singlestrainrate, which determinesboth componentsof the velocity

andthe pressuregradient. The disadvantagewith this analysisis that thereis no length

scalefor theproblem. In otherwords,this formulationcouldnot accountfor the distance

betweenthenozzles. In contrast,themoregeneralformulationof Keeet al. (1988)does

considerthe nozzleseparation,asdescribedearlier. In this model,the flamestretchor

strain rate was derivedfrom the solutionby computinga velocity gradient rather than

supplyingit to themodelasin theearlieranalysis. Severaldefinitionsof the strainrate

havebeenproposedin the literature. To characterize the strain rate in the absence of

velocity measurements, Purl and Seshadri (1986) derived an expression based on assuming

a large Reynolds number and a thin mixing layer. However, laser-doppler velocimetry

(LDV) measurements (Chelliah et al., 1990) showed that this expression overpredicted the

strain rate by a factor of two. Kee et al. (1988) and CheUiah et al. (1990) defined an

effective strain rate as the maximum value of the oxidizer-side velocity gradient just prior

to the flame. Quite often, it is convenient to use a global strain rate parameter which is

directly indicative of the fuel/air nozzle exit velocity rather than a local strain rate which is

a nonlinear function of the velocity and density of the fuel/air streams. Magre et al. (1995)

have defined a global strain rate as the sum of the fuel and oxidizer nozzle exit velocities

divided by the nozzle separation distance. We have adopted this definition of global strain

rate in our work. Recently, Lutz et al. (1996) developed the OPPDIF code based on the
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modelof Keeet al. (1988)to computethe structureof counterflowdiffusionflames. In

this study,weusethiscodeto modelallof our laboratorycounterflowdiffusionflames.

Progressin the numericalmodelingof counterflow diffusion flameshas been

complementedby recent advancesin nonintrusivemeasurementsof temperatureand

speciesconcentrations.Treeset al. (1995)haveperformedanexperimentalandnumerical

study to characterizethe structureof diffusion flamesformed betweencounterflowing

streamsof hydrogendilutedwith nitrogenand air diluted with nitrogen. Using a UV

Ramanscatteringsystem,massfractionprofilesof the speciesH2, 02, H20 andN2,and

temperatureprofilesweremeasuredat two conditions,onecloseto andtheotherfar from

thecritical conditionsof extinction,andboth with low concentrationsof hydrogenin the

reactantstream. NumericalcalculationsusingdetailedH_-O2chemistrywere performed

to predicttheflamestructureandtheresultswerefoundto agreewell with measurements.

The successof thenumericalpredictionswasattributedto the accuracyof the chemical

reactionmechanismemployedto describethecombustionof hydrogen,particularlyat low

concentrationsof hydrogenin thereactantstream.

Magreet al. (1995)conductedtemperatureandconcentrationmeasurementsby

CARS in counterflowlaminarpropane-airdiffusionflames. They useda combinationof

broadbandCARSthermometryfor nitrogenanda narrowbandtechniquefor detectionof a

second major species,viz. CO. Temperature profiles were measured for various

conditions of strain and equivalence ratio. The agreement between experiments and

calculations using a one-dimensional model with detailed kinetics was satisfactory, except

at high equivalence ratios. At lower equivalence ratios, in certain cases, the temperature

predictions were within the experimental uncertainty of the measurements with reference

to both the reaction zone width and the peak temperature. At higher equivalence ratios,

however, the temperature was overpredicted by more than 100 K. This was attributed to

interferences in the CARS signal from soot precursors.

Sun et al. (1996a) conducted experimental and computational studies in

counterflow premixed and diffusion flames to examine the response of flame structure to

strain rate and pressure variations. Temperature profiles measured using spontaneous
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Ramanscatteringagreedwellwith computedprofilesusingdetailedkineticsandtransport

properties. For diffusion flames,it was observedthat the flame structureat different

pressureslargelyscaleswith the density-weightedstrain rate insteadof the strain rate

alone. Sunet al. (1996b)measuredtemperatureand major speciesconcentrationsin

ethylene/oxygen/nitrogenand acetylene/oxygen/nitrogencounterflow diffusion flames

usingspontaneousRamanscattering. Numericalpredictionsusingdetailedkineticsand

transportpropertieswerein reasonableagreementwith measurements.It wasobserved

that acetyleneis the majorintermediatespeciesin theethyleneflame,havinga significant

influenceon the heat release,overall fuel destruction,and molecularmassgrowth of
PAHs.

2.4.2PartialPremixing

Partially premixed flames are of interest owing to their applicationsin gas

appliancesand other practical combustors. However, the stretch rates in partially

premixedco-flow flamesvarywith axialposition,andthe relativelycomplexflow caused

bytheir two-dimensionalgeometryis not convenientfor anevaluationof relevantchemical

kinetic processes. On the other hand, stretch rates in countefflow flat flames are

independentof radial location along the flame surface. Therefore, the counterflow

configurationis idealfor thestudyof partially-premixedflames.

YamaokaandTsuji (1974;1976;1978)conductedpioneeringexperimentalstudies

of the structureof partiallypremixedcounterflowflamesusingmeasurementsof the mole

fractionsof major species.Smookeet al. (1988)reportedresultsfrom experimentaland

numericalstudiesof counterflowpartially premixedmethane-airflames. Experimental

dataobtainedfor the temperatureprofile, axialvelocityprofile, andconcentrationprofiles

of variousstablespeciescomparedfavorablywith numericalpredictions. It wasobserved

that partialpremixingof the reactantstreamsmadetheflame lessresistantto stretch. In

addition,numericalcalculationsshowedthat the reactionzone of a partially premixed

flameexhibitsbothadiffusionflame-anda premixedflame-likestructure. In particular,a
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fuel consumptionlayerwasfoundto existwheremethanereactswith radicalsto form CO

andH: followedbyaregionwhereH: andCOoxidizeto formH20 andCO2.

Mastorakoset al. (1992)studiedtheextinctionandtemperaturecharacteristicsof

a flat turbulentcounterflowdiffusionflamein the stagnationregionbetweentwo opposed

turbulentjets. Extinction wasachievedby increasingthe bulk velocity, decreasingthe

tubeseparation,increasingtheturbulenceintensity,anddecreasingtheair volumefraction.

Thetotal strainrate at extinctionwasconstantto within 20% anddependedonly on the

degreeof partialpremixing.Contraryto theobservedbehaviorin laminarflames(Smooke

et al., 1988),it wasfoundthat partialpremixingmadetheflamemorestrainresistant,and

hencecouldbeusedto aidthestabilityof turbulentnonpremixedflames.

Regardingthe structureof theseflames,Tanoff et al. (1996) havedemonstrated

through experimentaland computationalinvestigationsthat slight perturbationsin the

degreeof premixednessmayresultin severechangesto the structureandcharacterof the

flame. Partiallypremixedmethane-aircounterflowflamesseemedto abruptlychangein

characterfrom diffusiveto premixed(at a givenstratarate)astheequivalenceratio in the

fuel jet wasloweredfrom _=1.5 to _=1.3. Flameswith fuel streamequivalenceratiosof

_=1.5andhigherwerefoundto bepurelydiffusivein characterfrom low strainratesup to

the extinction point. At strain rates approachingextinction, evenflameswith a fuel

premixednessof _=1.3behavedlike counterflowdiffusionflames,asfluid dynamictime

scalesweretoo short to allow kineticprocessesto developa premixedflameprior to the

developmentof a diffusionflame.

Tsenget al. (1996)studiedtheeffectof partialpremixingon acetylene(C2H:)and

ethylene(C2I-h)molefractionsin methane-aircounterflowflames,asthesespecieshavea

significantinfluenceonsoot formationandgrowth. Thepeakmolefractionsof C2H2and

C2H4decreasedwith an increasein the level of partial premixingfor a fixed oxidizer

stretchrate. Themolefractionsof C2H2weresignificantlyoverpredictedfor nonpremixed

and partiallypremixedflames,whereasthe mole fractionsof C2I-_were overpredicted

only for thepartiallypremixedflames. Quantitativereactionpathdiagramswereusedto
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explainthe aboveobservationson thebasisof a shift in thereactionpathwith increasing

levelsof partialpremixing.

2.4.3NOxFormation

Counterflowdiffusionflameshaveplayeda veryusefulrole in the studyof kinetic

mechanismsof pollutantformation. However,therehavebeenfew investigationsof the

formationof NOxin theseflames. The following sectionsreviewpreviouswork on NOx

formationin counterflowdiffusionandpartially-premixedflames.

2.4.3.1 NO_ formation in Counterflow Diffusion Flames

The first detailed investigation on NOx formation was conducted by Hahn and

Wendt (1981). The structure of the flame was modeled by coupling the momentum and

energy conservation equations and by using detailed finite rate kinetics. Measurements of

NOx were made in two flames with very low stretch rates of 1.88 s _ and 3.62 s_ using

probe sampling and a chemilummescent NO/NOx analyzer. Qualitatively, good agreement

was found between the predicted and measured temperature and [NO] profiles. However,

quantitative discrepancies existed in the comparison of both the temperature and [NO]

profiles. The peak temperatures were overpredicted by about 150 K, and the peak NO

concentrations were underpredicted by about 50%. The oxidation and pyrolysis of fuel

nitrogen, as ammonia, was also investigated by first injecting ammonia in the fuel and then

in the air, and comparing the predicted versus measured [NO] profiles. The comparatively

good agreement between model and experiment when ammonia was injected with the fuel

indicated that the chemistry of ammonia pyrolysis in the presence of fuel hydrocarbon

fragments was reasonably described by the chosen mechanism.

Drake and Blint (1989) investigated the effect of flame stretch on thermal NOx

formation in laminar, counterflow diffusion flames with CO/H2/N2 as fuel. Detailed

chemistry-transport model calculations of temperature were in reasonable agreement with
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previousexperimentalresultsfor flameswith stretchratesof 70 s-I and 180 s1. There

was, however, a significantdiscrepancybetweenthe measuredand predicted [NO]

profiles. This wasattributedto the very poor spatialresolutionof the probe sampling

measurements.Major correctionsapplied to account for this factor improved the

agreementbetween the measuredand predicted [NO] profiles. Additional model

calculationswereobtainedoverawiderangeof flamestretch(0.1 - 5000sl). Calculated

NOx concentrationsdecreaseddramaticallywith increasingflamestretch. This decrease

wascausedby declinesin both the reactiontime in high temperatureflamezonesandin

thenetNOxformationrate. ThenetNOxformationrateis affectedby flamestretchowing

to changesin thepeakflametemperature,superequilibriumoxygenatom concentration,

NO destructionreactions,andN20 formationreactions.Most of theNO_in flamesat low

stretchis formedby the Zeldovichmechanism,while the N20 pathwaydominatesNOx

formationin flamesat veryhighstretchfor whichthepeaktemperaturesarelower. It was

observedthat a very effectiveway to reducethermalNO_ formation in the stagnation

regionof counterflowdiffusionflamesis to increaseflamestretch.

Drake and Blint (1991)also studiedthe relative importanceof Zeldovich,N;O,

and prompt mechanismsin laminarcounterflowdiffusion flameswith nitrogen-diluted

methaneasfuel. They found that for all valuesof flamestretch,prompt-NO was the

dominantpathwayof NO formation. TheremainingNO is formedapproximatelyequally

by theZeldovichandN20 mechanisms.Probemeasurementsof [NO] by Atreya et al.

(1996) in low strainrate, sooty counterflowdiffusion flamesrevealedthat a significant

reductionin NO formationoccursbecauseof a decreasein flame temperaturecausedby

flameradiation. Sootwasalsoobservedto interactwith NO formationthroughthemajor

radicalspeciesproducedin theprimaryreactionzone. More recently,Sick et al. (1998)

reportedcomparisonsof PLIF measurementsof [NO] in Type IV counterflow diffusion

flames with model predictions. Their results indicated a need for refinement of both the

CH and NO reburn chemistry. They observed that a rate coefficient for the prompt-NO

initiation reaction that was 2.5 times that used in the GRI (version 2.11) mechanism

provided excellent agreement between [NO] measurements and predictions. They also
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suggestedthe need for accurate determinationof the CH+H2Oe_CH2OHand the

HCCO+NO_HCN+CO2reactions.

Therehasbeenonly one studyconcerningthe formation of NO in counterflow

diffusionflamesat high pressure(Bonturi et al., 1997),and that hasbeennumericalin

nature. Bonturi et al. (1997) performed computationsof methane-aircounterflow

diffusionflamesat pressuresup to 30 atm andstrainratesup to 1000s_. Theyobserved

that ata constantstrainrate,thecomputed[NO] increaseswith pressureuniformlyfrom 1

to 30 atm. Their studyinvolvedundilutedfuel andpreheatedair, andpeaktemperatures

werebetween2000and2500K. Althoughprompt-NOwasfoundto bedominantin their

flames,asignificantcontributionalsoexistedfrom thermal-NOowing to thesehighflame

temperatures.

2.4.3.2 NO_ formation in Counterflow Partially-Premixed Flames

There have been no previous experimental studies on NOx formation in

counterflow partially-premixed flames. Nishioka et al. (1993) conducted a numerical

study of the NO emission characteristics of methane-air Bunsen-type flames in terms of

the counterflow flame. A detailed kinetic calculation using C2 chemistry with both the

thermal and prompt NO mechanisms was used to predict the flow, temperature, and

concentration fields. The equivalence ratio of the rich mixture was varied from 1.55 to

infinity (which corresponds to a pure diffusion flame), while keeping the flame stretch

constant. The NO emission index of the double flame was found to be of the same order

of magnitude as that of the pure diffusion flame. Moreover, the NO production in the

double flame was not as large as might have been expected from the thick, high-

temperature region. The main reason for this characteristic was the appearance of a

negative production rate through a reverse Fenimore mechanism. The emission index was

found to be rather insensitive to equivalence ratio, whereas it decreased rapidly with

increased flame stretch. The main source of NO formation was found to be thermal at low

stretch rates with a shift to Fenimore at higher stretch rates. This is because production
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throughthe thermalmechanismdecreasesvery rapidly,while that throughthe Fenimore

mechanismftrst increasesandthendecreasesgraduallywith increasingflamestretch.

Numericalcomputationsof NO profiles were obtainedby Li et al. (1997) in

counterflowpartially-premixedflameswith waterspraysaddedto theair stream.Prompt-

NO wasfoundto play adominantrole in NOxformation,andtheNOxemissionindexwas

foundto dependstronglyon the flamestructureandmassfractionof wateraddedin the

air stream. Recent computationsby Blevins and Gore (1999) for low strain-rate,

counterflowpartially-premixedflameshavefocusedon understandingthe flamestructure

with respectto NO formation. Two flamefrontswerefoundto existonoppositesidesof

thestagnationplanefor flameswith fuel-sideequivalenceratiosbelow2.5. Theseflame

frontswere foundto containtwo CH radicalconcentrationpeaks,oneat the locationof

the CI--Ldairpremixedflame front and the other at the fuel-sideedgeof the CO/H2/air

nonpremixedflamefront. NO formationzoneswerefoundon theair-sideof thepremixed

CH peak and near the temperaturepeak correspondingto the CO/HJair nonprernixed

flamefront. NO was foundto beconsumedvia reburnreactionswith hydrocarbonsin a

destructionzonewhich beginson the reactantsideof the CI-Ldairpremixedflame front

andpersiststhroughoutthebroadregionbetweenthetwo CH peaks.

More recently,Zhuet al. (1999)investigatedtheeffectof thermalradiationonNO

predictionsin counterflowpartially-premixedflamesbymodifyingtheOPPDIFcode(Lutz

et al., 1996)to accountfor theeffectof radiation. Radiationheat losswascalculatedin

the opticallythin limit by employingPlanckmeanabsorptioncoefficientsfor CO2,H20,

CO, andCt-I4. The temperaturedependenceof the Planckmeanabsorptioncoefficients

was accountedfor by using fourth-orderpolynomialfits to the resultsof narrowband

calculations.Theyfound thatradiativeheatlosscausedby gaseousemissionchangesthe

temperatureandNO mole fractionssignificantlyin partially-premixedflamesat low fuel-

sideequivalenceratios.
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3. EXPERIMENTAL APPARATUSAND PROCEDURE

3.1 Introduction

The PLIF measurements of [NO], the LIF and LSF measurements of [NO] in

ethane-air and methane-air counterflow diffusion flames, and the LIF measurements of

[NO] in partially-premixed flames were obtained in an atmospheric pressure LIF facility.

The LIF measurements of [NO] in methane-air counterflow diffusion flames at 2 to 12 atm

were obtained in a high-pressure LIF facility. The following sections contain descriptions

of the experimental apparatus used in these facilities.

3.2 Atmospheric Pressure LSF/LIF/PLIF Facility

The atmospheric LSF/LIF/PLIF facility consists of a laser system to generate the

requisite UV radiation, an optical train of apertures and lenses to focus and size the beam,

a burner assembly, a detection system which measures the NO fluorescence, and a data

acquisition system. A detailed description of each subsystem is presented below. While

the LSF and LIF measurements were obtained using the same experimental apparatus, the

PLIF measurements employed a different set of excitation optics and detection system.

The laser system used for generating the UV radiation for NO excitation consisted

of a Quanta-Ray GCR-4 Nd:YAG laser, a PDL-3 dye laser, and a WEX-2C wavelength

extender. Figure 3.1 shows a schematic of the experimental apparatus. Excitation of NO

was achieved through use of the Q2(26.5) line in the y(0,0) band. The Q2(26.5) line was

chosen because (1) the Boltzmann fraction is relatively insensitive to temperature

variations over the range of temperatures of our flames, and (2) other species, such as 02,
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do not interfere spectrally with this NO absorption line (Partridge et al., 1996). The

excitation wavelength was generated by employing the second harmonic (_.= 532 nm) of

the Nd:YAG laser to pump the PDL-3 dye laser, which provided visible radiation at

approximately 574 nm. The dye fundamental was frequency-doubled (M2---287 nm) in the

WEX-2C wavelength extender and the residual Nd:YAG fundamental (1064 nm) was

frequency-mixed with the dye second harmonic to produce a mixed beam at -226 nm.

The four concentric beams (1064, 574, 287, 226 nm) were dispersed using a Pellin-Broca

prism, and the mixed beam exited the WEX vertically polarized.

After the beam left the WEX, it was focused into the probe volume using a 1000-

ram focal-length fused silica lens. The beam diameter and Rayleigh range were -200 gm

and ~8 ram, respectively. The beam diameter was measured experimentally by passing a

razor blade through the beam in steps of 10 gm while monitoring the beam energy using a

photodiode. The beam diameter is defined as the distance between locations

corresponding to the 90% and 10% relative signal levels. A Fabry-Perot wavelength

stabilization system was used to control PDL drift (Cooper and Laurendeau, 1997).

Splitter plates were used to split off small portions of the beam for power monitoring via

photodiodes. For the linear LIT measurements, a photomultiplier tube was used to

monitor the beam energy because of the requisite low laser powers. The measurement of

the beam energy is required for normalization of the fluorescence signal in the case of

linear LIF measurements, and to ensure saturation in the case of LSF measurements.

For LSF/LIF detection, a portion of the isotropically emitted fluorescence was

captured and collimated by a 50-mm diameter, 254-mm focal-length fused silica spherical

lens. To raise the collimated fluorescence beam vertically to the monochrornator entrance

slit height, an image rotator and a 76-mm diameter mirror were used. The raised

collimated beam was then focused onto the entrance slit of a 3/4-m monochromator by

another 254-mm focal-length lens. The detector is a Hamamatsu R106UH-HA

photomultiplier tube which was optimized for temporal resolution of the fluorescence

signal (Hams et al., 1976). A ll0-mm x ll0-rnm, 1200-groove/mm holographic grating

with a 250-nm blaze angle was used in first order to provide a dispersion of 1.1 nm/mm at
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the exit silt. A 1.818-mmwideexit slit wasemployedsoasto spectraUyintegrateovera

2-nmregionof thefluorescencespectrumcenteredon they(0,1)bandof NO.

For all theLSF experiments,theentranceslit was68-gm wide by l-ram tall, thus

defininga probevolumewhichwas68-ginwidealongthediameterof thebeamand l-ram

long alongthe axisof the beam. Usingthis probe volume,the minimumlaserfluence

neededfor -90% saturationwas16.4mJ/mm2opulse.A smallerslit width waschosenfor

the LSF measurementsso asto collect fluorescenceonly from the centerof the beam

wherethelaserirradiancewassufficientlyhigh to ensuresaturation. A 500-pstemporal

windowwasalsosampledat thepeakof thefluorescencepulseusinga StanfordResearch

SystemsSR255fast samplerandanSR200gatescanner.This procedurewasemployed

to againensurethat thedatawascollectedundersaturatedconditions. An SR250gated

integrator was used to capturethe signalsfrom the photodiode, thus measuringthe

relativelaserpower. Theoutput voltagesfrom thefast samplerandgatedintegratorwere

digitized with the SR245computerinterface,and sent to a computerfor storageand

analysis.For the linear LIF measurements, the probe volume was again l-ram long, but

widened to 170 gm along the diameter of the beam. This was done to collect additional

fluorescence from the wings of the beam. The maximum laser fluence permitted for the

linear LIF measurements (-0.1 rnJ/mm2opulse) was determined by attenuating the beam so

as to obtain a linear variation of the fluorescence signal with laser fluence. A temporal

gate width of 7 ns was used for the linear LIF measurements. Each data point for both the

LSF and LIF measurements was averaged over 400 laser shots.

The atmospheric pressure burner system consisted of two opposed cylindrical

ducts, each 2.54 cm in diameter, as shown in Fig. 3.2. Fuel was injected through the

bottom duct and oxidizer through the top, resulting in a flame stabilized on the oxidizer

side of the stagnation plane. To shield the flame from ambient disturbances, an annular

flow of nitrogen was passed through a duct surrounding the fuel inlet stream. A water-

cooled co-annular heat exchanger was used to cool the upper portion of the burner
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assembly. A water bath in conjunction with a temperature controller was employed to

maintain the temperature of the circulating water high enough to avoid condensation on

the burner.

For the PLIF measurements, the excitation optics are mostly the same as that used

for the LSF measurements. A schematic of the PLIF experimental setup is shown in Fig.

3.3. In addition to the LSF excitation optics, a cylindrical lens was used to vertically

expand and collimate the beam, and an aperture/slit assembly was used to clip the wings of

the sheet. Since the Fabry-Perot wavelength stabilization system (Cooper and

Laurendeau, 1997) was not available at the time of the PLIF measurements, an overlap

reference system was used instead. The overlap reference system was composed of

excitation optics, a burner to provide a hot NO source, and a separate detection system to

detect any NO fluorescence induced by the tuned laser. The dye laser was manually tuned

to the NO transition before each experiment by maximizing the signal obtained via the

detection system.

In comparison to the LSF measurements, a broadband detection system was used

for the PLIF measurements. A wide-band interference filter spectrally centered at 250 nm

with a 92-nm FWHM and 6 mm of UG5 CG filter was used in conjunction with an

aberration-corrected, fused-silica, UV-Micro-Nikkor 105-mm focal length, f/4.5 lens. The

spectrally filtered PLIF image was spatially amplified, discretized, and registered using a

Princeton Instruments ICCD detector which incorporated a 578 x 384 pixel charge-

coupled device (CCD). To minimize thermal noise, a thermoelectric cooler was used in

conjunction with an external water chiller/circulator to reduce the temperature of the CCD

to -38°C. A pulse generator was used to provide a gate of appropriate delay and width to

the ICCD, and a detector controller was used to control all ICCD voltages, the

thermoelectric cooler, and the CCD readout. For each image, 1800 fluorescence events

were integrated on chip. Image analysis and reduction were performed on a laboratory

Sparc station using PV-WAVE v.5.0 software (Visual Numerics, Inc.).
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3.3 Thin Filament Pyrometry

The thin filament pyrometry (TFP) technique (Vilimpoc et al., 1988; Ramakrishna

et al., 1995) was used to measure temperatures in the atmospheric pressure methane-air

counterflow diffusion and partially-premixed flames. This technique involves extending a

10-20 lam diameter silicon carbide (SIC) fiber with weighted free ends across the

centerline of the flame and measuring the radiant emission of the fiber using an infrared

detector. A schematic of the optical arrangement consisting of a collimating calcium

fluoride (CaF2) lens, a CaF2 focusing lens, a chopper, a unidirectionally adjustable slit, and

a liquid-nitrogen cooled, indium antimonide (InSb) detector (Graseby Model IS-l), is

shown in Fig. 3.4. The InSb detector has a spectral response over a wide range of

wavelengths in the infrared regime extending from 1.1 to 5.6 btm. In this wavelength

range, the fiber acts as a gray surface with an emittance of 0.88 (Vilimpoc et al., 1988).

The infrared radiation from the filament is collimated by the first CaF2 lens, and focused

onto the adjustable slit by the second CaF2 lens. A 30-gm slit size in the radial direction is

selected in order to minimize detection of background flame emission. The detector

output is amplified using a pre-amplifier (Graseby Model DP-8100) before being sent to a

lock-in amplifier. The optical chopper is used to modulate the infrared radiation at 500

Hz, and the input to the lock-in amplifier is conditioned at the same frequency. The

output signal from the lock-in amplifier is sampled at 3 Hz. Each temperature

measurement is averaged over 30 samples.

The conversion of detector output voltage to temperature requires a non-linear

calibration since the detector output is directly proportional to the emitted radiation and

not to the temperature. Additional details are provided in Appendix A. Initial integrations

with respect to wavelength of the filament graybody emission convoluted with the

detector response and the optics transmission curve are needed for a range of flame

temperatures. The ratio of the above integral to the same integral evaluated at the

calibration temperature is tabulated as a function of temperature. A fifth-order polynomial

fit to this calibration curve is used to convert the measured voltage ratio to temperature.

Background infrared radiation from the flame is measured and subtracted from the
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filament emission before the data is reduced. The filament temperature is corrected for

radiation losses to obtain the gas temperature. Temperatures thus measured yielded a

precision of + 5 K at peak temperatures and + 40 K for temperatures below 1000 K.

One of the limitations of the TFP technique is the need for a flame system with an

accurately known temperature. To address this issue, we calibrated the SiC filament in the

flat flame of a 24-mm square Hencken burner. The surface-mixing Hencken burner

produces a flame that is flat, uniform, steady and nearly adiabatic under the right flow

conditions. At high enough flow rates, heat losses to the burner are minimal, and thus

flame temperatures can be calculated accurately with an adiabatic equilibrium code.

Recently, Hancock et al. (1997) have confirmed this presumption using nitrogen CARS

thermometry and equilibrium calculations. The combined hydrogen and air flow rate for

the calibration flame was 70.1 SLPM at an equivalence ratio of 0.37. The equilibrium

temperature of 1383 K for these conditions was verified by thermocouple measurements.

The actual filament temperature was then found by an inverse radiative heat loss

calculation. Temperatures were subsequently measured using this calibrated filament.

3.4 High-pressure LIF facility

The requisite UV radiation for NO excitation in the high-pressure LIF facility is

generated using a Quanta-Ray DCR-3G Nd:YAG laser, a PDL-2 dye laser, and a WEX-1

wavelength extender. As in the case of the atmospheric pressure measurements, excitation

of NO is achieved through use of the Q2(26.5) transition within the y(0,0) band. The

excitation wavelength is generated by employing the second harmonic 0_= 532 nm) of the

Nd:YAG laser to pump the PDL-2 dye laser, which provides visible radiation at

approximately 572 nm. The dye fundamental is frequency-doubled (L/2=286 nm) in the

WEX-1 wavelength extender and the residual Nd:YAG fundamental is frequency-mixed

with the dye second harmonic to produce a mixed beam at -226 nm. The four concentric

beams (1064, 572, 286, 226 nm) are dispersed using a PeUin-Broca prism, and the mixed
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beamexits the WEX verticallypolarized. A Fabry-Perotwavelengthstabilizationsystem

similar to the one used in the atmosphericpressureLSF/LIF/PLIF facility was also

incorporatedinto thehigh-pressureLIF facility to controlPDL drift.

After leavingthe lasersystem,the beamis focusedwith a 600-mmfocal length

lens,producingaspotsizeof -250 p.movera 1-cmdiametercounterflowburnerdesigned

for use in the high-pressurecombustionfacility describedby Carteret al. (1989). The

pressurevesselhasfour opticalports, two of whichprovide opticalaccessfor the laser

beam through the combustionfacility. Before entering the vessel,the beampasses

through two fused silica plates,which direct two portions of the beamtoward UV-

sensitivephotodiodes.The first photodiodeis usedto producea triggeringpulsefor the

electronics. The beamenergymonitoredusingthesecondphotodiodeis usedto correct

theLIF signalfor variationsinbeamenergy.A two-mirror beamsteeringassemblyis then

usedto raiseanddirect the mainbeamthroughthe centerof the opticalports and thus

over the burner. The remainderof the beamleavingthe high-pressurefacility is directed

to abeamdump.

For fluorescencedetection,we makeuseof an opticalport perpendicularto the

laserentranceandexit ports. A 254-mmfocal-lengthfusedsilicalensis usedto collimate

thefluorescence.A minor assemblythenraisesandrotatesthefluorescenceby 90°. The

fluorescenceis next focusedby a400-mmfocal-lengthfusedsilica lensonto the entrance

slit of a 1-mmonochromator.Thedetectoris a HamamatsuR108UH-HAphotomultiplier

tubewhich is optimizedfor temporalresolutionof the fluorescencesignal(Harris et al.,

1976). Thebroadbandfluorescencesignalencompassesa spectralwidth of-3 nm andis

detectedovera spectralregioncenteredat -236 nm, correspondingto they(0,1)bandof

NO. Eachdatapoint is averagedover600lasershots.

The burner used for the high-pressure[NO] measurements was designed and

fabricated specifically for the high-pressure facility in our laboratory. Figure 3.5 shows a

schematic of the burner. It is entirely made from stainless steel so as to withstand

corrosion in the high-temperature, high-moisture environment inside the pressure vessel.

The counterflow burner system consists of two identical burners mounted on two plates
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andfacingeachother. Thetop platewasmovedrelativeto the bottomplateby meansof

a ball screwwhichwas fixed to thebottomplate. For stability,two shaftsin additionto

the ball screwwere fixed verticallyon the bottom plate. Bearingsprovided in the top

plate allowedfreemovementof the top plateover theshafts. The relativemovementof

thetop platewith respectto thebottomplatepermittedvariationof thedistancebetween

thetwo burners.

Eachburnerconsistsof a 1-cmi.d. innertubesurroundedby a 1.68-cmi.d. outer

tube. The fuel or air is introducedthrough the inner tube, while the annularregion

betweenthe tubesis usedto providea nitrogenguardflow which helps in isolatingthe

combustionenvironmentfrom extraneousair currents. Sinceguard flow is providedin

both directions,minimal influenceof the externalflow field is ensuredon the flame.

Furthermore,theguardflow rateis adjustedsothatthe velocityof the guardflow always

matchesthat of the fuel andair. Multiple disksof sinteredmetalareplacedwithin both

tubesto avoidradialandcircumferentialgradientsin theflow. Hastelloyhoneycombdisks

areplacedat theendof the tubesto providea uniformvelocity profile at the exit of the

burners.Theoutertubeissurroundedby anannularregionin whichwater iscirculatedto

coolthe burner. A high-pressurepumpisusedto maintainsufficientflow of waterathigh

vesselpressures.In addition,a heateris usedto maintainthe temperatureof the cooling

waterhighenoughto avoidcondensationon thesurfaceof theburners.
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4. QUANTWICATION OFPLIFMEASUREMENTSOF NITRIC OXIDE IN

LAMINAR PARTIALLY-PREMIXED FLAMES

4.1 Introduction

Planar laser-induced fluorescence (PLIF) is a nonintrusive optical diagnostic tool

for making two-dimensional measurements of relevant species concentrations. PLIF

measurements achieve high temporal and spatial resolution via the use of both high-power

pulsed lasers and intensified-charge-coupled-device (ICCD) detectors. However,

obtaining quantitative species concentrations from a raw PLIF image requires correcting

that image for errors associated with variations in the Boltzmann fraction, the overlap

fraction and the electronic quenching rate coefficient. These measurement parameters

depend to varying degrees on the local temperature, pressure, and major-species

concentrations. Of these three measurement parameters, correcting for the influence of

variations in the electronic quenching rate coefficient is the most difficult, and represents

the primary limitation to realizing quantitative PLIF imaging of species concentrations

(Hanson et al., 1990). Owing to this difficulty, PLIF is most often used as a qualitative

field diagnostic. On the other hand, laser-saturated fluorescence (LSF) measurements are

relatively independent of both the laser spectral irradiance and the electronic quenching

rate coefficient. Thus, PLIF measurements can be made more quantitative by utilizing

selected LSF point measurements.

Recent advancements in both the measurement of electronic quenching cross-

sections at flame temperatures (Drake and Ratcliffe, 1993) and the modeling of electronic

quenching rate coefficients (Paul et al., 1993) allow for improved PLIF concentration

images. These improvements can be used to implement numerically-based correction

schemes (Paul et al., 1994) which enhance the quantitative nature of PLIF concentration
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images. However, in addition to electronicquenchingcross-sectionsfor the major

species,theseadvancedcorrectionschemesrequirespatially-resolvedmeasurementsof the

major-speciesconcentrations. Although such measurementsare feasible,they require

extensiveif not unique experimentalresources. Moreover, the requisitemajor-species

electronicquenchingcross-sectionshavebeenmeasuredfor only a limited numberof

probe species. Hence, the generalimplementationof numerically-basedcorrection

schemesfor PLIFmeasurementswould requiresignificantlead-timefor bothcross-section

measurementsandmodelvalidation.

Basedon thesedifficulties,the objectivesof this studyare to obtainPLIF images

of nitric oxide (NO) concentration[NO] in laminarpartially-premixedflamesand to

demonstrateanexperimentally-basedPLIF quantificationprocedure. The efficacyof the

quantificationprocedureis assessedbycomparisonof calibratedPLIF measurementswith

quantitativeLSF point measurements.The work presentedhere is an extensionof a

previousinvestigation(Partridge,1996)which assessedthe quantitativenatureof PLIF

measurementsin an inverse-diffusionflame(IDF). Thispreviousstudywasconductedin

anaxial inverse-diffusionflamecenteredwithin anannularfuel-richpremixedcombustion

zone. The quantitativenatureof PLIF imagesof [NO] in the inverse-diffusionflamewas

assessedrelativeto 290 independentLSF measurementsof [NO] taken throughoutthe

imagedenvironment. Comparisonsbetween the two measurementswere made by

sampling the PLIF image at locations and areas correspondingto the 290 point

measurements.Here, insteadof assessinguncorrectedPLIF measurements,we focuson

obtainingsemi-quantitativePLIF imagesof [NO] in flamesthatpresentpotentiallyharsher

environmentsthanthepreviousinverse-diffusionflame.

Partially-premixedflamesoffer a difficult environmentfor theassessmentof PLIF

becauseof their wide range of temperatures,stoichiometriesand major-species

concentrations.On this basis,we investigatedtwo flameconfigurationsstabilizedon a

concentric-tubeburnerwith anoverallequivalenceratio of 0.5 andfuel-tubeequivalence

ratiosof 1.33and2.22, respectively.Theseflameswereselectedbecausepreviouswork

(Kim et al., 1995) over a wide range of fuel-tube equivalenceratios (1.1 10)
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demonstratedthat the NO emissionindices were at their maximum and minimum,

respectively,for theseflameconditions. For bothconfigurations,NO production occurs

primarily betweenan inner premixedand an outer nonpremixedflame front, which

constitutesthecharacteristicdual-flamestructureof partially-premixedflames(Kim et al.,

1995).

4.2 Experimental Techniques

We begin with a brief description of the experimental facility used in the PLIF and

LSF measurements. A more detailed description is provided by Reisel et al. (1993).

Excitation of NO is achieved through use of the Q2(26.5) line in the y(0,0) band. The

Q2(26.5) line was chosen because (1) the Boltzmann fraction is relatively insensitive to

temperature variations over the range of temperatures of our flames, and (2) other species,

such as 02, do not interfere spectrally with this NO absorption line (Partridge et al., 1996).

The excitation wavelength is generated by employing the second harmonic (X= 532 nm) of

a Quanta-Ray GCR-4 Nd:YAG laser to pump a PDL-3 dye laser, which provided visible

radiation at approximately 574 nm. The dye fundamental was frequency-doubled

(L/2=287 nm) in a WEX-2C wavelength extender and the residual Nd:YAG fundamental

was frequency-mixed with the dye second harmonic to produce a mixed beam at -226 nm.

The four concentric beams (1064, 574, 287, 226 nm) were dispersed using a Pellin-Broca

prism, and the mixed beam exited the WEX vertically polarized.

After the beam left the WEX, it was focused into the probe volume where the

waist diameter and Rayleigh range were -50 gm and ~8 mm, respectively. A Fabry-Perot

wavelength stabilization system was used to control PDL drift (Cooper and Laurendeau,

1997). Splitter plates were used to split off small portions of the beam for power

monitoring via photodiodes. The beam energy monitored by the photodiodes is required

for normalization of the fluorescence signal in the case of PLIF, and to ensure saturation in

the case of LSF measurements. For the LSF measurements, the fluence needed for -90%

saturation is 16.4 mJ/mm2.pulse. In addition, for the PLIF measurements, a cylindrical
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lenswasusedto verticallyexpandandcollimatethe beam,and anaperture/slitassembly

wasusedto clip thewingsof thesheet.

For LSF detection, a portion of the isotropically emitted fluorescencewas

captured and the collimated beam was focused onto the entrance slit of a 3/4-m

monochromator.The detectoris a HamamatsuR106UH-HA photomultipliertubewhich
p

was optimized for temporal resolution of the fluorescence signal (Hams et al., 1976). For

all the LSF experiments, the entrance slit was 68-gm wide by 1-mm tall, thus defining a

probe volume which is 68-gm wide along the diameter of the beam and 1-mm long along

the axis of the beam. A l l0-mm x 110-mm, 1200-groove/mm holographic grating with a

250-rim blaze angle was used in first order to provide a dispersion of 1.1 nm/mm at the

exit slit. A 1.818-mm wide exit slit is used so as to spectrally integrate over a 2-nm region

of the fluorescence spectrum centered on the y(0,1) band of NO. A 500-ps window at the

peak of the fluorescence pulse is sampled using a Stanford Research Systems SR255 fast

sampler and an SR200 gate scanner. Each data point was averaged over 400 laser shots.

In comparison to the LSF measurements, a broad-band detection system was used

for the PLIF measurements. A wide-band interference filter spectrally centered at 250 nm

with a 92-nm FWHM and 6 mm of UG5 CG filter was used in conjunction with an

aberration-corrected, fused-silica, UV-Micro-Nikkor 105-mm focal length, f/4.5 lens. The

spectraUy filtered PLIF image was spatially amplified, discretized, and registered using a

Princeton Instruments ICCD detector (Princeton Instruments ST-130) which incorporated

a 578 x 384 pixel charge-coupled device (CCD). To minimize thermal noise, a

thermoelectric cooler was used in conjunction with an external water chiUer/circulator

(Lauda RMT-6, Brinkmann Instruments) to reduce the temperature of the CCD to -38 ° C.

A pulse generator was used to provide a gate of appropriate delay and width to the ICCD,

and a detector controller was used to control all ICCD voltages, the thermoelectric cooler,

and the CCD readout. For each image, 1800 fluorescence events were integrated on chip.

Image analysis and reduction were performed on a laboratory Sparc station using PV-

WAVE v.5.0 software (Visual Numerics, Inc.)
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Theannularco-flow burnerusedin thisstudyis shownin Fig. 4.1. It consistedof

a central4.6 mm i.d. fuel tube and a concentricco-flow air tube 25 mm in diameter.

Partial premixing was accomplished by adding the desired amount of air to ethane in the

fuel tube at a sufficient distance before the bumer assembly so as to obtain molecularly

mixed flow. The flow rate of the fuel was held at 0.15 slpm for both flames. The annular

air tube was used to deliver a co-flow of oxygen in nitrogen at a dilution ratio of 3.76.

Finally, an outer argon guard flow was employed to separate the combustion environment

from the surrounding room air.

4.3 Results and Discussion

Using the aforementioned experimental apparatus, PLIF and LSF measurements of

[NO] were made in atmospheric pressure, laminar, ethane-air partially premixed flames.

In particular, we investigated two flames with fuel-tube equivalence ratios (¢B) of 1.33 and

2.22, respectively, and an overall equivalence ratio ¢o=0.5. The calibration factor for the

LSF measurements was determined using a standard NO doping technique in a _=0.8

premixed C2I-I6/O2/N2 flame with a dilution ratio of 3.76 (Reisel et al., 1993). The

calibration was conducted at a height of 4 mm from the burner surface. The NO

concentration relative to the calibration flame temperature was then determined from a

combination of Eqs. (2.13) and (2.21), i.e.,

Nppm,Rr = CF S_ , (4.1)

where CF is a calibration factor determined from the slope of the fit to the calibration data,

and Sv is the digital fluorescence signal.

Although LSF measurements can be considered quantitative, it is important to

address the limitations associated with this method. We have recently made comparisons

between LSF measurements of [NO] in ethane-air counterflow flames and similar linear

LIF measurements corrected for variations in the electronic quenching rate coefficient

(Ravikrishna et al., 1997). A four-level model was also used to investigate the effects of
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rotational energy transfer (RET) on the LSF measurements. The excellent comparison

(+ 5-22%) between the quenching-corrected linear LIF and the LSF measurements at

locally fuel-lean and stoichiometric mixture fractions verifies the validity of the LSF

technique for these conditions. However, there is a slight but consistent discrepancy

between the linear LIF measurements and the LSF measurements at local equivalence

ratios above 1.6. If the quenching corrections for the linear LIF measurements are

assumed to be accurate, then this discrepancy in the LSF measurements may be attributed

to a change in the collisional branching ratio (ratio of rotational relaxation to electronic

quenching rate coefficients) of a factor of three from lean to rich stoichiometries.

Although little information is available in the literature on the RET dynamics of NO, this

change in the collisional branching ratio might seem improbable. Another possibility is

that the electronic quenching cross-sections required for fuel-rich conditions need further

refinement.

For our comparison of LSF and PLIF measurements, we focus only on quenching

variations as compared to other potential errors. This is because the Boltzmann fraction is

relatively insensitive to temperature variations (< 10%) over our temperature range of

1000-2000 K. Moreover, both the LSF and linear LIF measurements would be corrected

equally, if any correction at all were warranted. Secondly, as discussed above, quenching-

corrected linear LIF measurements agree very well with LSF measurements for a wide

range of stoichiometries from fuel-lean (9 = 0.6) to moderately fuel-rich (9 = 1.6)

conditions. In the present work, this discrepancy is obviously not an issue for the _s=1.33

flame. In addition, for the _B=2.22 flame, the NO measured in the central fuel-rich region

is insignificant. Most of the NO is formed in the interflame region where _ < 1.6. Thus,

for the present measurements, corrections for rotational relaxation are negligible.

Consequently, for the flame conditions studied in this paper, we are justified in using LSF

as a "standard" against which to assess the quantified PLIF measurements.

The baseline LSF measurements for the two partially-premixed flames are shown

in Figs. 4.2 and 4.3. In both cases, the NO concentrations increase with increasing height

above the burner. As expected, the radial [NO] profiles are generally double-humped at
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lower elevationsandparabolicat higherelevationsin the flame(Kim et al., 1995). The

parabolicstructureresultsfrom radialmixingdownstreamof the initial annularregionsof

NO productionandalsothe additionaldownstreamformationof thermalNO alongthe

centerlineof thedual-flameregion.

PLIF imagesof thesameflamesareshownin Figs.4.4 and4.5. EachPLIF image

is carefullycorrectedfor laserenergyvariations,lasersheetnonuniformities,and laser-

inducedbackground.The NO fluorescenceimageis not correctedfor nonuniformitiesin

the lasersheetdistributionon a shot-by-shotbasis,but rathervia an averagedRayleigh

scatteringimage.For thisreason,shot-to-shotfluctuationsin the lasersheetgetlost in the

on-chipintegration,andthus subtlelinesappearin thefinal images. ThesePLIF images

displaythesamegeneral[NO] distributionsastheLSF results,but with -18 timesbetter

spatialresolution.

Experimentally-basedcorrectionschemescanbe usedto enhancethe quantitative

nature of uncorrectedPLIF images(Partridge, 1996). Such correction schemesuse

selective,directly-measuredandhighlyquantitativesecondarymeasurementsas input to

thePLIFmeasurements.Implementationof suchanexperimentally-basedschemerequires

only theability to makea few quantitativemeasurements,which is a significantreduction

in resourcesneeded,as comparedto numerically-basedcorrection schemes. Hence,

experimentally-basedcorrection schemesshould provide a more broadly applicable

method for enhancing the quantitative nature of PLIF species concentration

measurements.

The numberof secondaryLSF measurementsrequiredfor the implementationof

anexperimentally-basedPLIF enhancementprocedureis directly relatedto our existing

knowledgeconcerningthe flameenvironment.In environmentswith negligiblevariations

in the electronicquenchingrate coefficient, a single LSF measurementis sufficient.

However, multiple LSF measurementsmay be required for flames with significant

gradientsin thequenchingratecoefficient,Qe,asNTo_Qe. Significantgradientsin Qeare

expectedin partially-premixedflames owing to their wide range of temperatures,

stoichiometfiesandmajor-speciesconcentrations.Nevertheless,in this study,we utilizea
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singleLSF point measurementto quantifythe entire image and then assess the resulting

semi-quantitative PLIF measurements by comparison with our previous LSF

measurements. The purpose of this approach is to demonstrate that sufficiently

quantitative PLIF measurements can be obtained with minimal LSF point measurements.

The quantitative nature of the PLIF measurements could be further enhanced by utilizing

additional LSF point measurements (for example, one or more at each elevation).

However, a priori information about the flame environment is required in order to select

the optimum number and location of LSF measurements.

For the _B=2.22 flame,, the PLIF image is scaled based on the LSF point

measurement at an intermediate elevation of 15 mm and a radial location of -6 mm. This

point lies in the interflame region of this partially-premixed flame, a region where

significant NO is present. Utilization of any other point in the interflame region at any

height yields similar results. This observation is indicative of the generality of this

quantification technique. Similarly, for the _B=1.33 flame, the PLIF image is scaled based

on the LSF point measurement at an intermediate elevation of 10 mm and a radial location

of-4 mm. This again corresponds to a location in the interflame region where the NO

concentration is significant.

To quantitatively compare the LSF and PL/F measurements, each PLIF image was

sampled at locations corresponding to the spatial locations of the LSF measurements.

Moreover, at each sample location in the image, binning was employed to create a sample

region 19-pixels long in the radial dimension by 1-pixel tall in the axial dimension. This

corresponded to an area in the laser sheet ~l.06-mm long by -56-1_m tall, which compares

well with the area (1-mm long by 68-1xm tall) sampled by the LSF measurements.

Comparisons of the binned semi-quantitative PLIF measurements with the LSF

measurements are shown on an elevation-specific basis for the two partially-premixed

flames in Figs. 4.6 and 4.7. Good agreement prevails at all elevations in both flames. In

fact, more than 90% of the quantified PLIF measurements are within the uncertainty of



Figure 4.4: Quantified PLIF image of the <pB=2.22 flame. The color bar indicates 
the [NO] in ppm relative to the calibration flame. The image spans 24-mm in the 
radial direction and 20-mm in the axial direction. 

56 



Figure 4.5: Quantified PLIF image of the <pB=1 .33 flame. The color bar indicates 
the [NO] in ppm relative to the calibration flame. The image spans 24-mm in the 
radial direction and 20-mm in the axial direction. 
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8.69 x 1013 cm "3.



60

the LSF measurements based on a 95% confidence interval. This implies that a majority

of the PLIF measurements are within -22% of the LSF measurements at the peak NO

locations. While discrepancies exist at locations in the inner premixed region and at the

edge of the outer diffusion flame, the NO concentrations at these locations are small (< 10

ppm). Furthermore, although the discrepancy is slightly greater at the highest elevations,

the mean error averaged over all locations with reasonable [NO] (> 10 ppm) is only 23.2%

for the ¢8=2.22 flame and 21.9% for the ¢B=1.33 flame.

Since the PLIF images involved on-chip integration of multiple PLIF events,

information concerning shot-to-shot fluctuations is lost. Hence, the uncertainty for PLIF

was determined from multiple images of a similar flame from previous work (Partridge,

1996). In particular, because the present PLIF images were obtained using an identical

experimental setup and the same image processing routines, we estimate the uncertainty in

our PLIF measurements to be approximately 28% (Partridge, 1996). However, the

uncertainty bars accompanying the PLIF measurements are not shown for the sake of

clarity in Figs. 4.6 and 4.7.

For flame environments with more significant gradients in the electronic quenching

rate coefficient, the above procedure could be extended to make PLIF measurements more

quantitative. For any flame, elevation-specific corrections could be implemented in

regions of high [NO] in the uncorrected PLIF image. A single LSF point measurement

could be obtained in a region of significant [NO] at each elevation, and the PLIF

measurements in this region could be scaled based on the local LSF measurement. PLIF

measurements at intermediate elevations could be scaled by a factor which is obtained by

linearly interpolating the scaling factors at the pre-selected elevations.

4.4 Conclusions

PLIF measurements of [NO] have been obtained in atmospheric pressure, laminar,

partiaUy-premixed ethane-air flames. Two flames were investigated with fuel-tube

equivalence ratios of 1.33 and 2.22, respectively, and an overall equivalence ratio of 0.5.
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LSF andPLIF measurementsindicatethe samegeneral[NO] trendsat all elevationsin

both flames. PLIF imagesfor both flamesaremadequantitativeby scalingeachimage

basedon a singleLSF point measurement.The quantificationprocedureis assessedby

comparingPLIF measurementswith two-dimensionalarraysof LSF measurements.The

comparisonsshowgoodagreementbetweenPLIFandLSF measurementsat all elevations

in both flames. In fact,over90%of thePLIF measurementsfall within theuncertaintyof

theLSF measurements.

We believethat the partially-premixedco-flow flamesstudiedhere representa

robust scenariowith respect to typical variations in the electronic quenchingrate

coefficient for atmosphericpressurelaminar flames, mainly becauseof the varying

stoichiometry and temperaturesacross these flames. More importantly, we have

successfully demonstrated that semi-quantitativePLIF measurements,which are

sufficientlyaccuratefrom an engineeringstandpoint,canbe obtainedvia a simpleone-

point calibrationtechnique,evenin suchflames.
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5. COMPARISONOFLSFAND LINEAR LIF MEASUREMENTS OF NITRIC

OXIDE IN COUNTERFLOW DIFFUSION FLAMES

5.1 Introduction

Numerically-based correction schemes for PLIF or linear LIF measurements

generally require spatially-resolved measurements of the major-species concentrations in

addition to electronic quenching cross-sections for these same major species. Although

such measurements are feasible, they require extensive if not unique experimental

resources. We can avoid such measurements by considering instead the structure of a

counterflow diffusion flame which lends itself very well to modeling owing to its quasi-

one-dimensionality. Several studies using detailed chemistry and transport properties have

shown that major species concentrations in counterflow diffusion flames are predicted

accurately when compared to measurements (Trees et al., 1995; Magre et al., 1995; Sun et

al., 1996b). Hence, this flame configuration is an ideal testbed to compare and assess

various diagnostic techniques, such as LSF and linear LIF, since quenching corrections

can be made by utilizing the predicted major species concentrations.

Linear LIF measurements need to be corrected for variations in both the electronic

quenching rate coefficient and the laser irradiance. On the other hand, LSF measurements

are relatively independent of both the laser irradiance and the electronic quenching rate

coefficient. Consequently, LSF measurements are fairly quantitative, with a detection limit

of-1 ppm (Reisel et al., 1993). However, it becomes impossible to saturate NO at

pressures much greater than atmospheric. Therefore, a need exists to quantify the effect

of the electronic quenching rate coefficient so as to make LIF measurements feasible at

higher pressures.
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Motivated by the abovefactors, we presentin this chapter a comparisonof

broadbandLSF measurementsof [NO] in atmosphericethane-aircounterflow diffusion

flameswith linear LIF measurementsof [NO] in the sameflames. The major species

concentrations obtained from a Sandia opposed-flow flame code (Lutz et al., 1996) are

used in conjunction with quenching cross-section correlations from the literature (Paul et

al., 1995) to estimate the local rate coefficients for electronic quenching in each flame.

The efficacy of the quenching correction on the linear LIF measurements and the effect of

rotational energy transfer (RET) on the LSF measurements are assessed by comparing the

linear LIF and LSF measurements. Four flames with strain rates varying from 5 to 48 s1

were selected. The fuel stream consisted of 14.5% by volume of ethane and 85.5% by

volume of nitrogen. These flames were highly diluted to avoid soot and to keep the

temperatures low enough so as to avoid consideration of the influence of radiative heat

loss on NO formation.

5.2 Experimental Techniques

We begin with a brief description of the experimental facility used in the LSF/LIF

measurements. A more detailed description is presented elsewhere (Reisel et al., 1993).

Excitation of NO is achieved through use of the Q2(26.5) line in the y(0,0) band. The

Q2(26.5) line was chosen because (1) the Boltzmann fraction is relatively insensitive to

temperature variations over the range of temperatures of our flames, and (2) other species,

such as 02, do not interfere spectrally with this NO absorption line (Partridge et al., 1996).

The excitation wavelength is generated by employing the second harmonic ()_= 532 nm) of

a Quanta-Ray GCR-4 Nd:YAG laser to pump a PDL-3 dye laser, which provided visible

radiation at approximately 574 nm. The dye fundamental was frequency-doubled

(L/2=287 nm) in a WEX-2C wavelength extender and the residual Nd:YAG fundamental

was frequency-mixed with the dye second harmonic to produce a mixed beam at -226 rim.

The four concentric beams (1064, 574, 287, 226 nm) were dispersed using a Pellin-Broca

prism, and the mixed beam exited the WEX vertically polarized.
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After the beamleft the WEX, it was focusedinto the probe volumewherethe

beamdiameterandRayleighrangewere -200 gm and-8 mm, respectively.The beam

diameterwasmeasuredexperimentallyby passinga razorbladethroughthebeamin steps

of 10gm whilemonitoringthe beamenergyusinga photodiode. The beamdiameteris

thendefinedasthedistancebetweenlocationscorrespondingto the90% and10%relative

signallevels. A Fabry-Perotwavelengthstabilizationsystemwas usedto control PDL

drift (CooperandLaurendeau,1997). Splitterplateswereusedto split off smallportions

of the beam for power monitoring via photodiodes. In the case of linear LIF

measurements,aphotomultipliertubewasusedto monitorthebeamenergybecauseof the

requisite low laser powers. The measurementof the beam energy is required for

normalizationof the fluorescencesignalin the caseof linearLIF measurements,and to

ensuresaturationin thecaseof LSF measurements.

For LSF/LIF detection,a portion of the isotropicallyemitted fluorescencewas

captured and the coIlimated beam was focusedonto the entrance slit of a 3/4-m

monochromator.The detectoris a HamamatsuR106UH-HAphotomukipliertubewhich

wasoptimizedfor temporalresolutionof thefluorescencesignal(Harriset al., 1976). For

all the LSF experiments,theentranceslit was68-gin wide by 1-mmtall, thusdefininga

probevolumewhich is 68-gmwide alongthediameterof thebeamand 1-mmlongalong

the axisof the beam.For this probevolume,theminimumlaserfluenceneededfor -90%

saturation was 16.4 mJ/mm2.pulse. A smaller slit width was chosenfor the LSF

measurementsso asto collect fluorescenceonly from the centerof the beamwherethe

laserirradianceis sufficientlyhighto ensuresaturation. A 500-pstemporalwindow was

also sampledat the peak of the fluorescencepulseusinga StanfordResearchSystems

SR255fast samplerandan SR200gatescanner.This procedurewasemployedto again

ensurethatthedatawascollectedundersaturatedconditions.

For the linearLIF measurements,the probevolume wasagain 1-mmlong, but

widenedto 170lamalongthe diameterof thebeam. This wasdoneto collectadditional

fluorescencefrom thewingsof the beam. Themaximumlaserfluencepermittedfor the

linearLIF measurements(--0.1mJ/mm2°pulse)wasdeterminedby attenuatingthebeamso
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asto obtain a linear variation of the fluorescence signal with laser fluence. A 110-mm x

110-mm, 1200-groove/mm holographic grating with a 250-nm blaze angle was used in

first order to provide a dispersion of 1.1 nm/mm at the exit slit. A 1.818-mm wide exit slit

was employed so as to spectraUy integrate over a 2-nm region of the fluorescence

spectrum centered on the y(0,1) band of NO. For the LSF measurements, A temporal

gate width of 7 ns was used for the linear LIF measurements. Each data point was

averaged over 400 laser shots.

The burner system consisted of two opposed cylindrical ducts, each 2.54 cm in

diameter (Yang and Puff, 1993), as shown in Fig. 5.1. Fuel was injected through the

bottom duct and oxidizer through the top, resulting in a flame stabilized on the oxidizer

side of the stagnation plane. To shield the flame from ambient disturbances, an annular

flow of nitrogen was passed through a duct surrounding the fuel inlet stream. A water-

cooled co-annular heat exchanger was used to cool the upper portion of the burner

assembly. A water bath in conjunction with a temperature controller was employed to

maintain the temperature of the circulating water high enough to avoid condensation on

the burner.

Four flames were studied with strain rates varying from 5 to 48 s 1. For the fuel

dilution that we have chosen, these strain rates represent the entire range up to extinction.

We have defined the strain rate as the sum of the fuel and oxidizer nozzle exit velocities

divided by the nozzle separation distance (Magre et al., 1995). The distance between the

two burners is maintained at 2 cm for all the flames. From Lin and Faeth (1996), the value

of the stoichiometffc mixture fraction (Zs,) below which soot would form in ethane-air

flames is 0.13. The flames studied in this work are free of soot since dilution causes the

value of Zst for all the flames to be 0.29.

5.3 Results and Discussion

The calibration factor for the LSF measurements was determined using a standard

NO doping technique in a _=0.8 premixed C:I-I6/O2/N._ flame with a dilution ratio of 3.76
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(Reiselet al., 1993). Thecalibrationwasconductedat aheightof 4 mmabovetheburner

surface. TheNO concentration in ppm relative to the calibration flame temperature can

then be determined from

Nvp,,.Rr = CrSF , (5.1)

where Cr is a calibration factor determined from the slope of the fit to the calibration data

and Sr is the digital fluorescence signal. The [NO] in absolute ppm can be expressed as

,,o.RT,

where T is the flame temperature, Tc is the temperature of the calibration flame, and fs is

the Boltzmann fraction. The Boltzmann fraction is relatively insensitive to temperature

variations (<10%) over a temperature range of 1000 - 2000 K. Since most of the NO is

formed in high temperature regions, corrections for variations in the Boltzmarm fraction

are unnecessary. There are a few points in the wings of the [NO] profile where the

temperatures are below 1000 K; however, the NO concentrations at these locations are

small and thus Boltzmann corrections are superfluous.

Numerical computations for all the flames were conducted using OPPDIF, a

Sandia opposed-flow flame code (Lutz et al., 1996). The mathematical model reduces the

two-dimensional, axisymmetric flow field to a one-dimensional formulation by using a

similarity transformation. The model predicts the species, temperature, and velocity

profiles along the centerline in the core flow between the two burners. A detailed

derivation of the governing equations is given by Kee et al. (1988). The GRI mechanism,

version 2.11 (Bowman et al., 1995), containing 49 species and 279 reactions is used to

handle the chemical kinetics.

Temperatures were measured with a 76-_trn, Pt/Pt-10%Rh uncoated thermocouple

along the centerline of the region between the burners. Figure 5.2 shows a typical

comparison between measured temperatures, uncorrected for radiative heat loss, and

predicted temperatures. The measured temperature profile appears to be slightly thicker

than the predicted profile. This can be attributed to the disturbance caused by the
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presence of the thermocouple in the flowfield. Previous studies on the structure of

counterflow diffusion flames have shown that the computed temperature profile agrees

very well with the experimental temperature profile when measured using nonintrusive

optical techniques such as CARS and spontaneous Raman scattering (Magre et al., 1995;

Sung et al., 1995; Sun et al., 1996a). Recent temperature measurements in methane-air

counterflow diffusion flames using thin filament pyrometry have also shown excellent

agreement with OPPDIF model predictions (Ravikrishna and Laurendeau, 1999a).

Consequently, the predicted temperature profile was used in Eq. (5.2) to evaluate [NO].

Computed peak flame temperatures varied from 1686 K at a strain rate of 5.12 s-1 to 1579

K at a strain rate of 48.34 s 1. These low flame temperatures are consistent with NO

production primarily by the prompt mechanism for our experimental conditions.

Figures 5.3-5.6 present LSF measurements of [NO] in the ethane-air counterflow

diffusion flames with strain rates of 5.12, 20.53, 35.03, and 48.34 s1, respectively. The

uncertainty associated with the accuracy of the LSF measurements at peak [NO] locations

based on a 95% confidence interval is ~21%, with an increase to -30% at the edges of the

[NO] profile (see Appendix B). As expected, the peak NO concentrations decrease with

an increase in flame stretch. This is mainly due to the decline in the residence time in high

temperature zones (Drake and Blint, 1989; Nishioka et al., 1994). Since the peak

temperature decreases with an increase in flame stretch, there is also a decrease in the net

NO production rate. The width of the NO profile becomes narrower with an increase in

stretch owing to the increased velocity gradients.

Linear LIF measurements of [NO] were also obtained in the four flames. All

measurements were made in the regime for which the LIF signal response is linear with

laser irradiance. This avoided problems that can be encountered with partial saturation.

The absence of saturation was checked by measuring the fluorescence signal as a function

of laser irradiance. The laser irradiance was varied using a Rochon prism which divides

the incident beam into an ordinary beam which traverses the prism undeviated and an

extraordinary beam which is deviated from the ordinary beam. Over the range of laser

irradiances used, the response was clearly linear. It is very important to accurately know
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the laser irradiance used to normalize the fluorescence signal. Since the laser energy was

very low, a photomultiplier tube was used to monitor the laser energy.

The calibration was performed in the same manner as for the LSF measurements.

The linear LIF measurements were corrected for variations in the quenching rate

coefficient so as to determine [NO] in absolute ppm by

AVP"'I'a&_ t Tc)t fB(T)) t Qe,c) ppm,RT

where Q< is the local electronic quenching rate coefficient and Qe,< is the electronic

quenching rate coefficient in the calibration flame. Equation (5.3) can be simplified from

Eq. (2.23) since the overlap fraction is nearly constant among flames at constant pressure.

The electronic quenching rate coefficient is calculated using the major species

concentrations from the OPPDIF code (Lutz et al., 1996) and the quenching cross-

sections from Paul et al. (1995). Although the GRI mechanism is more suitable for

modeling methane-air flames, major-species concentrations for ethane-air flames are still

predicted quite well (Reisel et al., 1997) and such species account for over 93% of the

total electronic quenching rate for our conditions.

Figures 5.3-5.6 also present comparisons of corrected LIF measurements with LSF

measurements in the four counterflow flames. In addition, Fig. 5.3 shows a comparison

between the uncorrected LIF and the LSF measurements. The agreement between the

LSF and the corrected LIF measurements is excellent in the peak [NO] region and on the

fuel lean side of the flame. At these locations, the corrected LIF measurements fall within

the uncertainty of the LSF measurements in all four flames. A complete uncertainty

analysis for these measurements is presented in Appendix B. The agreement is also

reasonable on the fuel-rich side. The quenching correction for the LIF measurements is

almost negligible on the fuel-lean side, increasing to about 20% at stoichiometric

conditions and increasing further to 50% on the fuel-rich side. The uncertainty bars for

the LIF measurements are not shown in Figs. 5.3-5.6 for the sake of clarity. However, for

an uncertainty in the LIF measurements that varies from -22% at peak [NO] locations to

-35% at the edges of the [NO] profiles (95% confidence interval), we note that the
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uncertainty bars for the LIF and LSF measurements overlap at most of the locations on

the fuel-rich side in all flames. However, the slight differences between the corrected LIF

and LSF measurements on the fuel-rich side are consistent and require further explanation.

The typical variation of the local electronic quenching rate coefficient (Qe) with

mixture fraction in a counterflow diffusion flame is shown in Fig. 5.7. The electronic

quenching rate coefficient changes little in the fuel-lean and stoichiometric regions.

However, it decreases rapidly in the fuel-rich region. Since [NO] is directly proportional

to the local electronic quenching rate coefficient in accordance with Eq. (5.3), the rapid

decrease in Qe translates into slightly lower LIF measurements as compared to LSF

measurements in most of the fuel-rich region. This is clearly observable in Fig. 5.3, which

displays both uncorrected and corrected LIF measurements. Nevertheless, the results are

generally quite satisfactory and, in fact, establish a robust protocol for making essentially

quantitative measurements of [NO] in counterflow flames at higher pressures. Since it is

nearly impossible to saturate NO at pressures greater than 3 atm (Reisel and Laurendeau,

1994), linear LIF measurements must be employed in such flames, which can then be

corrected for variations in the electronic quenching rate coefficient via the procedures

described in this chapter. The inability to saturate at high pressures is due to increased line

broadening. This broadening causes wings of neighboring lines to be excited along with

the primary line, thus making it difficult to maintain saturation as the wings of these lines

begin to predominate.

The slight discrepancy between the LSF and linear LIF measurements cannot be

solely associated with quenching variations arising out of minor species. At a typical

location on the fuel-lean side, major species such as CO2, H20, 02, N2, and CO account

for nearly 99% of the quenching and minor species such as OH, O, and H account for

about 1%, most of which is from OH. On the fuel-rich side, at a typical location, major

species such as CO2, H20, N2, 02, and CO account for 93% of the quenching, while the

contribution from minor species such as C2H2 and C2I-L is around 7%. Further

understanding of the small discrepancy in the fuel-rich region can be gained by considering

computed hydrocarbon concentration profiles potentially associated with reduced
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electronicquenchingof NO (Fig. 5.7). In particular, the decreasein the electronic

quenchingrate coefficientoccursprimarily in a regionwhere intermediatehydrocarbons

suchasC:I-L andC2H2displaytheir peakconcentrations.Thus, anyuncertaintyin their

concentrationsor quenchingcross-sectionscould account for some of the observed

discrepancy.For example,the maximumuncertaintyin the quenchingcross-sectionsfor

C2t-I4andC2H2(Paulet al., 1995)canaccountfor -10% of the observeddiscrepancyin

the fuel-rich region. An additionalcomplicationis the presenceof other hydrocarbon

speciesin the fuel-richregion,whicharenot accountedfor in the quenchingcorrelations

of Paulet al. (1995).

The effects of electronicquenchingand rotational energy transfer (RET) on

quantitative[NO] measurementswhenutilizing LSF canalsobeaddressedby considering

a genericfour-level model (Cooper, 1997; Lucht et al., 1980). By calibrating in a

referenceflame and changingflame environments,we changeboth the rotational

relaxationandelectronicquenchingratecoefficients.Theamountby whichthesechanges

affect the upper state population and hencethe fluorescenceyield dependson the

moleculardynamicsgoverningtheexcitationanddetectionprocesses.Oneconcernarises

from the large irradiancesused in typical LSF measurements. During stimulated

absorptionfrom thelower laser-coupledlevel to anexcitedupper level, it is possiblethat

the depopulatedlower levelis repopulatedvia RET from neighboringgroundrovibronic

levels;thus,moremoleculescouldactuallybeexcitedthanpredictedby a simpletwo-level

model. It is, however, the balanceof repopulationinto the directly-excitedground

rovibronic level anddepopulationout of the directly-excitedupper rovibronic level that

constitutesthe validity of the LSF technique,as interpretedby the balancedcross-rate

model(Luchtet al., 1980).

To understandthelimitationsof theLSF technique,it is instructiveto consideran

expressionfor the total upper levelpopulationin a four-levelmodel, which includesthe

laser-coupledexcitedlevelandthecollisionally-coupledupperrovibronic levels(Reiselet

al., 1993):
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g,,+gt Q_R.,_ + /R.._

(5.4)

where N r' represents the steady state value of the population in the upper manifold, (1- y)

is the fraction of the original population remaining in the laser-coupled levels, g, and gt are

the representative degeneracies of the upper and lower laser-coupled levels, and a,a , is the

degree of saturation. The effect of RET is represented in Eq. (5.4) through the inverse

coUisional branching ratio, QeZRu, c, and the ratio of RET rate coefficients into and out of

the laser-coupled excited level, Re,,,/R,_,c, where here the subscript u represents the laser-

coupled excited level and the subscript c represents the manifold of collisionaUy-coupled

upper rovibronic levels (Carter and Laurendeau, 1994).

From a dynamic analysis of the NO molecule which includes collisional population

transfer among rotational levels, the ratio Rc._/R,,,c has been estimated to be -0.093

(Cooper, 1997). Using Eq. (5,4) to deduce the sensitivity of the broad-band LSF signal to

the inverse coUisional branching ratio, we find that

Q,

R.x
So. ' = (5.5)

For typical conditions in lean flames, the sensitivity of the broad-band LSF signal to the

inverse collisional quenching ratio is found to be approximately 50%, as compared to

100% for linear LIF measurements. This is still a significant dependence which could limit

the utility of broad-band LSF measurements.

In an effort to determine the origin of inherent discrepancy between the LSF and

LIF measurements on the rich side of the flames presented in this paper, we have

considered the implications of RET dynamics. We assume for this analysis that the broad-

band LIF measurements most accurately reflect the actual NO concentrations owing to the

correction procedure based on the estimated electronic quenching rate coefficients (Paul et

al., 1995) and to the unimportance of rotational relaxation effects (Cooper, 1997). We
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thenfit thebroad-bandLSF data,whicharesensitiveto Qe and Ru, c through the collisional

branching ratio, to the LIF data via a generic four-level model as represented in Eq. (5.4)

and determine the branching ratio required to produce similar LSF and LIF NO profiles.

Our analysis focuses on the flame with a strain rate of 5.12 s1, which permits the greatest

resolution between mixture fractions.

To begin the analysis, we implicitly assume that the lean LIF and LSF

measurements are in agreement based on the profile correlations presented for each of the

flames. Moreover, we assume complete saturation and negligible population loss in the

laser-coupled levels. Given the electronic quenching rate coefficients calculated from the

correlations of Paul et al. (1995), we progress from lean to rich mixture fractions and

calculate the necessary Ru.c for similar LSF and LIF profiles. The results for a lean

branching ratio of 6.0 are demonstrated in Fig. 5.8, where each variable displayed has been

normalized to its lean value. The general trends represented by this figure are fairly

insensitive to the somewhat arbitrarily chosen lean collisional branching ratio. For

example, if a lean collisional branching ratio of 3.0 is chosen, the value of the normalized

branching ratio at Z=0.78 is 2.5, whereas for a lean collisional branching ratio of 9.0, its

maximum is 5.2.

To assess the utility of Fig. 5.8, we must decide whether or not the collisional

branching ratio can change by the predicted amount, namely a factor of approximately

three from lean to rich stoichiometries. Owing to the dearth of information available in the

literature concerning the RET dynamics of nitric oxide in flames, we must rely on previous

measurements of similar molecules and reported trends. Carter and Laurendeau (1994)

compared narrow- and broad-band LSF measurements of hydroxyl concentration and

found excellent comparisons with a maximum deviation of-10% between the

measurements for a wide range of flame conditions (9=0.6 to 1.6). As noted by Mallard

et al. (1982), the smaller rotational spacing Of NO (1.7 cm t) relative to OH (17 crn 1)

indicates a larger cross-section for rotational energy transfer. However, the larger dipole

moment of OH (1.66 D) relative to NO (0.15 D) would suggest the opposite.
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Figure 5.8: Predictions of R,c and collisional branching ratio necessary to correct the LSF

measurements to the LIF measurements in the 5.12 s_ flame. The data presented here

assume that the LIF measurements are quantitative and depict the collisional branching

ratio required to correct the rich-side discrepancy in the NO measurements. The lean

electronic quenching rate coefficient, Qj,an, and the assumed rotational relaxation rate

coefficient, Ru,c lean, are listed in the figure.
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Nevertheless,theresultsreportedby CarterandLaurendeau(1994)certainlyindicatethe

utility of broad-bandLSF overawiderangeof flameconditions.

More pertinent to this work, Reisel et al. (1993) comparedbroad-bandLSF

measurementswith broad-bandlinearLIF measurementsof nitric oxideconcentrationin a

varietyof C.,H6/O2/N2flamesat atmosphericpressure(0=0.6 to 1.6) anddeterminedthat

the coUisionalbranching ratio is fairly insensitiveto equivalence ratio. These

measurementsare termedbroad-bandsincethey involvedetectionof anentirevibrational

band. Broad-bandLIF measurementscanbeshownto beessentiallyindependentof RET

effects (Cooper, 1997); thus, quenching-correctedLIF measurementscan be taken as

quantitative. An equivalenceratio of 1.6correspondsto a mixture fraction of 0.4 in the

flamesreportedhere. For theregionshownin Fig. 5.8 betweenZ=0.15 andZ=0.4, the

requiredbranchingratio changesby -40%. Giventhe sensitivityof LSF measurementsto

thecoUisionalbranchingratio, a changeof-40% wouldproduceanerror of -20% in the

measuredconcentration. Reiselet al. (1993) measureddiscrepanciesof approximately

16%betweenLSF andLIF measurementsat anequivalenceratio of unityafter calibration

at 0=0.8 and reportedaccuracybarsof +_20%.Hence,the work performedby these

researcherssuggeststhat a changein the electronicquenchingrate coefficientparallelsa

similar change in the rotational relaxation rate coefficient (within the errors of the

measurementtechnique), thus validating the utility of the LSF method for flame

stoichiometriesleanerthan_=1.6.

In summary,the purposeof this generalizedRET analysishasbeento illuminate

the possibilitythat RET dynamicscancomplicateLSF measurements,particularlyin rich

regionsof theflame. By comparingtheLSF andLIF dataanddeterminingthe collisional

branchingratio requiredto producesimilarprofiles,we are acknowledgingthat broad-

bandLSF measurementscanbein errorowing to changesin theRET rateswith respectto

the leancalibrationcondition. ThedifferencebetweentheLSF andLIF measurementsis

thenameasureof thechangein theRET ratecoefficientandthusthecollisionalbranching

ratio since the electronicquenchingrate coefficient can be calculated. The work

performedby Reiselet al. (1993)validatesthis generalizedanalysisin flamesleanerthan
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_=1.6anddemonstratesthat RET effectscangenerallybe ignoredfor theseflames. Our

conclusionis that acombinationof RET effectsandthelack of accuratequenchingcross-

sectionsis probablyresponsiblefor the slightdiscrepancybetweentheLIF andLSF data

in rich regionsof our flames.

5.4 Conclusions

Quantitative LSF measurements have been obtained along the centerline of four

atmospheric pressure ethane-air counterflow flames with strain rates of 5.12, 20.53, 35.03,

and 48.34 s1. As expected, the peak NO concentration decreases and the width of the NO

profile becomes narrower with an increase in flame stretch. Linear LIF measurements of

[NO] were also obtained in the same flames. The agreement between the corrected LIF

and LSF measurements is excellent in the peak [NO] region and on the fuel-lean side of

the flame. At these locations, the corrected LIF measurements fall within the uncertainty

of the LSF measurements in all four flames. The agreement is also reasonable on the fuel-

rich side. In fact, for a mean uncertainty in the LSF and LIF measurements of 26-28%,

the uncertainty bars of the two measurements overlap at most of the locations on the fuel-

rich side in all flames. However, the rapid decrease in the quenching rate coefficient for

highly fuel-rich conditions (0>1.6) causes the LIF measurements to be consistently lower

than the LSF measurements in this region. If the quenching corrections for the linear LIF

measurements are assumed to be accurate, then this discrepancy in the LSF measurements

may be attributed to a change in the collisional branching ratio (ratio of rotational

relaxation to electronic quenching rate coefficients) of a factor of three from lean to rich

stoichiometries. Although little information is available in the literature on the RET

dynamics of NO, this change in the collisional branching ratio might seem improbable.

Another possibility is that the electronic quenching cross-sections of hydrocarbon species

required for fuel-rich conditions need further consideration and/or refinement. We believe

that the truth lies in a combination of the above two factors.
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The applicabilityof the quenchingcorrectionprocedureis limited to casesfor

whichtheflamestructuremaybequantitativelyreproducedby flamemodeling. Although

this method requires faith in kinetic predictions,it must be pointed out that recent

modelingefforts havereacheda degreeof sophisticationwherethe agreementbetween

predictions and measurementsof major speciesconcentrationsand temperature is

excellent.Hence,anyerrorsarisingout of uncertaintiesin temperatureandmajor species

concentrationsis probably negligible, especially for fuel-lean to slightly fuel-rich

conditions. The influenceof uncertaintiesin the quenchingcross-sectionsof the major

specieswas also found to be negligible. Thus, correctedLIF measurementscan be

consideredsufficientlyquantitativeeventhoughthereis somesmalldependenceon kinetic

predictions.Overall,the linearLIF resultsareveryencouragingandpotentiallysuggesta

procedurefor making quenchingcorrectionsto linear LIF measurementsof [NO] in

counterflowdiffusionflamesat highpressure.
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6. LIF MEASUREMENTSAND MODELING OFNITRIC OXIDE IN METHAN-E-

AIR AND ETHANE-AIR COUNTERFLOWDIFFUSIONFLAMES

6.1 Introduction

Ongoing research for future aircraft engines mandates in situ measurements of

nitric oxide concentrations ([NO]) for various injector modules and combustor designs.

To achieve this goal, the feasibility of laser-induced fluorescence (LI_ measurements of

[NO] must be assessed in nonpremixed and partially premixed flames at atmospheric and

higher pressures. The most useful flame geometry for this purpose is the counterflow

configuration wherein opposing streams of fuel and oxidizer impinge and produce a

stagnation plane whose location depends on the fuel and oxidizer velocities. Because of

the nature of the flow field, the fuel diffuses and burns with the oxidizer in a flat flame on

the oxidizer side of the stagnation plane. Thus, concentration and temperature

measurements can be made away from potentially interfering surfaces.

Among the previous experimental investigations of NO formation in counterflow

difusion flames were those by Hahn and Wen& (1981), Drake and Blint (1989), Atreya et

al. (1996), and Sick et al. (1998). The first detailed investigation, conducted by Hahn and

Wendt (1981), involved measurements of NOx in two flames with very low stretch rates of

1.88 s-_ and 3.62 s-1 using probe sampling and a chemiluminescent NO/NOx analyzer.

Quantitative discrepancies existed in the comparison of both the temperature and [NO]

profiles. The peak temperatures were overpredicted by about 150 K, and the peak NO

concentrations were underpredicted by about 50%. Drake and Blint (1989) investigated

the effect of flame stretch on thermal NOx formation in laminar, counterflow diffusion

flames with CO/I--I2/N2 as fuel. Detailed chemistry-transport model calculations of

temperature were in reasonable agreement with previous experimental results for flames
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with stretchratesof 70 s_ and 180s1. Therewas,however,a significantdiscrepancy

betweenthemeasuredandpredicted[NO] profiles. Thiswasattributedto the verypoor

spatialresolutionof theprobesamplingmeasurements.Probemeasurementsof [NO] by

Atreyaet al. (1996)in low strainrate,sootyflamesrevealedthat a significantreductionin

NO formation occurs becauseof a decreasein flame temperaturecausedby flame

radiation. Soot was also observedto interactwith NO formation through the major

radicalspeciesproducedin theprimaryreactionzone.

We have previously reported preliminary laser-saturatedfluorescence(LSF)

measurementsof [NO] in a laminar opposed-flowdiffusion flame (Ravikrishnaand

Laurendeau,1998),whichto ourknowledgewerethefirst measurementsof [NO] in such

flamesusinganonintrusivetechnique.We alsoshowedthat amodifiedrate coefficient for

the prompt-NO initiation reaction which is 2.5 times that adopted in the GRI (version

2.11) mechanism gave good agreement between [NO] predictions and measurements for

ethane-air flames (Ravikrishna and Laurendeau, 1997). Recently, Sick et al. (1998) have

reported planar laser-induced fluorescence (PLIF) measurements of nitric oxide in a

methane-air counterflow diffusion flame. They too observed that the GRI mechanism

underpredicted their NO measurements by a factor of two. They further showed that

using the rate coefficient proposed by Dean et al. (1990) for the prompt-NO initiation

reaction gave good agreement between predictions and measurements. This rate

coefficient is again approximately 2.5 times that adopted in the GR/mechanism.

In this chapter, we present a comparison of quantitative LIF measurements of

[NO] in methane-air and ethane-air counterflow diffusion flames with predictions from the

Sandia opposed-flow flame code (Lutz et al., 1996) utilizing the GRI (version 2.11.)

mechanism for the NO kinetics. The linear LIF measurements of [NO] are corrected for

variations in the electronic quenching rate coefficient by using major species profiles

generated by the flame code and quenching cross-sections for NO available from the

literature (Paul et al., 1995). Three methane-air flames with global strain rates varying

from 5 to 35 sx were investigated while maintaining a constant fuel dilution in all cases.

These flames were highly diluted to avoid soot formation and the influence of radiative
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heatlossesonNO formation.Four ethane-airflameswith globalstrainratesvaryingfrom

5 to 48 s1 werealsoinvestigated.Temperaturemeasurementsaremadein the methane-

air flamesby usingthinSiC filamentpyrometry,a techniquefirst describedby Vilimpocet

al. (1988). In applyingthis thermometrictechnique,we introducea novel methodfor

calibrationthat significantlyenhancesits accuracyfor bothpresentandfutureapplications.

6.2 Experimental Techniques

We begin with a brief description of the experimental facility used in the LIT

measurements. Excitation of NO is achieved through use of the Q2(26.5) line in the y(0,0)

band. The Q2(26.5) line was chosen because (1) the Bokzmann fraction is relatively

insensitive to temperature variations over the range of temperatures of our flames, and (2)

other species, such as O:, do not interfere spectrally with this NO absorption line

(Partridge et al., 1996). The excitation wavelength is generated by employing the second

harmonic (_.=532 nm) of a Quanta-Ray GCR-4 Nd:YAG laser to pump a PDL-3 dye laser,

which provided visible radiation at approximately 574 nm. The dye fundamental was

frequency-doubled (M2--287 nm) in a WEX-2C wavelength extender and the residual

Nd:YAG fundamental was frequency-mixed with the dye second harmonic to produce a

mixed beam at -226 rim. The four concentric beams (1064, 574, 287, 226 nm) were

dispersed using a Pellm-Broca prism, and the mixed beam exited the WEX vertically

polarized.

After the beam left the WEX, it was focused into the probe volume where the

beam diameter and Rayleigh range were -200 btm and -8 ram, respectively. A Fabry-

Perot wavelength stabilization system was used to control PDL drift (Cooper and

Laurendeau, 1997). Splitter plates were used to split off small portions of the beam for

power monitoring via photodiodes as the beam energy is required for proper normalization

of the LIT signal For LIT detection, a portion of the isotropicaUy emitted fluorescence

was captured and the collimated beam was focused onto the entrance slit of a 3/4-m

monochromator. The detector is a Hamamatsu R106UH-HA photomultiplier tube which
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wasoptimizedfor temporalresolutionof thefluorescencesignal(Harriset al., 1976). The

entranceslit was200-/amwide by l-ram tall, thusdefininga probevolumewhich is 200-

gm wide alongthediameterof thebeamand 1-mmlong alongtheaxisof thebeam. The

maximum laser fluence permitted for the linear LIF measurements (-0.1 mJ/mm:epulse)

was determined by attenuating the beam so as to obtain a linear variation of the

fluorescence signal with laser fluence. A l l0-mm x l l0-mm, 1200-groove/mm

holographic grating with a 250-nm blaze angle was used in fa'st order to provide a

dispersion of 1.1 nm/mm at the exit slit. A 1.818-mm wide exit slit was employed so as to

spectrally integrate over a 2-nm region of the fluorescence spectrum centered on the

y(0,1) band of NO. A temporal gate width of 7 ns was used and each data point was

averaged over 400 laser shots.

The thin filament pyrometry (TFP) technique (Vilimpoc et al., 1988; Ramakrishna

et al., 1995), which was used to measure temperatures, involves extending a 10-20 gm

diameter SiC fiber with weighted free ends across the centerline of the flame and

measuring the radiant emission of the fiber using an infrared detector. The optical

arrangement consists of a collimating calcium fluoride (CaF2) lens, a CaF2 focusing lens, a

chopper, an adjustable slit and a liquid-nitrogen cooled InSb detector (Graesby Model IS-

1) which has a spectral response between 1.1 and 5.6 gin. In this wavelength range, the

fiber acts as a gray surface with an emittance of 0.88 (Vilimpoc et al., 1988). The signal is

conditioned with a lock-in amplifier before being sampled at 3 Hz.

The burner system consisted of two opposed cylindrical ducts, each 2.54 cm in

diameter (Yang and Purl, 1993). Fuel was injected through the bottom duct and oxidizer

through the top, resulting in a flame stabilized on the oxidizer side of the stagnation plane.

To shield the flame from ambient disturbances, an annular flow of nitrogen was passed

through a duct surrounding the fuel inlet stream. A water-cooled co-annular heat

exchanger was used to cool the upper portion of the burner assembly. A water bath in

conjunction with a temperature controller was used to maintain the temperature of the

circulating water high enough to avoid condensation on the burner. The global strain rate,

defined as the sum of the fuel and the oxidizer nozzle exit velocities divided by the nozzle
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separationdistance,was varied from 5 to 35 s1 for three methane-aircounterflow

diffusionflames. The fuel streamconsistedof 25% by volumeCI-L and75% by volume

N2 in all three flames. For this fuel dilution, the selected global strain rates represented

almost the entire range up to extinction. The fuel stream in the ethane-air flames consisted

of 15% by volume C2I-I6 and 85% by volume N2, with global strain rates from 5 to 48 s-1.

The distance between the two burners was maintained at 2 cm for all flames.

6.3 Calibration Procedures

The calibration factor for the LIF measurements was determined by using a

standard NO doping technique in a ¢=0.8 premixed CI-/4/OjN2 flame with a dilution ratio

of 3.76 (Reisel et al., 1993). The calibration was conducted at a height of 4 mm above the

burner surface. The NO concentration in ppm relative to the calibration flame temperature

can then be determined from

Upp_,,Rr= CFS p , (6.1)

where CF is a calibration factor determined from the slope of the fit to the calibration data

and Sr is the digital fluorescence signal. The [NO] in absolute ppm can then be expressed

as

-( T)(fB(Tc)ff Q" _N , (6.2)

NPP""°'-[,_J_,fe--_)_,_,,_J pp,,,xr

where T is the flame temperature, Tc is the temperature of the calibration flame, fn is the

Boltzmann fraction, Qe is the local electronic quenching rate coefficient, and Q,x is the

electronic quenching rate coefficient in the calibration flame. The Bokzmann fraction is

relatively insensitive to temperature variations (<10%) over a temperature range of 1000 -

2000 K. Since most of the NO is formed in high temperature regions, corrections for

variations in the Boltzmann fraction are unnecessary. There are a few points in the wings

of the [NO] profile where the temperatures are below 1000 K; however, the NO

concentrations at these locations are relatively small and thus Boltzmann corrections are

superfluous.
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Numerical computationsfor all the flameswere conductedusing OPPDIF, a

Sandiaopposed-flowflamecode(Lutz et al., 1996). Themathematicalmodelreducesthe

two-dimensional,axisymmetricflow field to a one-dimensionalformulationby using a

similarity transformation. The model predicts the species,temperature,and velocity

profiles along the centerlinein the core flow betweenthe two burners. A detailed

derivationof thegoverningequationsis givenby Keeet al. (1988). TheGRI mechanism,

version2.11 (Bowmanet al., 1995),containing49 speciesand279 reactionsis usedto

handlethechemicalkinetics.

For the temperaturemeasurements,the conversionof detectoroutput voltageto

temperaturerequires a non-linear calibration since the detector output is directly

proportionalto theemittedradiationandnot to thetemperature.Initial integrationswith

respectto wavelengthof the filamentgraybodyemissionconvolutedwith the detector

responseandtheoptics transmissioncurveareneededfor arangeof flametemperatures.

The ratio of the above integral to the same integral evaluatedat the calibration

temperatureis tabulatedasa functionof temperature.A fifth-order polynomialfit to this

calibration curve is used to convert the measuredvoltage ratio to temperature.

Backgroundinfrared radiation from the flame is measuredand subtractedfrom the

filamentemissionbeforethe datais reduced. The filamenttemperatureis correctedfor

radiationlossesto obtain the gas temperature. Temperaturesthus measuredyieldeda

precisionof + 5 K at peak temperatures and + 40 K for temperatures below 1000 K.

One of the limitations of the TFP technique is the need for a flame system with an

accurately known temperature. To address this issue, we calibrated the SiC filament in the

flat flame of a 24-mm square Hencken burner. The surface-mixing Hencken burner

produces a flame that is fiat, uniform, steady and nearly adiabatic under the right flow

conditions. At high enough flow rates, heat losses to the burner are minimal, and thus

flame temperatures can be calculated accurately with an adiabatic equilibrium code.

Recently, Hancock et al. (1997) have confirmed this presumption using nitrogen CARS

thermometry and equilibrium calculations. The combined hydrogen and air flow rate for

the calibration flame was 70.1 slpm at an equivalence ratio of 0.37. The equilibrium
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temperatureof 1383K for theseconditionswasverifiedby thermocouplemeasurements.

The actual filament temperaturewas then found by an inverse radiative heat loss

calculation.Temperaturesweresubsequentlymeasuredusingthiscalibratedfilament.

6.4 Results and Discussion

Figures 6.1 shows a comparison of measured and predicted temperatures in the

three methane-air counterflow diffusion flames. Excellent agreement exists between

measurements and predictions for the flames with strain rates of 35 and 20 s -t. The

agreement is reasonable for the flame with a strain rate of 5 s1. The slight difference in

the thickness of the computed and measured profiles in this low strain-rate flame may be

attributed to the strong guard flow. The strong guard flow was needed to keep the flame

steady and to prevent blowout owing to room air currents. However, since the guard flow

is provided only in one direction, the flame tends to be pushed slightly higher. Overall, the

temperature measurements validate the model predictions reasonably well, and thus the

predicted temperatures were used in Eq. (6.2) for all flames.

The comparison between [NO] measurements and modeling in the methane-air

flames is shown in Figs. 6.2-6.4. The experimental [NO] data are tabulated in Appendix

C. The uncertainty associated with the accuracy of the LIF measurements at peak [NO]

locations based on a 95% confidence interval is -24%, with an increase to -35% at the

edges of the [NO] profile (see Appendix B). As expected, the peak NO concentrations

decrease with an increase in flame stretch. This is mainly due to the decline in residence

time in high temperature zones (Drake and Blint, 1989; Nishioka et al., 1994). Since the

peak temperature decreases with an increase in flame stretch, there is also a reduction in

the net NO production rate. The width of the NO profile becomes narrower with an

increase in stretch owing to the increased velocity gradients. The GRI mechanism

(Bowman et al., 1995) reasonably predicts NO concentration in the fuel-lean region

of the flames.
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Figure 6.1: Comparison of measured and predicted temperatures in a methane-air

counterflow diffusion flame at global strain rates of 5, 20, and 35 s 1. The temperatures

are measured using thin SiC filament pyrometry.
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However,it consistentlyunderpredictspeak [NO] in all the flames. The [NO] is also

significantlyunderpredictedin the fuel-rich regionof the flames. The sametrendsare

observedin the ethane-airflames. This is evidentfrom Figs. 6.5 and6.6, which show

comparisonsbetweenmodelingand measurementsfor the four ethane-aircounterflow

diffusionflames. It is interestingto note that the differencebetweenmeasurementsand

predictionsof [NO] is smallerin the lower strainrateflames.This canbeexplainedby the

fact that both temperatureandresidencetime arehighestin the lowest strainrateflames.

Thus, for theseflames,thermal [NO] formation is beginningto contribute,causinga

decreasein thediscrepancy.

The peaktemperaturesin all flamesconsideredin this studyarebelow 1800K.

Sincethethermal-NOmechanismis characterizedby a highactivationtemperature(-1800

K), the amountof NO formed throughthis mechanismshouldbe smallfor our flames.

Nishiokaet al. (1994)haveperformedextensivemodelingof NO formationin counterflow

diffusionflamesto investigatethe contributionof the differentmechanisms.They have

shownthat the contributionof theN20 mechanismis very small. Henceit would seem

that amajorportion of theNO in theseflamesis formedthroughthe promptmechanism.

This hasbeenconfirmedby our chemicalreactionpathwayanalysiswhich indicatesthat

for the methane-airflames,83%of the peakNO in the 35 sI flameand73% in the5 s1

strain-rateflame are formed through the prompt-NO mechanism. Similarly, for the

ethane-airflames,85% of thepeakNO in the48 s1 flameand66% in the5 sI strain-rate

flameareformedvia theprompt-NOmechanism.

The above discussionsuggestsa need to refine the prompt-NO mechanism,

especiallytheratecoefficientfor theprompt-NOinitiationreaction. Theinitiationstepfor

thepromptNO mechanismis generallyagreedto be

CH + N2¢_HCN + N. (R1)

Drake andBlint (1991) haveindicatedthat there is considerableuncertaintyin the rate

coefficient for this reaction. Reisel et al. (1997) have suggestedthat much of the

quantitativeerror in modeling could be alleviated through refinement of the rate

coefficientfor reaction(R1). Recently,Sick et al. (1998) have reportedplanar laser-
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induced fluorescence (PLIF) measurements of nitric oxide in a methane-air counterflow

diffusion flame. They observed that the GRI mechanism underpredicted their NO

measurements by a factor of two. They also showed that using the rate coefficient

proposed by Dean et al. (1990) for reaction (R1) in their modeling gave good agreement

with measurements. This rate coefficient is approximately 2.5 times that adopted in the

GRI mechanism. Berg et al. (1998) have recently reported LIF measurements of NO

concentration in low pressure premixed CHAO:/N2 flames of varying stoichiometry. They

observed that the GRI mechanism underpredicts prompt NO by 35 to 60%. To match

their experimental data with predictions, the rate coefficient for reaction (R1) had to be

increased by factors ranging from 1.7 to 3.8 in rich to lean flames. However, they suggest

multiplying the rate coefficient for reaction (R1) by a factor between 2.1 and 2.8. Luque

et al. (1996) previously noted that a factor of 2.3 was needed in a near-stoichiometric

propane/air flame, and a factor of 2.1 was needed for a slightly rich propane/air flame.

These investigations regarding the rate coefficient of reaction (R1) based on LIF

measurements of NO in flames (Berg et al., 1998; Luque et al., 1996) have suggested

modified rate coefficients that vary for each flame investigated. Our approach is to

propose a uniform modified rate coefficient based on the NO data in a flame with the

maximum prompt-NO contribution, and to assess the NO predictions in the other flames

based on this modified rate coefficient.

To determine the rate coefficient for reaction (R1) based on our data, we utilized

the methane-air flame with the highest strain rate. This flame has the lowest peak

temperature (- 1700 K) ensuring mostly prompt NO formation. As mentioned before, for

this case, 83% of the NO at peak locations is formed via the prompt NO mechanism. The

measured NO concentration data for the 35 s_ strain rate flame suggests that the rate

coefficient for reaction (R1) needs to be increased by a factor of 2.1. The comparison

between modeling with the modified rate coefficient and experiment is shown in Figs. 6.2-

6.4 for the methane-air flames. The agreement between modeling with the modified rate

coefficient and measurements is good for the flames with strain rates of 35 and 20 s"1.

There seems to be a slight overprediction of NO in the 5 s-1 flame. As mentioned before,
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this flamehastheleastcontributionfrom theprompt-NOmechanismin comparisonto the

other flames. The slight overpredictionin this flamemay be attributedto the lack of

refinementin theCH chemistry.

Figures6.5 and 6.6 show a similarcomparisonfor the ethane-airflames. The

modified rate coefficientproposedhere causesthe NO predictionsin the intermediate

strain-rate ethane-airflames to agree very well with measurements. There is an

underpredictionin the higheststrainrateflameanda slight overpredictionin the lowest

strainrateflame. Sincethesestrainratesrepresentthe entirerangeup to extinction,the

modifiedratecoefficientproposedhereseemsto bea goodchoiceover theentirestrain-

rate rangefor ethane-airflames. The slight discrepancyin the higheststrainrate flame

couldalsobeattributedto the lackof refinementin theCH chemistry.Recentshock-tube

measurementsof CH concentrationat high temperaturesfor fuel-rich methaneoxidation

showedsignificantdeviationsfrom GRI modelpredictions(Woiki et al., 1998). Sincethe

CH radicalhasa veryimportanteffectonprompt-NOformation,theseobservationsmight

explaintheremainingdiscrepancyobservedin someof theflames.

6.5 Conclusions

Quantitative LIF measurements of [NO] have been obtained along the centerline in

atmospheric pressure methane-air and ethane-air counterflow diffusion flames. As

expected, the peak NO concentration decreases and the width of the NO profile becomes

narrower with an increase in flame stretch. Temperature measurements were also made

using thin SiC filament pyrometry in the methane-air counterflow diffusion flames. The

excellent agreement between temperature measurements and predictions indicates the

efficacy of the new calibration method developed for the thin filament pyrometry

technique. The model with the GRI mechanism consistently underpredicts peak [NO] in

all flames. Since most of the NO in these flames is formed through the prompt

mechanism, the results indicate a need for refinement of both prompt-NO and CH

chemistry, especially the rate coefficient for the prompt-NO initiation reaction. A
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modified rate coefficient proposed for the prompt-NO initiation reaction significantly

improves the agreement between modeling and experiment in methane-air and ethane-air

flames. However, there is still a slight discrepancy in some flames. This may be attributed

to a lack of refinement in the CH chemistry. Overall, the modified rate coefficient

proposed here seems to be a good compromise over a wide range of strain rates for both

methane and ethane fuels.
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7. LIF MEASUREMENTSAND MODELING OFNITRIC OXIDE IN

COUNTERFLOWPARTIALLY-PREMIXED FLAMES

7.1 Introduction

The most useful flame geometry for studying partially-prernixed flames is the

counterflow configuration wherein opposing streams of rich fuel-air mixture and oxidizer

impinge and produce a stagnation plane. This leads to a double flame structure consisting

of a premixed flame formed in the fuel-rich mixture and a nonpremixed flame formed

between the products of this rich, premixed flame and the opposing air stream. The

advantage of this configuration is that concentration and temperature measurements can

be made away from potentially interfering surfaces.

Yamaoka and Tsuji studied the structure of partially-premixed flames formed in

the forward stagnation region of a porous cylinder in a previous series of pioneering

experimental investigations (Yamaoka and Tsuji, 1975; 1977; 1979). However, to our

knowledge, no experimental investigations have been conducted on the formation of NO

in laminar counterflow partially-premixed flames. The few investigations conducted so far

have been numerical in nature (Nishioka et al., 1994; Tanoff et al., 1996; Li et al., 1997;

Blevins and Gore, 1999; Zhu et al., 1999). Nishioka et al. (1994) studied NO emission

characteristics of Bunsen-type burner flames in terms of counterflow partially-premixed

flames. The contributions of the various pathways to NO formation were investigated as

well as the effects of equivalence ratio and velocity gradient on the NO emission index.

The main source of NO formation was found to be thermal for low velocity gradients with

a shift to the prompt mechanism at higher velocity gradients. Tanoff et al. (1996) noted

that in counterflow partially-premixed flames, the flame structure changes significantly

with fuel-side equivalence ratio, with an ensuing strong effect on the mode and degree of
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NO formation. Numericalcomputationsof NO profileswereobtainedbyLi et al. (1997)

in counterflowpartially-premixedflames with water spraysadded to the air stream.

Prompt-NOwas found to play a dominantrole in NOx formation,and theNOxemission

index was found to dependstrongly on the flamestructureand massfraction of water

addedin theair stream.

Recentcomputationsby BlevinsandGore(1999) for low strain-rate,counterflow

partially-premixedflameshavefocusedon understandingthe flamestructurewith respect

to NO formation. Two flame fronts were found to exist on oppositesides of the

stagnationplanefor flameswith fuel-sideequivalenceratiosbelow2.5. Theseflamefronts

were found to containtwo CH radical concentrationpeaks,one at the location of the

CHdair premixedflame front and the other at the fuel-sideedge of the CO/Hz/air

nonpremixedflamefront. NO formationzoneswerefound onthe air-sideof thepremixed

CH peak and near the temperaturepeak correspondingto the CO/Hz/airnonpremixed

flamefront. NO wasfound to beconsumedvia reburnreactionswith hydrocarbonsin a

destructionzonewhich beginson the reactantsideof the CHdair prernixedflamefront

andpersiststhroughoutthebroadregionbetweenthetwo CH peaks. More recently,Zhu

et al. (1999) investigatedtheeffectof thermalradiationon NO predictionsin countefflow

partially-premixedflamesby using an opticaliy thin radiation model. They found that

radiativeheat losscausedby gaseousemissionchangesthe temperatureand NO mole

fractionssignificantlyin flamesat low fuel-sideequivalenceratios.

In this chapter,we present[NO] measurementsin laminarcounterflowpartially-

premixedflames. QuantitativeLIF measurementsof [NO] in methane-aircounterflow

partially premixed flamesare comparedwith predictionsfrom a Sandiaopposed-flow

flamecode(Lutz et al., 1996)utilizing theGRI (version2.11)mechanism(Bowmanet al.,

1995) for the NO kinetics. The effect of radiativeheat losson NO predictionsis also

assessedusinga modifiedversionof the code (Gore et al., 1999). Predictionsusinga

modified rate coefficient for the prompt-NO initiation reaction basedon a previous

analysisof nonpremixedflames(RavikrishnaandLaurendeau,1999a)arealsocompared

with measurements.ThelinearLIF measurementsof [NO] arecorrectedfor variationsin
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the electronic quenching rate coefficient by using major species profiles generated by the

flame code and quenching cross-sections for NO available from the literature (Paul et al.,

1995). The effect of partial premixing is studied by investigating four flames with fuel-

side equivalence ratios (_B) of 1.45, 1.6, 1.8 and 2.0 at a constant global strain rate of-20

s1. Temperature measurements are made in all flames by using thin SiC filament

pyrometry via a novel calibration technique reported earlier (Ravikrishna and Laurendeau,

1999a).

7.2 Experimental Techniques

We begin with a brief description of the experimental facility used in the LIF

measurements. Excitation of NO is achieved through use of the Q2(26.5) fine in the y(0,0)

band. The Q2(26.5) line was chosen because (1) the Boltzmann fraction is relatively

insensitive to temperature variations over the range of temperatures of our flames, and (2)

other species, such as 02, do not interfere spectrally with this NO absorption line

(Partridge et al., 1996). The excitation wavelength is generated by employing the second

harmonic (_=532 nm) of a Quanta-Ray GCR-4 Nd:YAG laser to pump a PDL-3 dye laser,

which provided visible radiation at approximately 574 nm. The dye fundamental was

frequency-doubled (L/2=287 nm) in a WEX-2C wavelength extender and the residual

Nd:YAG fundamental was frequency-mixed with the dye second harmonic to produce a

mixed beam at -226 nm. The four concentric beams (1064, 574, 287, 226 nm) were

dispersed using a Pellin-Broca prism, and the mixed beam exited the WEX vertically

polarized.

After the beam left the WEX, it was focused into the probe volume where the

beam diameter and Rayleigh range were ~200 I.tm and -8 ram, respectively. A Fabry-

Perot wavelength stabilization system was used to control PDL drift (Cooper and

Laurendeau, 1997). Splitter plates were used to split off small portions of the beam for

power monitoring via photodiodes. The beam energy is required for proper normalization

of the LIF signal.
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For LIF detection,a portionof the isotropically emitted fluorescence was captured

and the collimated beam was focused onto the entrance slit of a 3/4-m monochromator.

The detector is a Hamamatsu R106UH-HA photomukiplier tube which was optimized for

temporal resolution of the fluorescence signal (Harris et al., 1976). The entrance slit was

200-p.m wide by 1-mm tall, thus defining a probe volume which is 200-_tm wide along the

diameter of the beam and 1-mm long along the axis of the beam. The maximum laser

fluence permitted for the linear LIF measurements (--0.1 mJ/mm2*pulse) was determined

by attenuating the beam so as to obtain a linear variation of the fluorescence signal with

laser fluence. A 110-mm x ll0-rnm, 1200-groove/mm holographic grating with a 250-nm

blaze angle was used in first order to provide a dispersion of 1.1 nm/mm at the exit slit. A

1.818-mm wide exit slit was employed so as to spectraUy integrate over a 2-nm region of

the fluorescence spectrum centered on the y(0,1) band of NO. A temporal gate width of 7

ns was used and each data point was averaged over 400 laser shots.

The thin filament pyrometry (TFP) technique (Ravikrishna and Laurendeau, 1999a;

Vilimpoc et al., 1988; Ramakrishna et al., 1995), which was used to measure

temperatures, involves extending a 10-20 btm diameter SiC fiber with weighted free ends

across the centerline of the flame and measuring the radiant emission of the fiber using an

infrared detector. The optical arrangement consists of a collLrnating calcium fluoride

(CaF2) lens, a CaF2 focusing lens, a chopper, an adjustable slit and a liquid-nitrogen cooled

InSb detector (Graesby Model IS-I) which has a spectral response between 1.1 and 5.6

txm. In this wavelength range, the fiber acts as a gray surface with an emittance of 0.88

(Vilimpoc et al., 1988). The signal is conditioned with a lock-in amplifier before being

sampled at 3 Hz.

The burner system consists of two opposed cylindrical ducts, each 2.54 cm in

diameter (Yang and Puri, 1993). Fuel-rich CHAO:/N_ premixed reactant was injected

through the bottom duct and air through the top, resulting in a double flame structure. To

shield the flame from ambient disturbances, an annular flow of nitrogen was passed

through a duct surrounding the fuel inlet stream. A water-cooled co-annular heat

exchanger was used to cool the upper portion of the burner assembly. A water bath in
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conjunctionwith a temperaturecontrollerwasusedto maintainthe temperatureof the

circulatingwaterhighenoughto avoidcondensationon theburner. Theglobalstrainrate,

definedasthe sumof thefuelandtheoxidizernozzleexit velocitiesdividedby thenozzle

separationdistance,was maintainednearly constantat around20 s_. Four partially-

premixedflameswere simulatedby varyingthe equivalenceratio of the rich premixed

CHdair streamfrom 1.45to 2.0. For all flames,theflow ratesof the oxygenandnitrogen

in theair streamweremaintainedat 1.20and4.51SLPM, respectively,whereastheflow

rate for the oxygenand nitrogen in the fuel streamwere maintainedat 1.06 and 4.00

SLPM, respectively. The methaneflow ratesfor the flameswith fuel-sideequivalence

ratiosof 1.45, 1.6, 1.8and2.0 were0.77,0.85,0.96and 1.06SLPM, respectively.The

distancebetweenthetwo burnerswasmaintainedat 2 cmfor all theflames.

7.3 Calibration Procedures

The calibration factor for the LIF measurements was determined by using a standard

NO doping technique in a 0=0.8 premixed CHdO2/N2 flame with a dilution ratio of 3.76

(Reisel et al., 1993). The calibration was conducted at a height of 4 mm above the burner

surface. The NO concentration in ppm relative to the calibration flame temperature can

then be determined from

Nppm,RT = CFS F , (7.1)

where CF is a calibration factor determined from the slope of the fit to the calibration data

and SF is the digital fluorescence signal. The [NO] in absolute ppm can be expressed as

N-",°b' I.TcjL I,(T)..Jt.Q<.<) N,_''',Rr'

where T is the flame temperature, T< is the temperature of the calibration flame, f8 is the

Boltzmann fraction, Qe is the local electronic quenching rate coefficient, and Q,.c is the

electronic quenching rate coefficient in the calibration flame. The Boltzmann fraction is

relatively insensitive to temperature variations (<10%) over a temperature range of 1000 -

2000 K. Since most of the NO is formed in high temperature regions, corrections for
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variations in the Boltzmann fraction are unnecessary. There are a few points in the wings

of the [NO] profile where the temperatures are below 1000 K; however, the NO

concentrations at these locations are relatively small and thus Boltzmann corrections are

superfluous.

Numerical computations for all the flames were conducted using OPPDIF, a

Sandia opposed-flow flame code (Lutz et al., 1996). The mathematical model reduces the

two-dimensional, axisymmetric flow field to a one-dimensional formulation by using a

similarity transformation. The model predicts the species, temperature, and velocity

profiles along the centerline in the core flow between the two burners. A detailed

derivation of the governing equations is given by Kee et al. (1988). The GRI mechanism,

version 2.11 (Bowman et al., 1995), containing 49 species and 279 reactions is used to

handle the chemical kinetics.

For the temperature measurements, the conversion of detector output voltage to

temperature requires a non-linear calibration since the detector output is directly

proportional to the emitted radiation and not to the temperature. Initial integrations with

respect to wavelength of the filament graybody emission convoluted with the detector

response and the optics transmission curve are needed for a range of flame temperatures.

The ratio of the above integral to the same integral evaluated at the calibration

temperature is tabulated as a function of temperature. A fifth-order polynomial fit to this

calibration curve is used to convert the measured voltage ratio to temperature.

Background infrared radiation from the flame is measured and subtracted from the

f'flament emission before the data are reduced. Calibration is conducted in the flat flame of

a 24-mm square Hencken burner as reported previously (Ravikrishna and Laurendeau,

1999a). The filament temperature is then corrected for radiation losses to obtain the gas

temperature. Temperatures thus measured yielded a precision of + 5 K at peak

temperatures and + 40 K at temperatures below 1000 K.
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7.4 Results and Discussion

Figure 7.1 shows a comparison of measured and predicted temperature profiles for

the counterflow partially premixed flames. There is good agreement between the

thickness of the measured and predicted temperature profiles in all four flames. In

addition, the agreement between measured and predicted temperatures is excellent in the

preheat zone of the premixed flame front and on the air-side of the CO/H2-air diffusion

flame. However, the measured temperatures are 200-300 K higher than predictions in the

interflame region for all flames. This disagreement might be explained by recent work (Ji

et al., 1999) which shows that the assumption of constant emissivity with wavelength and

temperature may not hold for SiC fibers in the range considered in our experiments. In

addition, not much is known about changes that might occur to the fiber material at

temperatures approaching 2000 K. Considering the excellent agreement obtained

previously between temperature measurements using this technique and predictions in

lower temperature (T < 1800 K) counterflow diffusion flames (Ravikrishna and

Laurendeau, 1999a), we elected to employ predicted rather than measured temperatures in

Eq. (7.2) for all the counterflow partially-premixed flames of this investigation.

A comparison between measurements and modeling of [NO] in the counterflow

partially-premixed flames is shown in Figs. 7.2 and 7.3. The experimental [NO] data are

tabulated in Appendix C. The uncertainty associated with the accuracy of the LIF

measurements at peak [NO] locations based on a 95% confidence interval is -24%, with

an increase to -35% at the edges of the [NO] profiles (see Appendix B). In general, good

agreement exists between the measurements and modeling in all four flames. As expected,

the separation distance between the premixed and diffusion flame fronts decreases with

increasing equivalence ratio. NO is mostly found in the high temperature region between

the premixed and diffusion flames.

The modeling results of Nishioka et al. (1994) show that the main source of NO

formation in counterflow partiaUy-premixed flames occurs via the thermal mechanism

when the velocity gradient is small and shifts to the prompt mechanism as the velocity

gradient rises. More recently, Blevins and Gore (1999) found that in low strain-rate
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counterflow partially-premixedflames, both the thermal and prompt mechanisms

contributesignificantlyto NO formation,with theexactsplit dependingon theequivalence

ratio of the fuel-rich premixedstream. Moreover, they noticed a spatial separation

betweenthe peakNO productionratesarisingfrom the promptandthermalmechanisms

althoughtheproductionrateprofilesoverlappedto someextent.

In our study, we focused on the ¢B=1.45 flame, since this flame offers the widest

separation between the premixed and diffusion flame fronts. Fig. 7.4 shows the spatial

variation in the production rates of the prompt-NO initiation reaction (CH+N2C_HCN+N)

and the main thermal-NO reaction (N2+OC_NO+N). The other two thermal reactions

have not been included since they involve nitrogen atoms which are produced by the

prompt-NO initiation reaction and hence would erroneously indicate a contribution from

the thermal mechanism at the location where prompt-NO dominates. From Fig. 7.4, we

note that both the prompt and thermal mechanisms contribute significantly to NO

formation in a low strain rate partially-premixed flame, an observation which is in

agreement with that of Blevins and Gore (1999). Although Fig. 7.4 does not include NO

reburn reactions, it clearly shows that most of the prompt-NO originates at the fuel-rich

premixed flame front and most of the thermal NO is produced at the high-temperature,

nonpremixed flame front (Kim et al., 1995). Hence, this flame provides a unique

opportunity to test NO chemical kinetic mechanisms since a spatial demarcation exists

between the contributions of the two major NO pathways.

This demarcation is further illustrated by Fig. 7.5 which shows the contributions of

the two mechanisms to the final NO concentration profile in the _a=1.45 flame. Since the

different NO mechanisms share common species and thus affect each other, it is important

to identify exactly the relative contribution and also the spatial distribution of each

mechanism. This identification is accomplished by a subtraction method wherein the

contribution of a particular pathway is calculated by subtracting the model prediction

without that pathway from a model prediction with the full N2 chemistry (Thomsen,

1996). We see from Fig. 7.5 that in the region from 0.6 to 0.9 cm, the prompt mechanism

dominates over the thermal mechanism. Moreover, it is interesting to note from Fig. 7.2
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that the GRI mechanismunderpredicts[NO] by around 30-50%in this region. This

observationis in agreementwith ourpreviouswork (RavikrishnaandLaurendeau,1999a)

wherein the GRI mechanismwas found to underpredictprompt-NO in counterflow

diffusionflames. In comparison,the agreementbetweenmeasurementsand modelingin

Fig. 7.2 is quite good in thoseregionsdominatedby thermal-NO. Sincethermal-NO

chemistryis well-understood,this good agreementbetweenthe model and the [NO]

measurementsisnot unexpected.

In all flames,the peak[NO] measurementsareconsistentlysomewhatlower than

modelpredictionsasseenin Figs. 7.2 and 7.3. Sincepeaktemperaturesaremore than

2000K andtheoriginalmodeldid not accountfor radiativeheatlosses,this featurecould

beattributed to a slight reduction in NO formation in the experiment owing to radiative

heat losses. To account for the radiative effect, we employed a modified version of the

OPPDIF code (Gore et al., 1999). Radiation heat loss was calculated in the optically thin

limit by employing Planck mean absorption coefficients for CO2, H20, CO, and CI--h. The

temperature dependence of the Planck mean absorption coefficients was accounted for by

using fourth-order polynomial fits to the results of narrow band calculations (Gore et al.,

1999).

Figures 7.6 and 7.7 show comparisons between the predictions with radiation and

the LIF measurements. A significant improvement occurs in the agreement between [NO]

predictions and measurements. In all flames, predictions at the peak [NO] locations fall

within the uncertainty of the measurements. In fact, predictions are within 10% of the

measurements at these locations. There is also excellent agreement on the air-side of the

diffusion flame front, i.e., predictions fall within the uncertainty of the measurements in all

flames. However, some underprediction still exists near the premixed flame front where

prompt-NO dominates.

We observed in our previous work that a modified rate coefficient for the prompt-

NO initiation reaction significantly improved agreement between predictions and LIF

[NO] measurements for prompt-NO dominated counterflow diffusion flames (Ravikrishna
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and Laurendeau, 1999a). The effect of this rate coefficient, which was obtained by

increasing the pre-exponential factor of the rate coefficient for CH+N2C_HCN+N by a

factor of 2.1, is also shown in Figs. 7.6 and 7.7. The predictions with the modified rate

coefficient show a significantly improved level of agreement with measurements in the

region of the flames where prompt-NO dominates. While this improvement is particularly

noteworthy in the region from 0.6 to 0.9 cm in the 0B=1.45 flame, the improvement is not

so obvious in the other flames mainly because the regions where prompt-NO and thermal-

NO dominate are not as spatially separated as in the 0B=1.45 flame. Unfortunately, a

slight but consistent overprediction now occurs in the peak [NO] region. Since the

prompt-NO initiation reaction involves the attack of the CH radical on N2, any

discrepancy in the rates of CH formation and destruction will have a significant impact on

NO predictions. Recent shock-tube measurements of CH concentration at high

temperatures for fuel-rich methane oxidation showed significant deviations from GRI

model predictions (Woiki et al., 1998). Thus, the slight but consistent overprediction of

peak [NO] using the modified rate coefficient may be attributed to a lack of refinement in

the CH-chemistry of the GRI mechanism.

7.5 Conclusions

Quantitative LIF measurements of [NO] have been obtained along the centerhne in

atmospheric pressure, methane-air, counterflow partially-premixed flames with fuel-side

equivalence ratios of 1.45, 1.6, 1.8 and 2.0. These LIF measurements of [NO] in

counterflow partially-premixed flames represent the first reported measurements of [NO]

in such flames. Comparisons of LIF measurements with model predictions using the GRI

mechanism (version 2.11) yielded good agreement. The agreement is further improved by

employing an optically thin model to account for radiative heat loss. Subsequent

predictions fall within 10% of measurements at peak [NO] locations. Spatial separation

was observed between regions where prompt-NO and thermal-NO dominate in the

_B=1.45 flame. A modified rate coefficient for the CH+N2C::>HCN+N reaction based on
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previouswork in counterflowdiffusionflamesimprovedagreementbetweenpredictions

and measurementsfor counterflowpartially-premixedflames in regions dominatedby

prompt-NO.
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8. LIF MEASUREMENTS AND MODELING OF NITRIC OXIDE IN HIGH-

PRESSURE COUNTERFLOW DIFFUSION FLAMES

8.1 Introduction

To achieve the goal of making quantitative [NO] measurements at AST conditions,

a need exists to obtain [NO] measurements in nonpremixed flames at high pressure. High-

pressure LIF measurements of NO have been made in premixed flames in the past (Reisel

et al., 1993; Reisel and Laurendeau, 1994; Battles et al., 1994; Thomsen et al., 1997), but

no previous [NO] measurements have been obtained in diffusion flames at high pressure.

There has been only one study concerning the formation of NO in counterflow diffusion

flames at high pressure (Bonturi et al., 1997), and that has been numerical in nature.

Bonturi et al. (1997) performed computations of methane-air counterflow diffusion flames

at pressures up to 30 atm and strain rates up to 1000 s-I. They found that NOx emissions

increased with an increase in pressure and a decrease in strain rate. The dominant

pathway for NO formation was found to be the prompt mechanism, especially at low

pressures and high strain rates. In this chapter, we present LIF measurements and

modeling of [NO] in counterflow diffusion flames at 2 to 5 atm. Preliminary LIF

measurements of [NO] in counterflow diffusion flames at 6-12 arm are presented in

Appendix D.

8.2 Experimental Techniques

We begin with a brief description of the experimental facility used in the LIF

measurements. Excitation of NO is achieved through use of the Q2(26.5) transition within

the y(0,0) band. The excitation wavelength is generated by employing the second
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harmonic(_.=532 nm) of a Quanta-RayDCR-3G Nd:YAG laserto pump a PDL-2 dye

laser,whichprovidesvisibleradiationat approximately572 nm. The dyefundamentalis

frequency-doubled(L/2-286 nm) in a WEX-1 wavelengthextender and the residual

Nd:YAG fundamentalis frequency-mixedwith the dye secondharmonicto producea

mixed beamat -226 nm. The four concentricbeams(1064, 572, 286, 226 nm) are

dispersedusing a Pellin-Brocaprism, and the mixed beam exits the WEX vertically

polarized.

After leaving the laser system,the beamis directedover a 1-cm counterflow

burnerdesignedfor usein the high-pressurecombustionfacility describedby Carteret al.

(1989). Thepressurevesselhasfour optical ports,two of which provideoptical access

for the laserbeamthroughthe combustionfacility. Thespotsizeproducedby theoptical

arrangementis -250 _m. Beforeenteringthe vessel,the beampassesthrough a fused

silicaplate,which directsa portionof the beamtoward a UV-sensitivephotodiode. The

beamenergymonitoredusing this photodiode is used to correct the LIF signal for

variationsin beamenergy.

For detection,a portion of the isotropicallyemittedfluorescenceis capturedand

the collimatedbeamis focusedonto the entranceslit of a 1-m monochromator. The

detector is a HamamatsuR108UH-HA photomukiplier tube which is optimized for

temporal resolution of the fluorescencesignal (Harris et al., 1976). The broadband

fluorescencesignalencompassesaspectralwidth of -3 nmandis detectedover aspectral

regioncenteredat -236 nm, correspondingto the_,(0,1)bandof NO. Eachdatapoint is

averagedover600 lasershots.

Theburnerusedin thisstudywasdesignedandfabricatedspecificallyfor thehigh-

pressurefacility in our laboratory. Figure 8.1 showsa schematicof the burner. It is

entirelymadefrom stainlesssteel so asto withstandcorrosion in the high-temperature,

high-moistureenvironmentinsidethe pressurevessel. The counterflow burner system

consistsof two identicalburnersmountedon two platesandfacing eachother. The top

platewasmoved relativeto thebottomplatebymeansof a ballscrew whichwasfixed to
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the bottom plate. For stability, two shaftsin addition to the ball screw were fixed

verticallyon thebottomplate. Bearingsprovidedin the top plateallowedfreemovement

of thetop plateover theshafts.Therelativemovementof thetopplatewith respectto the

bottomplatepermittedvariationof thedistancebetweenthetwo burners.

Eachburnerconsistsof a 1-cmi.d. innertubesurroundedby a 1.68-cmi.d. outer

tube. The fuel or air is introducedthrough the inner tube, while the annularregion

betweenthe tubesis usedto providea nitrogenguardflow which helps in isolatingthe

combustionenvironmentfrom extraneousair currents. Sinceguard flow is providedin

both directions,minimal influenceof the externalflow field is ensuredon the flame.

Furthermore,the guardflow rate is adjustedsothat thevelocityof theguardflow always

matchesthat of thefuel andair. Multiple disksof sinteredmetal areplacedwithin both

tubesto avoidradialandcircumferentialgradientsin theflow. Hastelloyhoneycombdisks

areplacedat the end of thetubesto providea uniform velocityprofile at theexit of the

burners.Theouter tubeissurroundedbyanannularregionin whichwateriscirculatedto

cooltheburner. A high-pressurepumpis usedto maintainsufficientflow of waterat high

vesselpressures.In addition,a heateris usedto maintainthetemperatureof thecooling

waterhighenoughto avoidcondensationon thesurfaceof theburners.

Themethane-aircounterflowdiffusionflamesstudiedherearehighlydiluted,with

thefuel streamconsistingof 75%N: and25% CH4by volume. This dilution avoidssoot

andminimizestheinfluenceof radiativeheatlossonNO formation. Thelow temperatures

in theseflamescauseNO to be formedmainlythroughtheprompt-NOpathway,enabling

us to focuson prompt-NOchemistry. The globalstrainrate,definedhereasthesumof

theoxidizerandfuel streamvelocitiesdividedby the nozzleseparationdistance,is varied

from 15s_ to 40 s1 at pressuresof 3 and4 atm. In comparison,LIF measurementsat 2

and5 atmarevariedoverglobalstrainratesof 20s"1to 40 s_. At a pressureof 2 atm,a

strain rate of 15 s"_ causessoot formation. This result is consistentwith recent

experimentalstudieson sootinglimits in methane-aircounterflowdiffusion flames(Sung

et al., 1998). The 15s1 flameat 5 atm tendedto blow out periodicallyandhencewasnot

studiedfurther. In general,it is difficult to experimentallystabilizea low-strainrateflame,
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especially at higher pressures. The strain rates selected for this study represent essentially

the entire range up to extinction, since for the fuel dilution selected, extinction occurs at a

global strain rate of approximately 45 s1 over our pressure range. The separation distance

of the two 1-cm diameter burners was maintained at 1 cm in all cases. The flow rates for

all flame conditions are shown in Table 8.1.

Table 8.1 Gas flow rates for all flame conditions

PRESSURE STRAIN RATE FUEL STREAM AIR STREAM
(ATM) (S"1)

CH4 (SLPM) N2 (SLPM) 02 (SLPM) N2 (SLPM)
2.02 20 0.238 0.714 0.200 0.752
2.02 30 0.357 1.071 0.300 1.128

2.02 40 0.476 1.428
3.04 15 0.269 0.806

3.04 20 0.358 1.075
3.04 30 0.537 1.612

3.04 40 0.716 2.149
4.06 15 0.359 1.076

4.06 20 0.478 1.435
2.153

0.400 1.503
0.226 0.848

0.301 1.131

0.451 1.697
0.602 2.262
0.301 1.133

0.402 1.511
2.2664.06 30 0.718 0.603

4.06 40 0.957 2.870 0.804 3.022

5.08 20 0.599 1.796 0.503 1.890
0.754 2.836

1.006 3.781
5.08 30 0.898 2.693
5.08 40 1.197 3.591

8.3 Resuks and Discussion

Using the above techniques, LIF measurements of NO were obtained in high-

pressure counterflow methane-air flames. A new calibration procedure, based on a

previous NO doping technique developed in our laboratory (Reisel et al., 1993), was used

to calibrate the fluorescence signals (Thomsen and Laurendeau, 1999). This technique

involved doping different levels of NO, with equal amounts into one and then into the

other premixed stream of a _ = 0.7 counterflow premixed flame, and measuring the

corresponding fluorescence voltages in the burnt-gas region at each pressure. A

calibration plot was obtained from these different doping levels, which was then applied to

the fluorescence signals from the counterflow diffusion flames at a given pressure. We
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assumed both that the doped NO does not react as it passes through the flame, and that

summing the signals obtained from doping into each stream contributed the same amount

of signal as doping into both sides simultaneously. These assumptions were supported

both by computer modeling and by the linearity of the resulting calibration plot (Thomsen

and Laurendeau, 1999). Measurements of the fluorescence signal using an offiine

excitation wavelength also confirmed that the contribution to the signal from non-NO

interferences was negligible (<1%) in the counterflow premixed flames used for calibration

over our range of pressures. The NO concentration in ppm relative to the calibration

flame temperature can then be determined from

Npp,,,R r = CrS F . (8.1)

where CF is a calibration factor determined from the slope of the fit to the calibration data

and SF is the digital fluorescence signal.

We have previously developed and applied a quenching correction technique in

counterflow diffusion flames at atmospheric pressure that has yielded satisfactory results

(Ravikrishna et al., 1999). We have extended this technique to the high-pressure [NO]

measurements presented in this chapter. The technique first involves modeling these

flames using OPPDIF, a Sandia opposed-flow flame code (Lutz et al., 1996). The

mathematical model reduces the two-dimensional, axisymmetric flow field to a one-

dimensional formulation by using a similarity transformation. The model predicts species,

temperature, and velocity profiles along the centerline in the core flow between the two

burners. The GRI mechanism, version 2.11 (Bowman et al., 1995), containing 49 species

and 277 reactions, can be used to handle the chemical kinetics. Once the major species are

known from the OPPDIF model, quenching cross-sections from the literature (Paul et al.,

1995) can be used to calculate the electronic quenching rate coefficient at each point along

the centerline in the flame. The corrected NO number density in absolute ppm can then be

obtained from

I¢ I¢Q.I,...,.
' t r<Jt :=trJLrLa..<) "
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where T is the flame temperature, Tc is the temperature of the calibration flame, f8 is the

Boltzmann fraction, /-" is the local overlap fraction, F_ is the overlap fraction in the

calibration flame, Qe is the local electronic quenching rate coefficient, and Qe._ is the

electronic quenching rate coefficient in the calibration flame. We have found that changes

in the absorption coefficient, both from changes in the ground state Boltzmann distribution

and from changes in the overlap fraction between the laser linewidth and the coUisionally

broadened NO spectrum, are less than 10% at 1000-2000 K for any given pressure up to

15 atm (Thomsen, 1999). Since nearly all of the NO in these flames is formed in high-

temperature regions, such corrections were deemed unnecessary.

The effect of interferences at high pressure has also been assessed by comparing

detection scans conducted in fuel-lean and fuel-rich regions in a counterflow diffusion

flame at 5 atm, as shown in Fig. 8.2. The large feature at -239 nm corresponds to the N2-

Raman line and is a common feature in both scans since nitrogen is present in large

quantities in both the fuel and air streams. The feature at -234.7 nm in the fuel-lean scan

corresponds to an 02 fluorescence line, and this feature is expectedly absent in the fuel-

rich scan. NO fluorescence is detected in a 3-nm region from 235.3 nm to 238.3 nm,

thereby avoiding the above mentioned interferences. As indicated previously, the extent of

O2 interferences has been assessed to be negligible (<1%) using an off-line excitation

technique over our range of pressures. The only concern was the effect of interferences

from polycyclic aromatic hydrocarbons (PAHs) in the fuel-rich region of the diffusion

flames. By employing the fuel-lean detection scan as a reference, the regions under the

normalized curves in the 3-nm detection window can be compared for fuel-rich vs. fuel-

lean conditions. Based on this approach, the extent of interferences from PAHs was found

to be less than 10% at the maximum pressure of 5 atm.

Figure 8.3 shows a comparison of measured and predicted [NO] for the 2-atm

flames with strain rates of 20 s 1, 30 s 1 and 40 sq. As expected, the measured [NO]

decreases with an increase in strain rate. This result is mainly due to a decline in residence

time in high temperature zones (Drake and Blint, 1989; Nishioka et al., 1994). Since the

peak temperature decreases with an increase in strain rate, there is also a reduction in the
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netNO productionrate. In addition,thewidth of theNO profile becomesnarrowerwith

anincreasein strainrateowingto theincreasedvelocitygradients.FromFig. 8.3, wesee

thattheGRImechanismunderpredicts[NO] in theseflames. A pathwayanalysisindicates

almostno thermal-NOfor theseflamessothat thedominantcontributionto NO formation

is through the prompt mechanism. Hence, more specifically, the GRI mechanism

underpredictsproductionof prompt-NOat thispressure.This resultis entirelyconsistent

with ourpreviousobservationsmadeinatmosphericpressurecounterflowdiffusionflames

(Ravikrishnaet al., 1999;RavikrishnaandLaurendeau,1999a).

Figure 8.4 showsa comparisonof [NO] measurementswith modelingfor the 3-

atm flamesat strainratesof 15,20, 30 and 40 s1. The [NO] measurementsshow the

samevariationwith strainrate at this pressureasat 2 atm. The measuredpeak [NO]

increasesfrom 2 to 3 atm at eachstrainrate. The GRI mechanismagainunderpredicts

[NO]; however,thediscrepancybetweenmeasurementsandpredictionsis higherat 3 atm

thanat 2 atm. The[NO] measurementsat 4 atmarecomparedwith predictionsfor strain

ratesof 15,20, 30, and40 s1 in Fig. 8.5. The GRI mechanismstill underpredicts[NO]

althougha reversalof trendoccursregardingthe variationof peakmeasured[NO] with

pressure.Thepeakmeasured[NO] decreasesfrom 3 to 4 atm at all strainrates.

Figure8.6showsafinalcomparisonbetweenmeasuredandpredicted[NO] for the

5-atmflamesat strainratesof 20, 30 and40 s-_. The decreaseof peakmeasured[NO]

continuesfrom 4 to 5 arm. It is interestingto notethat althoughthe GRI mechanismstill

underpredicts[NO] at 5 atm, the discrepancybetweenmeasurementsand predictions

decreasesfrom3 to 5 atm. Overall,thevariationof measured[NO] with pressurein these

flamesis uniqueandhasnot beenreportedpreviously.Unfortunately,theGRI mechanism

in its currentform doesnot predict this trend of peak [NO] with pressure.In fact,at

a given strainrate, the predictedpeak [NO] appearsto be nearlyconstantat pressures

from two to fiveatm.

Error barsin Figs. 8.3-8.6areprovidedonly at the peak [NO] location to avoid

clutter in the figures. An error analysis(seeAppendixB) givesa typicalrelativeerror at

the95%confidencelevelof -19%. All experimentaldataaretabulatedin AppendixC.
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Our observed variation of [NO] with pressure may at first seem contrary to the

predictions of Bonturi et al. (1997). They observed that at a constant strain rate, the

computed [NO] increases with pressure uniformly from 1 to 30 atm. However, their study

involved undiluted fuel and preheated air, and hence peak temperatures were between

2000 and 2500 K. Although prompt-NO was found to be dominant in their flames, a

significant contribution also existed from thermal-NO owing to these high flame

temperatures. Even if the prompt-NO contribution were to decrease with pressure, the

increase in thermal-NO with pressure would more than compensate for this reduction,

leading to an overall increase in [NO] with pressure. In our flames, on the other hand,

there is almost no contribution from thermal-NO. A pathway analysis indicates that the

contribution from thermal-NO is less than 9% at the peak [NO] locations. Hence, our

observations refer specifically to the variation of prompt-NO, and thus are not contrary to

the predictions of Bonturi et al. (1997).

To account for any radiative heat loss, we employed a modified version of the

OPPDIF code (Gore et al., 1999). Radiation heat loss is calculated in the optically thin

limit using Planck mean absorption coefficients for CO2, H20, CO, and CI-h. The

temperature dependence of the Planck mean absorption coefficients is considered using

fourth-order polynomial fits to the results of narrow band calculations. Predictions of

[NO] accounting for radiative heat loss for all flames are also shown in Figs. 8.3-8.6.

Figure 8.7 shows the decrease in predicted [NO] owing to radiative heat loss at each

pressure at a constant strain rate of 20 s1. It is interesting to note that a modest decrease

in temperature owing to radiative heat loss causes a significant drop in predicted [NO].

For example, at 5 atm and a strain rate of 20 sl, a temperature drop of 46 K causes the

peak predicted [NO] to decrease by 30%. This indicates that the prompt-NO chemistry is

quite sensitive to temperature, although not as much as for thermal-NO.

We observed in our previous work that a modified rate coefficient for the prompt-

NO initiation reaction significantly improved agreement between [NO] predictions and

LIF measurements for prompt-NO dominated counterflow diffusion flames at atmospheric

pressure (Ravikrishna and Laurendeau, 1999a). The effect of this rate coefficient, which
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was obtained by increasingthe pre-exponentialfactor of the rate coefficient for

CH+N2e:_HCN+Nby a factor of 2.1, is also includedin Figs. 8.3-8.6. In this case,

modificationof theprompt-NOinitiationreactionis not sufficientto matchthe predictions

with the measurements.Figure 8.8 showsthe comparisonbetweenpeakmeasuredand

predicted[NO] asa functionof pressurefrom oneto five atm,at aconstantstrainrateof

40 s-_. Although the atmosphericpressureresult was obtained using a different

counterflowburnerat a slightlydifferentstrainrate(RavikrishnaandLaurendeau,1999a),

it is neverthelessincludedhere to aid in comparison. The predicted[NO] in Fig. 8.8

correspondsto predictionswith themodifiedratecoefficientfor theprompt-NOinitiation

reaction. We note that the peak predicted[NO] increasesfrom 1 to 2 atm and then

decreasesfrom 2to 5 atm,althoughthisresultis not veryapparentowing to themagnified

scale.Thus,the GRI mechanismwith themodifiedprompt-NOinitiationreactiondoesat

leastqualitativelypredict the experimentallyobservedtrend betweenpeak [NO] and

pressureata givenstrainrate.

As mentionedbefore,modifyingthe rate coefficientof the prompt-NO initiation

reactionis not sufficientto matchthe [NO] predictionswith measurements.Sincethe

prompt-NOinitiationreactioninvolvesthe attackof theCH radicalon N:, any mistake in

the rates of CH formation and destruction will have a significant impact on the NO

predictions. The variation of peak predicted CH concentration ([CH]) with pressure is

shown in Fig. 8.9. Peak [CH] decreases rapidly from one to three atm by a factor of three.

A further decrease occurs from three to five atm, although this decrease is more gradual.

The peak [CH] is starting to show asymptotic behavior at 5 atm. Recall from Figs. 8.3-

8.6 that the discrepancy between [NO] measurements and predictions is at its maximum at

2 to 3 atm. Similarly, the biggest drop in peak [CH] occurs between 1 and 3 atm.

Furthermore, the agreement between [NO] measurements and predictions begins to

improve at 4 to 5 atm, with the peak [CH] beginning to stabilize at these pressures. This

result strongly suggests that there is a need for refinement of the CH chemistry, especially

for those CH formation and destruction reactions that are pressure dependent.
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8.4 Conclusions

Quantitative laser-induced fluorescence (LIF) measurements of NO concentration

([NO]) have been obtained along the centerline of prompt-NO dominated, methane-air

counterflow diffusion flames at two to five atm. Global strain rates of 20, 30 and 40 s1

were investigated at each pressure, with the addition of a 15 s1 case at three and four atm.

The LIF data presented here represent the first reported measurements of [NO] in

counterflow diffusion flames at high pressure. Comparisons between [NO] measurements

and predictions using the GRI (version 2.11) mechanism show that the GRI mechanism

underpredicts prompt-NO by a factor of two to three at all pressures. The

underprediction is maximum at 2 to 3 atm, and decreases with pressure from 3 to 5 arm.

Although the GRI mechanism does not predict this trend, predictions with a modified rate

coefficient for the prompt-NO initiation reaction displays the same qualitative behavior.

However, modifying the rate coefficient for the prompt-NO initiation reaction is not

sufficient to account for the difference between measurements and predictions, thus

indicating a need for refinement of the CH chemistry, especially the pressure-dependent

CH formation and destruction reactions. A modest decrease in predicted temperature

owing to radiative heat loss has been found to produce a significant (-30%) decrease in

predicted [NO], thus indicating the temperature sensitivity of the prompt-NO kinetics. In

general, the LIF [NO] measurements presented here form a database for validating

chemical kinetic mechanisms at 2-5 atm and higher.
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9. CONCLUSIONSAND RECOMMENDATIONS

9.1 Conclusions

Lean direct injection (LDI) is one strategy that is being considered to meet

NASA's goal of reducing NOx emissions from civilian aircraft engines by around 70% in

the next ten years. LDI seeks rapid vaporization and mixing of liquid fuel with air at the

entrance of the combustor. The initial mixing region leads to partially premixed flamelets

which can produce high local levels of NO. The eventual performance of any future

advanced subsonic transport (AST) will require in situ measurements of NO

concentrations for various injector modules and combustor designs so as to optimize the

final LDI system. Hence, a need exists for making quantitative measurements of NO

number density at AST conditions for which pressures are in the range of 40-50 atm, and

temperatures around 1800 K. The overall goal of this work, which is to assess the

feasibility of making NO concentration measurements at AST conditions, was addressed

by making quantitative laser-induced fluorescence (LIF) measurements of [NO] in

counterflow diffusion and partially-premixed flames at atmospheric and higher pressures.

In addition, the techniques developed here could be used to make [NO] measurements

under practical gas turbine engine conditions.

Previous work concerning NO formation in counterflow diffusion flames consisted

of a few investigations where NO concentrations were measured using physical probes.

These measurements suffered from lack of spatial resolution and could at best be

considered semi-quantitative since the probe tends to disturb the flow field. No previous

nonintrusive measurements of NO were available in counterflow diffusion flames. The

[NO] measurements in counterflow diffusion flames presented in this work represent the

first reported nonintrusive measurements of [NO] in such flames. Moreover, the [NO]
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measurementsin the counterflow partially-premixedflames and the high-pressure

counterflowdiffusionflamesrepresentthe first reported[NO] measurementsof any kind

in such flames. Apart from assessing the feasibility of making quantitative [NO]

measurements in nonpremixed flames, there are two important aspects regarding the

contribution of this work. One is the diagnostic aspect wherein two laser-based

techniques viz., laser-saturated fluorescence (LSF) and linear laser-induced fluorescence

(LIF) were compared and assessed. This comparison also led to the development and

validation of a correction technique to account for variations in the electronic quenching

rate coefficient. The other aspect is the evaluation and suggested enhancement of the NO

kinetics in a comprehensive chemical kinetic mechanism that describes natural gas

combustion. Once a thorough understanding of the NO kinetics is achieved, this could be

used further to develop a simplified, high-pressure NO, model capable of predicting NO

formation for practical gas turbine conditions.

Comparisons between laser-saturated fluorescence (LSF) and linear LIF

measurements were made in four ethane-air counterflow diffusion flames with different

strain rates to assess the efficacy of a quenching correction technique for the linear LIF

measurements and to address issues regarding the quantitative nature of the LSF

technique. The agreement between linear LIF and LSF measurements was found to be

excellent from fuel-lean to moderately fuel-rich conditions. The slight but consistent

discrepancy between the LSF and linear LIF measurements in the highly fuel-rich (9 > 1.6)

region may be attributed to a combination of the effect of rotational energy transfer (RET)

on the LSF measurements and a lack of refinement in the quenching cross-sections of

hydrocarbon species affecting the linear LIF measurements. In general, the quenching

correction technique, which uses major-species concentrations from the OPPDIF

predictions in conjunction with quenching correlations from the literature, is effective and

can be extended to higher pressures.

Linear LIF measurements of [NO] in three methane-air counterflow diffusion

flames with different strain rates were compared with OPPDIF model predictions using the

GRI (version 2.11) chemical kinetic mechanism. These flames were highly diluted with
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nitrogenon the fuel-sideto avoidsootformationandthe effectsof radiativeheatlosson

NO production. Thisalsocausedtheflametemperaturesto be low, whichenabledusto

focuson the prompt-NOchemistry.The comparisonsrevealedthat the GRI mechanism

underpredicted prompt-NO by 30-50%. These results seem to indicate some

shortcomingsin the prompt-NOkinetics within the GRI mechanism,either in the CH

formationanddestructionchemistryor in the ratecoefficientof theprompt-NO initiation

reaction. Basedonourdata,wewereableto proposea modifiedreactionratecoefficient

for theprompt-NOinitiationreactionwhichcausesthepredictionsto matchexperimental

data. The rate coefficientwasmodifiedby increasingthe pre-exponentialfactor by a

factor of 2.1. Temperaturemeasurementswere also made using thin SiC filament

pyrometry. A newcalibrationmethodutilizing anear-adiabaticH2-airHenckenflamewas

developed.The excellentagreementbetweentemperaturemeasurementsandpredictions

in the methane-aircounterflow diffusion flames indicates the efficacy of the new

calibrationmethod.

QuantitativeLIF measurementsof [NO] havebeenobtainedin four methane-air

counterflowpartially-premixedflames. Comparisonsof LIF measurementswith model

predictions using the GRI mechanism(version 2.11) yielded good agreement. The

agreementis further improvedby employingan optically thin model to account for

radiativeheatloss. Subsequentpredictionsfall within 10%of measurementsat peak[NO]

locations. Spatial separationwas observedbetweenregionswhere prompt-NO and

thermal-NO dominate in the 0B=1.45flame. A modified rate coefficient for the

CH+N2C:>HCN+Nreactionbasedon the previouswork in counterflowdiffusionflames

improved agreementbetweenpredictionsand measurementsfor counterflowpartially-

premixedflamesin regionsdominatedby prompt-NO.

Quantitativelaser-inducedfluorescence(LIF) measurementsof NO concentration

([NO]) havealsobeenobtainedalongthecenterlineof prompt-NOdominated,methane-

air counterflow diffusion flamesat two to five atm. Comparisonsbetween [NO]

measurementsandpredictionsusingtheGRI (version2.11)mechanismshowthat theGRI

mechanismunderpredictsprompt-NOby a factor of two to threeat all pressures.The
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underpredictionis maximumat 2 to 3 atm,anddecreaseswith pressurefrom 3 to 5 atm.

AlthoughtheGRI mechanismdoesnot predictthis trend,predictionswith a modifiedrate

coefficientfor the prompt-NO initiation reactiondisplaythe samequalitativebehavior.

However, modifying the rate coefficientfor the prompt-NO initiation reaction is not

sufficient to account for the differencebetweenmeasurementsand predictions, thus

indicatinga needfor refinementof the CH chemistry,especiallythe pressure-dependent

CH formation and destructionreactions. In summary,the LIF [NO] measurements

presentedhereform adatabasefor validatingchemical kinetic mechanisms at 1-5 atm and

perhaps higher.

9.2 Recommendations

The calibration technique for the LIF [NO] measurements in the high-pressure

counterflow diffusion flames involved doping NO into a counterflow premixed flame.

With our current counterflow burner, we were unable to stabilize a counterflow premixed

flame above a pressure of 5 atm owing to buoyancy effects. Since the [NO]

measurements in the counterflow diffusion flames were calibrated using a counterflow

premixed flame at the same pressure, we were limited to obtaining quantitative

measurements at pressures below 5 atm. This was unfortunate, especially since we could

stabilize counterflow diffusion flames even at 12 atm. The structure of the counterflow

premixed flame was also affected by small nonuniformities in the flow exiting the nozzles.

This was more apparent at pressures above 3 atm. These problems can be mitigated to

some extent by employing a counterflow burner with contoured, convergent nozzles rather

than the straight-tube nozzles used in our current design. This would minimize any

boundary layer effects and would guarantee a uniform velocity prone at the exit of the

nozzle, even at higher pressures.

Comparison of [NO] measurements with model predictions in the counterflow

diffusion flames has indicated a lack of refinement in the CH chemistry, especially at

higher pressures. Thus, there is need for CH concentration measurements in these flames
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in orderto assessthe CH kinetics. Hence,it is recommendedthat CH concentrationsbe

measuredin both atmosphericand high-pressurecounterflow diffusion and partially-

premixedflames.Simultaneously,thereis alsoaneedto identify thosereactionsin theCH

chemistrythataremostsensitivewith respectto NO formation. A sensitivityanalysiscan

be conductedwhensuchan optionbecomesroutinelyavailablewith the OPPDIFcode.

Finally,the [NO] measurementsobtainedin this work canbe usedto assessany future

versionof theGRI chemicalkineticmechanismby comparisonwith modelpredictions.
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Appendix A: Thin Filament Pyrometry.

This appendix presents additional details on the thin filament pyrometry technique

which was used in obtaining temperature measurements in atmospheric pressure

counterflow diffusion and partially-premixed flames. The filament used was a silicon

carbide ceramic fiber (NICALON, Dow Coming). It is supplied as a 15-p,m continuous

fiber in the form of a multi-filament tow (500 filaments/tow) spooled on a bobbin. Since it

is very important to isolate a single filament from the multi-filament tow, a magnifying lens

is used to ensure that the specimen consists of only one filament. An approximately 15-cm

long portion of the single isolated filament is then used for the experiment. Each end of

the filament is glued to a weight, and the filament is extended with the weighted free ends

across the flame. The radiant emission from the filament is then measured and related to

the temperature.

The conversion of detector output voltage to temperature requires a non-linear

calibration since the detector output is directly proportional to the emitted radiation and

not to the temperature. The spectral emissive power from the surface of a heated fiber is

adequately approximated by treating the fiber as a gray body (Vilimpoc et al., 1988) and

can be written as

Eg (2,r)= _ehc2 (A.1)

2,5 e _r -1

where _ is the wavelength, T is the temperature, e is the apparent emissivity of the fiber, h

is the Planck constant, c is the speed of light, and k is the Boltzmann constant. The overall

signal generated by the indium antimonide (InSb) detector is given by

z,

S(T) = kexp f Eg (2,, T)R(2')F r (2,)d2, , (1.2)
,h

where R(2,) is the detector response function, T,(2,) represents the transmission

characteristics of the optics, 2,_ and _ are the lower and upper limits of the detector

response, respectively, and k_p is an experimental constant which takes into account the

efficiency of the collection optics and the gain of the detector electronics. The detector
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has a response between 1.1 and 5.6 I.tm, and the response curve, R(2), is provided by the

manufacturer (Graseby Infrared). The calcium fluoride lenses used for collimating and

focusing the infrared radiation have a constant transmission over the range of detector

response wavelengths. In other words, T,(2) is constant between 1.1 and 5.6 gm. Writing

Eq. (A.2) twice, once for the actual flame and again for the calibration flame, and dividing

the two resulting equations, we obtain

2,

s(r)_ ! eg
, (A.3)

S(rc) i e , rc)R )
&

where the subscript c refers to the calibration flame. The integral in the numerator of Eq.

(A.3) can be numerically evaluated for each temperature. Figure A.1 shows the flame

temperature as a function of the ratio of the integrals in Eq. (A.3) for a calibration flame

temperature of 1383 K.

The experimental procedure for thin filament pyrometry is as follows. First, the

filament is placed in the calibration flame and the detector signal is noted. The detector

signal corresponding to the actual flame is then divided by this calibration signal, and the

temperature corresponding to this ratio is obtained from Fig. A. 1. This temperature

represents the filament temperature in the actual flame. Since it is difficult to accurately

read the temperature from Fig. A. 1, a fifth-order polynomial fit is developed to match the

curve in Fig. A. 1. Once the detector signal ratio is known, this polynomial equation can

be used to obtain the filament temperature. The flame temperature is then calculated via a

radiative heat loss calculation following the procedure developed by Bradley and

Matthews (1968). The filament emissivity for this calculation is taken as 0.88 (Vilimpoc

and Goss, 1988).
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Figure A. 1" Temperature as a function of the ratio of the detector signal in the actual

flame to that in the calibration flame. The calibration flame temperature is 1383 K.
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Appendix B: Error Analysis

To assess the quantitative nature of any measurement, it is important to estimate

the uncertainty in the measurement process. All fluorescence measurements have an

uncertainty associated with their repeatability. The process of converting measured

fluorescence signal to NO concentration requires use of a calibration, which introduces an

additional uncertainty. The net uncertainty has two components, the accuracy and the

precision. Precision reflects the repeatability of the measurements, while the accuracy is

an estimate of any systematic errors. The overall uncertainty of our measurements is a

combination of three uncertainties, viz., precision of the fluorescence measurements,

precision of the calibration factor, and accuracy of the calibration factor.

The precision associated with the fluorescence measurements is mainly affected by

photomultiplier tube shot noise and noise associated with data acquisition. The accuracy

of the calibration factor depends on the accuracy of the doped NO concentrations and

possible destruction of NO in the calibration flame. The uncertainty analysis will be

presented separately for the atmospheric pressure and the high-pressure NO

measurements. All uncertainties are based on a 95% confidence level.

B. 1 Propagation of Errors

Since all uncertainties are based on a 95% confidence level, the uncertainty of a

measured quantity is defined as twice the standard deviation of the mean. For a given

measured variable y with standard deviation o" that has been sampled N times, the

uncertainty _ is then

2o
t_ - ,__ (B.1)

4N

To determine the effect of the uncertainty in one portion of a measurement scheme on the

uncertainty of the quantity finally measured, we use the method of propagation of errors

(Taylor, 1982). For a given function q(x ...... z) where x and z are independent, random,
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measured quantities with respective uncertainties 6x, ....

as

6z, the uncertainty in q is defined

+ .... +(_)q6z} z (B.2)

)
Thus, for a given function of the type

q=x+ ..... +Z ,

the resulting uncertainty in q is

+....

(B.3)

For a function of the type

the uncertainty in q is

(B.4)

q=x× ...... xz , (B.5)

&t=4(z._ + .... +(x,fz_ (B.6)

Equation (B.6) can be framed in the form of a relative uncertainty, e(q) = _/_q, to yield

e(q) = _/e(x) _ + ..... + e(z) 2 (B.7)

In the case where x and z are not independent or are not random, the uncertainty &/for a

function of the form of Eq. (B.3) is

6q=&+ ....+& , (B.8)

whereas for a function of the form of Eq. (B.5), the relative uncertainty is

e(q) = e(x) + ....... + e(z) (B.9)

B.2 Atmospheric pressure LIF Measurements

To determine the accuracy associated with the calibration factor, we must consider

the following equation for the amount of NO doped in the calibration flame (Partridge,

1996),

Dp = n---LRVR C B L , (B. 10)
n/,
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where Dp is the doped [NO] in ppm relative to calibration flame products, C8 is the

concentration of the NO standard gas, L is the fraction of NO that is destroyed in the

flame, V:R is the ratio of the standard NO gas flow rate to the total volumetric flow rate,

and (nR/np) is the total molar ratio of reactants to products. Since the calibration factor is

in ppm/V, the accuracy of the calibration factor is directly related to the systematic errors

associated with the doped NO. Propagating the error associated with the individual terms

in Eq. (B. 10), we get the following expression for the accuracy of the calibration factor

eCFac c = eVR +(eCBy + (B.11)

The uncertainty in the volumetric flow rate was calculated by assuming that the maximum

fluctuation in the flow rates of the individual gases was one scale reading from the

rotameter setting. The average uncertainty in the volumetric flow rate was determined to

be -3%. The relative uncertainty in Cn was taken to be 4% based on manufacturer's

specifications (Airco, 1993), and that due to L was taken to be 5% based on previous

modeling (Reisel, 1994). The precision of the calibration factor was determined as twice

the standard deviation of samples from multiple calibrations. Hence, the precision was

determined to be approximately 19%. The cumulative uncertainty in the calibration factor

can then be determined from

8CF = [(ECFpRF." y + (SCFAc c y ]0., , (9.12)

where the subscripts PRE and Ace refer to the precision and accuracy components of the

uncertainty in the calibration factor, respectively. Now the cumulative uncertainty in the

[NO] measurement is given by

eUNo= [(eCFy + (eSNoY]°' , (B.13)

where eSuo is the uncertainty in the digital NO fluorescence signal. For LSF

measurements, this can be expressed as

aNo=[(e.Sy +(eSbY] °'s , (B.14)
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where eS is the uncertainty in the uncorrected LSF signal and eSb is the uncertainty in the

background signal. In the case of linear LIF measurements, the uncertainty in the NO

fluorescence signal can be shown to be (Thomsen, 1996)

where 6S, 6Sb, 6Lp, and 6Lp,b are twice the standard deviation of the mean for the

uncorrected LIF signal, the LIF signal background, the laser power, and the laser power

background, respectively. Both 6Sb and 6Lp are negligible and can be neglected in Eq.

(B.15). For the PLIF measurements, the overall uncertainty was estimated to be 28%

previously (Partridge, 1996). Hence, the analysis for the PLIF measurements is not

repeated here.

B.3 High-pressure LIF Measurements

Since all measurements at high pressure involved use of the linear LIF technique,

the uncertainty in the digital NO fluorescence signal, eSNo, can be calculated using Eq.

(B.15). To assess the uncertainty associated with the calibration, a slightly different

approach is followed from the atmospheric pressure measurements. The error arising

from volumetric flow rate fluctuations is not considered separately. One reason is that

high-accuracy mass flow controllers were used instead of rotameters for the high-pressure

NO measurements. Secondly, the relative precision of the calibration, eCFvRe is taken as

twice the standard error of the calibration slope (Thomsen, 1996). This strategy ensures

that any error arising from gas delivery system fluctuations is included as it would appear

in the standard error of the calibration slope. Thus, the cumulative uncertainty of the

calibration factor is

eCF = [(eCFp_) 2 + (e-'Ca) 2 + (cL)2] °'5 (B.16)
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It is difficult to assessthe uncertaintydue to the backgroundsignalin diffusion

flames. This is becausethe concentrationof interfering speciessuch as 02 changes

drasticallyacrossa diffusion flame, unlike in premixed flames. The effect of PAH

interferencesin thefuel-richregionhasbeenshownto be lessthan 10%. Nevertheless,as

theeffectof PAH interferencesvariesspatiallyin a diffusionflame,it is difficult to assess

the uncertaintyarisingfrom PAH interferencesat eachpoint. At 5 arm, which is the

highestpressureat which calibratedmeasurementsof [NO] were obtainedin diffusion

flames, the backgroundsignal in the counterflowpremixedflame is -11%. Thus, to

accountfor sucheffects,we assigna 10% relativeuncertaintydue to the background

signaland interferencesin all diffusionflames(eS1). Since this source of error is not

random, it cannot be added in quadrature as for the other errors. Hence, it must be added

directly to the net uncertainty via Eq. (B.9). Thus, the cumulative uncertainty in the [NO]

measurement is given by

eiVNo = [(e"CF) 2 + (eS_¢o)2 ]°" + eS, (B.17)

The total uncertainty in the [NO] measurement is the product of the relative uncertainty

given by Eq. (B. 17) and the measured [NO].

B.4 Error Calculations

Table B. 1 lists typical values used in the uncertainty analysis for both atmospheric

and high-pressure flames. All values presented correspond to peak [NO] in methane-air

counterflow diffusion flames.
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Table B. 1 Typical values used m the uncertainty analysis of [NO] measurements

Pressure = 1 atm, Strain rate = 35 s1 Pressure = 5 atm, Strain rate = 30 s-I

Parameter Value Parameter Value

E_ 0.03 eCB 0.04

eCB 0.04 eL 0.05

eL 0.05 eCF,pRe 0.022

e"C_,p_ 0.19 eCr 0.068

_-'C F 0.203 Le-Lp, b 5.37

Lp-Lp,b 3.55 07_.,p 0.03

O'Lp 0.056 S-Sb 2.51

S-Sb 0.34 6S O. 117

6S 0.06 eSNo 0.047
i

eSNo 0.177 eSl 0.10

eNNo 0.269 CNNo 0.182

NNO 22.09 NNO 38.45

O-_/VNO 5.94 O_. N 0 I 7.01
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Appendix C: [NO] Measurements Data

The [NO] data resulting from the various measurements are presented in this

appendix. The [NO] data in the atmospheric pressure ethane-air and methane-air

counterflow diffusion flames are presented in Tables C.1 and C.2, respectively. [NO]

measurements in the methane-air counterflow partiaUy-premixed flames are presented in

Table C.3. The [NO] data for the methane-air counterflow diffusion flames at 2, 3, 4, and

5 atm are presented in Tables C.4-C.7, respectively. In all tables, x represents the distance

measured from the end of the burner used to supply the fuel.

Table C. 1 [NO] data in ethane-air counterflow diffusion flames at latm.

STRAIN RATE = 48 S"1 STRAIN RATE = 35 S"1STRAIN RATE = 20 S"1 STRAIN RATE = 5 S"1

x (cm) [NO] (ppm) x (cm) [NO] (ppm) x (cm) [NO] (ppm) x (cm) [NO] (ppm)
0.80 0.09 0.02 0.80 0.36 0.80 0.26
0.85
0.90

0.95

1.65
6.64

13.18

0.80
0.85
0.90

0.95

0.59
3.21

9.31

0.85
0.90

0.95

2.37
7.83

15.81

0.90

1.00
1.05

1.38

5.79
9.59

1.00 23.53 1.00 16.11 1.00 21.81 1.10 14.94
1.05 28.46 1.05 22.43 1.05 27.33 1.15 17.73
1.10 20.48 1.10 31.74 1.10 36.04 1.20 20.88

1.15 6.70 1.15 23.17 1.15 31.13 1.25 24.34
1.20 0.90 1.20 11.53 1.20 22.37 1.30 26.62

1.25 3.04 1.25 12.02 1.35 36.88
1.30 0.45 1.30 3.92 1.40 40.47

1.40 0.10 1.45 40.75
1.50 36.46

1.55 27.21
1.60 20.53
1.65 10.79

1.70 2.02
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Table C.2 [NO] data in methane-air counterflow diffusion flames at latm.

STRAIN RATE = 35 S"1 STRAIN RATE = 20 S"1 STRAIN RATE = 5 S"_

x (cm) [NO] (ppm) x (cm) [NO] (ppm) x (cm) [NO] (ppm)
0.85 0.19 0.80 0.12 1.00 0.43
0.90 1.74 0.85 0.91 1.10 2.65

0.95 5.41 0.90 3.48 1.15 5.78
1.00 9.89 0.95 6.87 1.20 12.37

1.05 10.87 1.00 10.67 1.25 16.51

1.10 19.00 1.05 15.25 1.30 20.75
1.15 22.09 1.10 19.91 1.40 25.87

1.20 12.63 1.15 24.32 1.45 34.48
1.25 2.98 1.20 28.83 1.50 43.17

1.30 0.47 1.25 19.55 1.55 35.96
1.35 0.30 1.30 7.74 1.60 33.58

1.40 0.14 1.35 1.82 1.65 26.04
1.40 0.19 1.70 13.96

1.75 9.27
1.80 4.10
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Table C.3 [NO] data in methane-air counterflow partially-premixed flames at 1 atm.

x (cm) [NO] (ppm)
0.40 0.15
0.50 2.56

0.55 7.54

0.60 14.26
0.65 21.72

0.70 24.67
0.75 24.73

0.80 34.35
0.85 35.04

0.90 39.24
0.95 38.60

1.00 46.22
1.05 48.42

1.10 53.45
1.15 57.68
1.20 52.15

1.25 43.45
1.30 38.51
1.35 32.29

1.40 23.18
1.45 10.31

1.50 2.35
1.60 0.09

1.70 0.04
1.80 0.06

_8 = 1.6_B= 1.45
x (cm) [NO] (ppm)l
0.40 0.07

0.50 0.14

0.60 0.13
0.70 1.67

0.80 5.47
0.85

0.90

0.95
1.00
1.05

12.81

28.90
37.05

51.05
54.39

1.10 56.34
1.15 59.61

1.20 55.38
1.25 45.46

1.30 38.57
1.35
1.40

1.45

29.35
20.60

10.61
1.50 2.09

_B ---- 1-8

x (cm) [NO] (ppm)
0.50 0.04

0.60 0.00

O.70 0.00
0.80 1.57

0.90 8.53
0.95 16.79

1.00 36.39
1.05 57.19

1.10 61.90
1.15 63.09

1.20 66.79
1.25 58.20

1.30 55.22
1.35 40.13

1.40 32.57
1.45 4.38
1.50 1.47

1.60 0.03

_8 = 2.0
x (cm) [NO] (ppm)
0.50 0.07

0.60 0.05
0.70 0.03

0.80 2.07
0.85 6.40

O.90 13.68

0.95 15.26
1.00 27.67
1.05 52.29

1.10 65.04

1.15 57.50
1.20 52.49

1.25 38.69
1.30 33.97
1.35 28.43

1.40 12.78
1.45 4.24
1.50 0.84
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Table C.4 [NO] data in methane-air counterflow diffusion flames at 2 atm.

STRAIN RATE = 20 S"1 STRAIN RATE = 30 S"1 STRAIN RATE = 40 S1

[NO] (ppm)x (cm) [NO] (ppm)

0.250

x (cm)

0.18

[NO] (ppm)

0.300

0.225 0.05 0.275 0.03

0.26

x (cm)
0.300 0.01
0.325 0.15

0.275 0.68 0.325 1.28 0.350 0.95
0.300 2.26 0.350 5.29 0.375 4.37

0.325 6.33 0.375 13.04 0.400 12.71
0.350 13.24 0.400 24.29 0.425 22.29

0.375 21.44 0.425 34.12 0.450 32.79
0.400 32.63 0.450 44.43 0.475 41.02
0.425 39.94 0.475 54.23 0.500 48.32

0.450 50.48 0.500 61.84 0.525 56.45

0.475 54.03 0.525 74.18 0.550 46.86
0.500 64.79 0.550 61.17 0.575 31.02

0.525 74.20 0.575 45.89 0.600 15.89
0.550 29.1966.61 0.600

0.575 53.41 0.625 11.21
0.600 39.46 0.650 2.95

0.625 25.39 0.675 0.48
0.650 12.17

0.675 3.55
0.700 0.95

0.725 0.20

0.625 4.84

0.650 0.94
O.675 0.13
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Table C.5 [NO] data in methane-air counterflow diffusion flames at 3 atm.

STRAIN RATE = 15 S"1 STRAIN RATE = 20 S"1STRAIN RATE = 30 S"1 STRAIN RATE = 40 S"1

x (cm) [NO] (ppm) x (em) [NO] (ppm) x (cm) I[NO] (ppm) x (cm) [NO] (ppm)
0.275 0.03 0.275 0.01 0.325 0.01 0.350 0.01

0.300 0.15 0.300 0.09 0.350 0.18 0.375 0.13
0.325 0.62 0.325 0.53 0.375 1.58 0.400 1.21

0.350 2.33 0.350 2.69 0.400 5.72 0.425 6.90
0.375 6.10 0.375 7.41 0.425 14.84 0.450 18.24

0.400 13.03 0.400 16.65 0.450 27.44 0.475 32.56
0.425 23.20 0.425 28.21 0.475 39.72 0.500 46.06
0.450 33.27 0.450 40.82 0.500 49.27 0.525 59.90

0.475 42.83 0.475 52.72 0.525 62.75 0.550 68.90

0.500 55.51 0.500 61.55 0.550 72.14 0.575 46.03
0.525 61.17 0.525 77.11 0.575 52.03 0.600 20.81

0.550 75.07 0.550 85.22 0.600 26.61 0.625 4.04
0.575 85.36 0.575 70.58 0.625 6.56 0.650 0.57

0.600 72.04 0.600 48.19 0.650 1.32 0.675 0.11
0.625 52.38 0.625 22.41 0.675 0.18
0.650 32.26 0.650 7.64

0.675 13.88 0.675 1.56
0.700 3.83

0.725 0.95
0.750 0.24

0.700 0.32
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Table C.6 [NO] data in methane-air counterflow diffusion flames at 4 atm.

STRAIN RATE = 15 S"1 STRAIN RATE = 20 S"_STRAIN RATE = 30 S"_ STRAIN RATE = 40 S"1

x (cm) [NO] (ppm) x (cm) [NO] (ppm) x (cm) [NO] (ppm) x (cm) [NO] (ppm)
0.325 0.02 0.350 0.05 0.325 0.01 0.350 0.01

0.350 0.10 0.375 0.48 0.350 0.14 0.375 0.15
0.375 0.59 0.400 2.32 0.375 0.87 0.400 1.16

0.400 2.29 0.425 6.71 0.400 3.14 0.425 4.39
0.425 6.45 0.450 14.34 0.425 11.28 0.450 15.77

0.450 13.12 0.475 23.68 0.450 25.36 0.475 33.64
0.475 22.18 0.500 32.59 0.475 38.53 0.500 44.45

0.500 30.71 0.525 40.10 0.500 44.95 0.525 33.24
0.525 38.83 0.550 50.01 0.525 35.15 0.550 23.36

0.550 45.61 0.575 56.86 0.550 27.05 0.575 16.75
0.575 58.53 0.600 46.40 0.575 20.03 0.600 7.91

0.600 64.94 0.625 25.81 0.600 11.73 0.625 2.11
0.625 51.82 0.650 9.09 0.625 3.83 0.650 0.42

0.650 30.66 0.675 1.92 0.650 0.90 0.675 0.08

0.675 12.83 0.700 0.35 0.675 0.17 0.700 0.03
0.700 3.31 0.725 0.09 0.700 0.03
0.725 0.84

0.750 0.17

Table C.7 [NO] data in methane-air counterflow diffusion flames at 5 atm.

STRAIN RATE = 20 S"1 STRAIN RATE = 30 S"1 STRAIN RATE = 40 S"1

x (cm) [NO] (ppm) x (cm) [NO] (ppm) x (cm) [NO] (ppm)
0.350 0.09 0.350 0.02 0.400 0.08
0.375 0.60 0.375 0.18 0.425 0.70
0.400 1.97 0.400 1.24 0.450 3.01
0.425 6.75 0.425 4.02 0.475 13.19

0.450 15.55 0.450 13.76 0.500 27.20

0.475 28.29 0.475 29.71 0.525 33.63
0.500 37.29 0.500 38.45 0.550 24.58
0.525 41.25 0.525 29.42 0.575 15.29

0.550 30.99 0.550 19.97 0.600 8.59
0.575 23.80 0.575 14.45 0.625 1.91

0.600 18.64 0.600 9.13 0.650 0.27
0.625 11.41 0.625 4.16 0.675 0.06

0.650 4.49 0.650 0.80
0.675 1.25 0.675 0.17
0.700 0.30 0.700 0.07
0.725 0.09
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Appendix D: [NO] Measurements in Counterflow Diffusion Flames at 6-12 atm

The [NO] measurements in the counterflow diffusion flames from 2 to 5 atm were

calibrated using a counterflow premixed flame at each pressure. Unfortunately, a

counterflow premixed flame could not be stabiliTed above 5 atm owing to buoyancy

effects. However, counterflow diffusion flames could be stabilized up to 12 atm and

perhaps higher. Hence, relative [NO] measurements were obtained in a 30 s_ strain rate

flame at pressures of 6, 8, 10 and 12 atm. In this appendix, we present a preliminary

method to quantify these measurements. The fuel stream in these flames consists of 25%

CI-L and 75% N: by volume.

Since we could calibrate in counterflow premixed flames up to 5 atm, a strategy

was needed to extrapolate the calibration up to 12 atm. Motivated by this goal, [NO]

measurements were obtained in the premixed calibration flames at various pressures up to

5 atm on the same day. This was done so that the measurements would not be affected by

day to day fluctuations and could all be compared relative to one another. Figure D. 1

shows a comparison of the ratio of NO fluorescence signal to the actual ppm level in

counterflow premixed flames at various pressures. The equivalence ratio of the flame was

maintained at 0.7 for pressures of 1-4 atm, and 0.65 at 5 atm. From Fig. B. 1, we observe

that the ratio of NO signal to the actual ppm level of NO varies by approximately +20%

about a mean value. In other words, the calibration factor at 1-5 atm can be assumed to

be nearly constant within +20%.

Let us consider now the various effects at high pressure. Substituting Eq. (2.21) in

Eq. (2.14) and rearranging, we obtain

-- - fl -- GV_cr -- -- _F I2f s(T .}_dg.
Npp,,, v z 4_ Q,,t

(D.1)

From the above equation, we observe that the ratio of the NO signal to the actual ppm is

directly proportional to the absolute pressure and the spectral overlap fraction, and

inversely proportional to the electronic quenching rate coefficient. The electronic

quenching rate coefficient increases linearly with pressure, mainly owing to an increase in

the collision rate with pressure. The electronic quenching rate coefficient is also a
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function of temperature;however,the temperaturedoesn't vary muchwith pressurein

theseflames. Thus,theeffectsof theabsolutepressureandthe electronicquenchingrate

coefficientnullify oneanother. However,thespectraloverlapfraction, which is measure

of the spectraloverlapbetweenthe laser linewidth and the NO absorptionlinewidth,

decreaseswith pressureowing to line broadeningat higherpressure. Thus, the ratio of

NO signal to actual ppm should follow the trend of the spectral overlap fraction with

pressure.

Figure D.2 indicates the variation of the absorption coefficient with pressure at a

constant temperature of 1800 K obtained through modeling (Thomsen, 1999). Although

Fig. D.2 includes variations in the Boltzmann fraction, the trend shown is basically that of

the spectral overlap fraction with pressure since the temperature is constant. There is

expectedly a sharp decrease in the overlap fraction at lower pressures, as the laser

linewidth is much less than the NO absorption linewidth; consequently, the effect of

broadening is more pronounced at lower pressures (P < 3 atm) and becomes less so at

higher pressures. The measured ratio of NO signal to actual ppm, on the other hand, does

not show the same behavior as the model at low pressures. At this time, we cannot

explain this result. It may either be an effect in the experiment that we have not yet

considered, or a shortcoming in the model. However, the encouraging result from the

modeling in Fig. D.2 is that the ratio of signal to ppm varies very little at higher pressures.

This leads us to extrapolate our calibration and assume for now that the ratio of NO signal

to ppm is relatively constant up to 12 atm. Thus, [NO] measurements at 6, 8, 10, and 12

atm were calibrated based on our measurement in the 0=0.7 counterflow premixed flame

at 4 atm, with corrections for quenching variations via Eq. (8.2).

The resulting [NO] measurements at 6, 8, 10, and 12 atm are compared with

model predictions in Figs. D.3-D.6, respectively. The [NO] data are tabulated in Table

D.1. The dashed line indicates modeling with the OPPDIF code when accounting for

radiation and utilizing the GRI (version 2.11) mechanism for the NO kinetics. The dotted

line indicates modeling using a previously modified rate coefficient for the prompt-NO

initiation reaction (Ravikrishna and Laurendeau, 1999a). The comparison indicates that
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there is still some underprediction of NO at 6-12 atm, although the underprediction

decreases from 6 to 12 atm, continuing the trend observed from 3 to 5 atm. It is

interesting to note that the predictions with the modified rate coefficient agree very well

with measurements at 10 and 12 atm. This result might indicate that CH concentrations

are predicted accurately by the GRI mechanism at these pressures.

Table D.1 [NO] Data in methane-air counterflow diffusion flames at 6-12 atrn_

Pressure = 6 atm

x (cm)
0.400

[NO] (ppm)
0.02

0.425 0.33

0.450 1.53
0.475 6.50
0.500 14.31

0.525 24.81
0.550 28.29

0.575 21.24
0.600 14.59
0.625 6.07

0.650 1.39
0.675

0.700

0.22

0.04

Pressure = 8 atm

x (cm) [NO] (ppm)
0.450 0.03

0.475 0.49
0.500 2.23

0.525 7.45
0.550 18.07

0.575 25.01
0.600 17.64
0.625 11.02

0.650 6.27
0.675 2.49

0.700 1.03
0.725 0.33

0.750 0.08

Pressure = 10 atm

x (cm) [NO] (ppm)
0.550 0.03
0.575 0.58

0.600 3.39
0.625 8.97

0.650 14.62
0.675 19.20

0.700 11.14
0.725 5.33

0.750 2.67
0.775 1.36
0.800 0.64

0.825 0.32
0.850 0.15

0.875 0.07

Pressure = 12 atm

x (cm) [NO] (ppm)
0.575 0.14
0.600 1.08

0.625 5.12
0.650 12.52

0.675 18.15
0.700 9.81
0.725 5.08

0.750 2.91
0.775 2.06

0.800 1.54
0.825 0.91
0.850 0.53

0.875 0.24
0.900 0.12

0.925 0.06
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Figure D. 1: Ratio of NO fluorescence signal to actual NO concentration in ppm for

counterflow premixed flames as a function of pressure.
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calculated at a temperature of 1800 K at each pressure.
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Figure D.3: Comparison of LIF Measurements of [NO] and model predictions in a 30 s1

strain rate flame at 6 atm. The dashed line indicates predictions accounting for radiation,

whereas the dotted line indicates predictions with radiation and a previously modified rate

coefficient for the prompt-NO initiation reaction.
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Figure D.4: Comparison of LIF Measurements of [NO] and model predictions in a 30 s 4

strain rate flame at 8 atm. The dashed line indicates predictions accounting for radiation,

whereas the dotted line indicates predictions with radiation and a previously modified rate

coefficient for the prompt-NO initiation reaction.
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Figure D.5: Comparison of LIF Measurements of [NO] and model predictions in a 30 sI

strain rate flame at 10 atm. The dashed line indicates predictions accounting for radiation,

whereas the dotted line indicates predictions with radiation and a previously modified rate

coefficient for the prompt-NO initiation reaction.
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Figure D.6: Comparison of LIF Measurements of [NO] and model predictions in a 30 sI

strain rate flame at 12 atm. The dashed line indicates predictions accounting for radiation,

whereas the dotted line indicates predictions with radiation and a previously modified rate

coefficient for the prompt-NO initiation reaction.
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