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1. Objectives and Goals of the Research

The fundamental objective of this research is to study behavior of aircraft wake vortices within atmospheric boundary layer (ABL) in support of developing the system, Aircraft Vortex Spacing System (AVOSS), under NASA's Terminal Area Productivity (TAP) program that will control aircraft spacing within the narrow approach corridors of airports. The purpose of the AVOSS system is to increase airport capacity by providing a safe reduction in separation of aircraft compared to the now-existing flight rules. In our first funding period (7 January 1994 – 6 April 1997), we have accomplished extensive model development and validation of ABL simulations. Using the validated model, in our second funding period (7 April 1997 – 6 April 2000) we have investigated the effects of ambient atmospheric turbulence on vortex decay and descent, Crow instability, and wake vortex interaction with the ground. Recognizing the crucial influence of ABL turbulence on wake vortex behavior, we have also developed a software generating vertical profiles of turbulent kinetic energy (TKE) or energy dissipation rate (EDR), which are, in turn, used as input data in the AVOSS prediction algorithms. The above mentioned works accomplished during the past funding period are briefly described in the following sections.

2. Validated Simulations of Atmospheric Boundary Layer and Wake Vortices

For numerical modeling studies of the ABL and wake vortices, we have used a three-dimensional, high-resolution, nonlinear, compressible, nonhydrostatic large-eddy simulation model, the Terminal Area Simulation System (TASS: Proctor 1987, 1996). TASS was originally developed at the NASA Langley Research Center for studying meso- scale phenomena, such as microbursts and severe thunderstorms in the atmosphere. Thus, we have had to modify the model for study of the ABL and wake vortices.

2.1. Planetary Boundary Layer Simulation Using TASS

In this study, we have added ABL simulation capability to TASS and validated results with observed data. There are several options for the surface boundary conditions, one of which is a validated surface energy budget using the slab model. We have made comparisons with both the Wangara and Minnesota boundary layer experiments and have shown that results compare well with the observed data, especially considering the limitations in determining initial conditions. Details of the results are given in Appendix A.

2.2. The Sensitivity of Large-Eddy Simulation to Local and Nonlocal Drag Coefficients at the Lower Boundary

During model development and validation, we observed an unexpected sensitivity to the surface stress boundary condition. It was found that the homogeneity of the surface drag coefficient plays an important role in the large scale structure of turbulence in large-eddy simulation of the convective atmospheric boundary layer. In particular, when a ground surface temperature was specified, large horizontal anisotropies occurred when the drag coefficient depended upon local velocities and heat fluxes. This was due to the formation of streamwise roll structures in the boundary layer. In reality, these structures have been found to form when shear
thermal plume structures. We have found that, in general, a global drag coefficient is preferable. Details of the results are given in Appendix B.

2.3. Two- and Three-Dimensional Wake Vortex Simulations Using TASS

It has been found that two-dimensional simulations are useful for investigating the effects of stratification and wind shear on wake vortex transport. However, the addition of two-dimensional background resolved-scale turbulence had only minor effects on vortex transport. Details of the two-dimensional simulation results are given in Appendix C.

A nested grid scheme and three-dimensional initial and boundary conditions have been demonstrated as seen in Appendix D. The nested grid scheme allows multiple one-way or two-way simulations using mass-conservative interpolation and averaging schemes along with radiative boundary conditions which lets unwanted wave energy pass out of the finer mesh domains. The three-dimensional wake vortex initial and boundary conditions enforce fully-developed wake vortices on the upstream boundary but permit the vortices within the domain to develop spatially and temporally.

3. Effects of Atmospheric Turbulence on Wake Vortices

Three-dimensional simulations using TASS-LES model have been performed with ambient resolved-scale turbulence. In these numerical experiments, we have examined the effects of atmospheric turbulence on Crow instability (Crow 1970), vortex decay and descent, vortex behavior in ground effect (IGE) and the convective boundary layer (CBL). Three-dimensional real case simulations with atmospheric turbulence are also included.

3.1. Effects of Atmospheric Turbulence on Wake Vortices in the Free Atmosphere

3.1.1. Large Eddy Simulation of Aircraft Wake Vortices within Homogeneous Turbulence: Crow Instability

The simulation results confirm that the most-amplified wavelength of the Crow instability and the lifetime of wake vortices are significantly influenced by ambient turbulence. The Crow instability becomes well developed in most atmospheric turbulence levels, but in strong turbulence the vortex pair deforms more irregularly due to turbulence advection. The most-amplified wavelength of the instability decreases with increasing dimensionless turbulence intensity (η), whereas it increases with increasing turbulence integral length scale. The vortex lifespan is controlled primarily by η and decreases with increasing η, whereas the effect of integral scale of turbulence on vortex lifespan is of minor importance. The lifespan is estimated to be about 40% larger than Crow and Bate's (Crow and Bate 1976) predicted value, but in agreement with Sarpkaya's recent modification (Sarpkaya 1998) to Crow and Bate's theory. This larger lifespan is also supported by data from water tank experiments and direct numerical simulations. There appears to be a possibility that the scatter in vortex lifespans due to ambient turbulence alone decreases with increasing Reynolds number, whereas larger scatter of lifespans in flight tests may result from other factors such as stratification, wind shear, and inhomogeneous ambient turbulence. Details of the results are given in Appendix E.
3.1.2. Numerical Study of Wake Vortex Decay and Descent in Homogeneous Atmospheric Turbulence

Numerical simulations are performed in order to isolate the effect of ambient turbulence on the wake vortex decay rate within a neutrally-stratified atmosphere. Simulations are conducted for a range of turbulence intensities, by injecting wake vortex pairs into an approximately homogeneous and isotropic turbulence field. Consistent with field observations, the decay rate of the vortex circulation increases clearly with increasing levels of ambient turbulence and decreases with increasing radial distance. Based on the results from the numerical simulations, simple decay models for the vortex pair are proposed as functions of nondimensional ambient turbulence intensity, nondimensional radial distance, and nondimensional time. Showing good agreement with the numerical results, a Gaussian type of vortex decay model is proposed for weak turbulence, while an exponential type of vortex decay model is more appropriate for strong turbulence. A relationship for the vortex descent based on above vortex decay model is also proposed. The proposed models are compared to Lidar vortex measurements. For strong atmospheric turbulence, the model predictions are in reasonable agreement with the observational data. For weak turbulence with stable stratification, the model, based on turbulence dissipation alone, largely underestimate the observed circulation decay with consistent overestimation of the observed vortex descent. However, this underestimation is significantly reduced when the stratification effect is added in the models. Some other possible reasons for the underestimation of vortex decay in weaker turbulence cases are also discussed. Details of the results are given in Appendix F.

3.2. Numerical Study of Wake Vortex Interaction with the Ground

Simulations with the three-dimensional LES and with environmental turbulence show strong decay of the vortex circulation, which agrees very well with the observations, whereas a two-dimensional simulation largely underestimates the observed rate of decay. For the three-dimensional cases, the circulation decay in the IGE simulations appears only weakly sensitive to ambient turbulence levels, while in the simulations free from the IGE (i.e., Appendix F) the decay rate of the vortex circulation increases clearly with increasing levels of ambient turbulence. The implication of IGE vortex prediction is that crude approximation of ambient turbulence level may be adequate for prediction of circulation decay. In addition, the LES results indicate that the lateral and vertical transport of wake vortices in ground effect is weakly influenced by ambient turbulence. On the other hand, our numerical simulations of wake vortices for IGE show that ambient turbulence may trigger a vortex to link with its image beneath the ground. This linking with the ground (which is observed in real cases) gives the appearance of a vortex tube that bends to become vertically oriented and that terminates at the ground. The linking time for IGE appears to be similar to the linking time for vortices in the free atmosphere as shown in Appendix E; i.e., a function of ambient turbulence intensity. Details of the IGE simulation results are given in Appendices G and H.

3.3. Large Eddy Simulation of Wake Vortices in the Convective Boundary Layer

This study presents the results of numerical simulations which were carried out for understanding how wake vortices behave in the CBL. Our results show that the vortices are largely deformed due to strong turbulent eddy motion while a sinusoidal Crow instability develops. Vortex rising is found to be caused by the updrafts (thermals) during daytime
convective conditions and increases with increasing nondimensional turbulence intensity $\eta$. In the downdraft region of the convective boundary layer, vortex sinking is found to be accelerated proportional to increasing $\eta$, with faster speed than that in an ideal line vortex pair in an inviscid fluid. Wake vortices are also shown to be laterally transported over a significant distance due to large turbulent eddy motion. On the other hand, the decay rate of the vortices in the convective boundary layer that increases with increasing $\eta$, is larger in the updraft region than in the downdraft region because of stronger turbulence in the updraft region. Details of the simulation results are given in Appendix I.

3.4. Real Case Numerical Simulations of Wake Vortices

Numerical simulations using TASS-LES model have been conducted for two cases from the 1994-1995 Memphis fields measurements. The selected cases have an atmospheric environment of weak turbulence and stable stratification. The purpose for this study is to validate the use of TASS for simulating the decay and transport of wake vortices in a real atmosphere. Our results indicate that the TASS model predicts well the behavior of aircraft wake vortices. Good agreement is obtained between simulations and measurements for the wake vortex trajectories. Exceptional agreement with the measurements is obtained for vortex decay. The simulation results indicate that ambient turbulence, stratification and wind shear play important roles in the decay and transport of wake vortices. In especial, ambient turbulence significantly influences the vortex decay. Details of the simulation results are given in Appendix J.

4. An Estimation of Turbulent Kinetic Energy and Energy Dissipation Rate Based on Atmospheric Boundary Layer Similarity Theory

One of the key input elements for AVOSS prediction algorithms (Robins et al. 1998; Sarpkaya et al. 2000) for wake vortex transport and decay is the ABL turbulence of which the intensity can be represented by turbulent kinetic energy (TKE) or eddy energy dissipation rate (EDR). While the prediction algorithm requires the vertical profiles for the TKE and EDR at least up to the vortex generation height, the observational data for the TKE and EDR are available only at the heights of 5 and 40 m above the ground. Algorithms are developed to extract atmospheric boundary layer profiles for turbulence kinetic energy (TKE) and energy dissipation rate (EDR), with data from a meteorological tower as input. The profiles are based on similarity theory and scalings for the atmospheric boundary layer. The calculated profiles of EDR and TKE are required to match the observed values at 5 and 40 m. The algorithms are coded for operational use and yield plausible profiles over the diurnal variation of the atmospheric boundary layer. Details of the software development and comparison of the theory with observation are given in Appendix K.
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Abstract
Boundary conditions to an existing large-eddy simulation model have been changed in order to simulate turbulence in the atmospheric boundary layer. Several options are now available, including the use of a surface energy balance. In addition, we compare convective boundary layer simulations with the Wangara and Minnesota field experiments as well as with other model results. We find excellent agreement of modelled mean profiles of wind and temperature with observations and good agreement for velocity variances. Neutral boundary layer simulation results are compared with theory and with previously used models. Agreement with theory is reasonable, while agreement with previous models is excellent.
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1. Introduction

Over the past two years, this group has been working in support of the numerical modeling arm of the NASA Wake Vortex Program. It is believed that the turbulence in the planetary boundary layer will have a significant effect on the evolution of wake vortices. Therefore, a first step is the accurate simulation of this turbulence using Large-eddy simulation. Eventually, a nested grid capability will enable the insertion of a wake vortex pair into the boundary layer. Our goal has been to add proper boundary conditions and to validate the TASS (Terminal Area Simulation System) model for the planetary boundary layer simulation.

What follows in Section 2 is a description of the boundary condition changes to TASS and the associated theory. Section 3 discusses the validation results and Section 4 contains a discussion of neutral boundary layer runs. Section 5 is a summary and we have also included an appendix with instructions for using the boundary layer options with the model.

2. New boundary conditions in TASS

The horizontal velocity at the top of the computational domain may now be specified. This is accomplished with a three layer sponge technique much like what was done previously with potential temperature. This velocity may be a function of time.

The geostrophic wind may now be specified. It is not a function of time, but may be a function of height. This is equivalent to specification of the horizontal pressure gradient.

There is a choice of four possible heating (cooling) boundary conditions at the bottom of the computational domain:
1. Simple uniform heating specified as a function of time in which a rate term (in W/m²) is added to the equation for potential temperature at the ground. This should not be used for large heating rates because strong temperature gradients will not be properly accounted for in the surface layer similarity scheme.

2. Specification of surface heat and moisture fluxes in kinematic units (°K·m/s and m/s). In this case, the rate terms are added to the equations for potential temperature and for water vapor at the ground. In addition, the Obukhov length is properly calculated using the value of the heat flux rather than using temperature gradients which may be under-resolved.

3. Specification of the air temperature and moisture close to the ground. Surface layer similarity is then used to calculate the proper heat and moisture fluxes. Again, the Obukhov length is calculated using the surface heat flux. This method was described in detail in our recent Annual Report (Lin et al. 1994).

4. Use of a surface energy budget for calculation of soil moisture, soil temperature, and the resulting heat and moisture fluxes to the atmosphere. We use the slab model introduced by Bhumralkar (1975) and Blackadar (1976).

The details and validation of method 4 have not been shown previously and will be given here. In addition, we will discuss validation results for the simulation of the Atmospheric Boundary Layer in general.
2.1 Surface Energy Budget: Theory

The surface energy budget is essentially equivalent to the one proposed by Bhumralkar (1975) and Blackadar (1976). This method was tested by Deardorff (1978) and shown to be both efficient and accurate. Although this addition was a central item on our original proposal, it was felt that the code should be as simple as possible. The first reason for this is that the option will be used rarely. The original plans for our research did not include either of the other surface boundary condition options, which are simpler and more accurate than a surface energy balance. To clarify, the purpose of the entire surface energy balance scheme is to calculate the surface heat and moisture fluxes. A large number of parameters describing soil characteristics goes into the scheme. Many of these are usually not known accurately if they are known at all. If, however, the surface heat and moisture flux are known with any degree of accuracy, it makes infinitely more sense to use those values than to try to predict them using parameters that are questionable. The same is true if the temperature and humidity are known at some level close to the ground. The second reason for keeping the scheme simple is to minimize the additional computational time during its use. For these reasons, a vegetation layer has not been included in the surface energy budget code.

The scheme models the soil as a thin slab whose temperature changes throughout the day above a substrate whose temperature remains constant. The rate equation for the temperature of the slab can then be written as

\[
\frac{\partial T_s}{\partial t} = -c_i (Q_h + L_h E_g - Q_r) / (\rho_s c_s d_s) - c_2 (T_s - T_m) / \tau_i
\]
where $T_s$ is the slab temperature, $T_m$ is the temperature of the substrate, $c_1$ is the heat capacity of the soil, $\tau_1$ is the diurnal period, $\rho_s$ is the density of the soil, $d_l$ is the depth of the slab, $Q_h$ is the sensible heat flux to the atmosphere, $Q_r$ is the net radiative heat flux to the slab, $E_g$ is the rate of evaporation of soil moisture, and $L_s$ is the latent heat of evaporation. $c_1$ and $c_2$ are constants, set to $2\pi^{1/2}$ and $2\pi$ respectively. The last term represents the heat exchanged between the slab and the substrate. We may write

$$d_1 = \sqrt{\lambda_s \tau_1},$$

where $\lambda_s$ is the thermal conductivity of the soil.

The radiative heat flux may be written as

$$Q_r = K_s + I \downarrow - I \uparrow,$$

where $K_s$ represents the solar radiation, $I \downarrow$ the incoming longwave radiation, and $I \uparrow$ the outgoing longwave radiation. The outward radiative flux is straightforwardly written as

$$I \uparrow = \varepsilon_g \sigma T_s^4,$$

$\varepsilon_g$ being the emissivity of the ground and $\sigma$ being the Stefan-Boltzmann constant. The incoming longwave radiation is more complicated and must be parameterized. Like Deardorff, we use the approximation of Staley and Jurica (1972).
\[ I \downarrow = \{ \sigma_t + \sigma_m + \sigma_h + [1 - (\sigma_t + \sigma_m + \sigma_h)][0.67][1670q_a]^{0.08} \} \sigma_{\alpha}^4, \]

in which \( q_a \) is the mean humidity at the first model level in the atmosphere and \( \sigma_t, \sigma_m, \) and \( \sigma_h \) are the cloud fractions for middle, low, and high clouds, respectively. Incoming solar radiation is written as

\[ K_s = (1370 \text{ W m}^{-2}) T_k (1 - \alpha) \sin \Psi \]

in which \( \alpha \) represents the albedo of the ground, \( T_k \) is the transmissivity of the atmosphere, and \( \Psi \) is the solar zenith angle. Following Stull (1988),

\[ T_k = (0.6 + 0.2 \sin \Psi)(1 - 0.4 \sigma_h)(1 - 0.7 \sigma_m)(1 - 0.4 \sigma_t) \]

and

\[ \sin \Psi = \sin \phi \sin \delta_s - \cos \phi \cos \delta_s \cos[\frac{\pi \text{ UTC}}{12} - \lambda_E], \]

where \( \delta_s \) is the solar declination angle, \( \phi \) is the latitude in radians, \( \lambda_E \) is the longitude in radians, and \( t_{\text{UTC}} \) is the time at 0° longitude. We may write the solar declination angle as

\[ \delta_s = \phi \cos[\frac{2\pi(d - d_r)}{365.25}], \]
where $d$ is the day number (out of 365) and $d_F (173)$ is the day of the summer solstice.

$Q_h$, the sensible heat flux is estimated as

$$Q_h = \rho c_p \mu_* \theta_*,$$

where

$$\mu_* = \frac{k \sqrt{\mu^2 + v^2}}{\ln \left(\frac{z}{z_0}\right) - \Psi_M \left(\frac{z}{L}\right)},$$

and

$$\theta_* = \frac{k(\theta - \theta_0)}{\ln \left(\frac{z}{z_0}\right) - \Psi_H \left(\frac{z}{L}\right)}.$$

In these equations, $z_o$ is the surface roughness length, $z$ the height above the ground, $u$ the mean eastward horizontal velocity, $v$ the mean northward horizontal velocity, $\theta$ the potential temperature, $\theta_o$ the potential temperature at $z_o$, and $L$ the Obukhov length. The functional forms used for $\Psi_M (z/L)$ and $\Psi_H (z/L)$ are given in Lin et al. (1994). The problem which then arises is to calculate $\theta_0$. We use the formula of Zilitinkevich (1970),

$$\theta_0 = \theta_s + \frac{0.74}{k} \theta_s [0.13 \left(\frac{\mu_* z_0}{v}\right)^{0.45}],$$
in which \( v \) is the kinematic viscosity of air, \( \theta_s \) is the potential temperature of the surface (slab), and \( u_s \) and \( \theta_s \) from the previous time step are used.

Moisture flux, \( E_g \), is calculated in the same manner. We let

\[
E_g = \rho u_s q_s,
\]

where

\[
q_s = \frac{k(q - q_0)}{\ln\left(\frac{z}{z_0}\right) - \Psi_H\left(\frac{z}{L}\right)},
\]

\[
q_0 = q_s + \frac{0.74}{k} q_s [0.13(\frac{u_s z_0}{v})^{0.45}],
\]

and \( q \) represents the moisture fraction (g/g) in the atmosphere.

We now come to the determination of the surface value of the moisture fraction. Following Deardorff (1978), a slab model is used for moisture as well as temperature. Thus, we let \( w_k \) denote the soil moisture fraction in uppermost portion and \( w_2 \) represent this value for the substrate. \( q_s \), the surface atmospheric moisture fraction is given as

\[
q_s = \alpha' q_{sat}(T_s, P_s) + (1 - \alpha') q_a \quad q_s \leq q_{sat}(T_s, P_s)
\]

\[
\alpha' = \min(1, w_k / w_k).
\]
where \( w_k \) is the value of \( w_e \) at which the atmosphere is saturated and \( q_{sat}(T_s,P) \) is the atmospheric saturation mixing ratio at the surface. The rate equation for the slab soil moisture is

\[
\frac{\partial w_g}{\partial t} = -C_1 \frac{(E_g - P)}{\rho_w d_1} - C_2 \frac{(w_g - w_2)}{\tau_1} \quad 0 \leq w_g \leq w_{\text{max}},
\]

where \( \rho_w \) is the density of liquid water, \( P \) is the horizontally meaned precipitation rate.

\( w_{\text{max}} \) is the maximum value of \( w_e \) above which runoff occurs. We let \( d_1 \) be 10 cm and \( d_2 \) be 50 cm, typical values for most soils. We let \( C_2 \) be 0.9. \( C_1 \) depends upon soil moisture in the following way:

\[ C_1 = 0.5 \quad \text{if } w_g / w_{\text{max}} \geq 0.75 \]

\[ C_1 = 14 - 22.5[(w_g / w_{\text{max}}) - 0.15] \quad \text{if } 0.15 \leq w_g / w_{\text{max}} \leq 0.75 \]

\[ C_1 = 14 \quad \text{if } w_g / w_{\text{max}} \leq 0.15 \]

The rate equation for \( w_2 \) is

\[
\frac{\partial w_2}{\partial t} = -\frac{(E_g - P)}{\rho_w d_2} \quad 0 \leq w_2 \leq w_{\text{max}}
\]
3. Validation

3.1 Surface energy budget validation

The energy budget scheme was tested as a self-standing entity (outside of TASS) with data from Day 1 in Lettau & Davidson (1957). This extensive field experiment was performed near O'Neill, Nebraska. The ground and radiative heat fluxes were measured directly and the latent and sensible heat fluxes could be estimated by assuming surface layer similarity and using the given vertical profiles of temperature and humidity. For the atmospheric wind speed as a function of time, we linearly interpolated between the values given in Lettau & Davidson, table 4.2 at a height of 6.4 m starting at 0035 local time. The atmospheric humidity (mixing ratio) was converted from the vapor pressure values given in their table 4.3.a. The linear interpolation was done in the same manner. Wind speed at the same height was taken from table 4.1.a and interpolated. Thus these values which are normally contained at the first grid level within TASS were taken from observed data for this validation.

The soil moisture variables were assigned in the following way. Moisture tension values given in table 2.3 of Lettau & Davidson were used in conjunction with soil temperatures in table 2.1.a and the graph (figure 2.3.3, p. 54) to estimate the mass ratio of water to soil. To calculate the volume ratio, we then use

\[ w = \frac{\rho_s r_m}{\rho_w} \]

where \( r_m \) is the mass ratio, \( \rho_s \) is the density of the dry soil (shown in figure 2.2.3.2), and \( \rho_w \) is the density of liquid water. We estimated values of soil moisture for 5 cm. depth (slab), and 40 cm. depth (substrate). The next difficulty is estimating \( w \). The soil at O'Neill, Nebraska for the referenced study was described as a "sandy loam." In Sellers
(1965), we see that for dry clay soil, the volume ratio of solid to total is 0.417. For sand, the ratio is 0.585. Thus, one would estimate that for a sandy loam, the correct ratio might be roughly 0.5. For a sandy loam, Sellers lists the field capacity to be 0.43 times this ratio. The field capacity is the maximum amount of water that a soil can hold against gravity. Thus we have a volume of 0.22 for the field capacity. One would guess that the moisture fraction at which the air at the ground is saturated would be somewhat larger than the field capacity. Thus, we use $w_k = 0.30$. A summary of all soil parameters is shown table 1 of this paper.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.25</td>
</tr>
<tr>
<td>$\lambda_s$ (m²/s)</td>
<td>$0.5 \times 10^6$</td>
</tr>
<tr>
<td>$\rho_s c_s$ (J/m³K)</td>
<td>$1.51 \times 10^6$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>0.90</td>
</tr>
<tr>
<td>$w_2$</td>
<td>0.21</td>
</tr>
<tr>
<td>$w_g$</td>
<td>0.16</td>
</tr>
<tr>
<td>$w_k$</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Table 1. Soil parameters used for energy budget validation case.

Heat flux and moisture flux for the observational data were calculated from the given profiles by assuming surface layer similarity. In figure 1, these are plotted against the calculated values. Notice that, for heat flux, the observed and calculated values are nearly identical until about 0700, local time. After this time, the agreement is fair. Figure 2 shows the time history of the other portions of the energy budget. All are in good agreement with observation with the exception of the latent heat flux. This is considerably larger in magnitude than the observations in the early morning and considerably smaller than observations in the afternoon. This discrepancy is what causes the mild disagreement with the sensible heat flux. Early in the morning, the larger latent heat flux results in a smaller sensible heat flux, and vice versa in the afternoon. This is due to the lack of a
Figure 1. Sensible heat flux for the validation case compared with observed values. Observed values were calculated from observed profiles by assuming surface layer similarity.

Figure 2. Radiative, latent, and soil heat flux for the validation case. Observed values were measured directly for the radiative heat fluxes, were numerically calculated in Lettau & Davidson for the soil heat flux from temperature profiles, and were deduced for the latent heat flux by assuming surface layer similarity.
vegetation parameterization in the model. Deardorff (1978) shows the same effect when comparing results with and without vegetation parameterization.

Thus, as mentioned in section 1, we have chosen an energy budget scheme which is simple and provides acceptably accurate results. If deemed necessary in the future, we may add parameterization for vegetation, which would increase the accuracy.

3.2 Wangara Validation

Validation of TASS with data from the Wangara Experiment (Clarke et al. 1971) has been discussed in some detail by Lin et al. (1994). The subgrid contribution to the velocity variances, however, were estimated incorrectly in that paper. Thus, we will show the most important results here. In this case, temperature and moisture at 2m were specified. These values were given in the data report. Resolution for the case shown is 40X40X40, with a horizontal grid resolution of 125 m. and a vertical resolution of 50 m. Figure 3 shows how well this boundary condition works for the potential temperature. Shown are the potential temperature profiles for 0900, 1200, and 1500 local time. The 0900 profile is from the observations and was used to initialize the model. Note that there is larger scatter in the observed data, because they represent single point measurements. The model output was averaged horizontally. The higher potential temperature near the surface for the 1500 observations probably indicates that the rawinsonde balloon was released within a thermal plume. The mean potential temperature within the mixed layer is constant, and the agreement at the top of the boundary layer is excellent, meaning the balloon has probably moved outside of the thermal by this time.

In figure 4, we compare the TASS results for mean winds with the observations and with Deardorff's (1974) results. Again, the scatter in the observed data is due to the single
point nature of the measurements. It is clear from the figure that TASS predicts the wind speeds extremely well.

![Potential temperature profile](image)

**Figure 3.** Observed and computed potential temperature profiles for the Wangara Experiment, Day 33. The 0900 profile was used to initialize the model.

Horizontal and vertical velocity variances are shown in figure 5. The variances are non-dimensionalized with $w^*$, the velocity scale for a convective boundary layer ($w^*=[g\langle w'\theta \rangle_o Z/\langle \theta \rangle]^{1/3}$). Here, $Z_i$ is the mixed layer depth, $g$ is the gravitational acceleration, $\langle w'\theta \rangle_o$ is the heat flux at the surface, and $\langle \theta \rangle$ is the mean potential temperature within the mixed layer. Although no turbulence statistics were measured in the Wangara Experiment, typical dimensionless values for these variances within convective mixed layers are between 0.2 and 0.4, which agrees well with our results.

In addition, we have run one simulation of the Wangara case using the energy budget scheme. Table 2 shows the soil parameters used. Results for potential temperature are shown in figure 6. Notice that the temperature specification boundary condition
(previously shown) is much more accurate. The energy budget results, however, are just as accurate as the results of Pleim & Xiu (1995), who used a similar soil model with a one dimensional simulation of Wangara Day 33.

3.3 Minnesota Validation

Because the Wangara Experiment contained no data on turbulent intensities and fluxes, it was necessary to look elsewhere for validation of these quantities. We chose the Minnesota Experiment of 1973 (Izumi & Caughey, 1976). One of the difficulties in this case is that the large scale pressure gradients are not known. For example, as previously mentioned, the geostrophic wind profile may be used by the model. These profiles, however, were not measured in the experiment. To account for this forcing, we obtained synoptic network rawinsonde data (available every twelve hours) on the day of the experiment we chose to simulate. We then performed an objective analysis to extract geostrophic winds as a function of height within our model domain. This is extremely important for predicting mean horizontal winds and for comparing momentum fluxes with observed values. As described in Lin et al. (1994), for a steady flow,

\[ f((\langle u \rangle - u_g)) = -\frac{\partial}{\partial z} \langle v' w' \rangle \]

\[ f((\langle v \rangle - v_g)) = \frac{\partial}{\partial z} \langle u' w' \rangle \]

where \( f \) is the Coriolis parameter, \( u \) is the eastward velocity, \( v \) the northward velocity, \( w \) the vertical velocity, \( u_g \) and \( v_g \) denote the geostrophic components, and \( \langle \rangle \) denotes averaging. The twelve hour spaced geostrophic wind data was then interpolated in time to correspond to the middle of our run, remaining constant throughout the run. The
Figure 4. Comparison of mean horizontal velocity results from TASS with Deardorff (1974) and with observed data. (a) Eastward wind component and (b) northward wind component. Results shown are for 1200 local time, after three hours of simulation.
Figure 5. (a) Horizontal and (b) vertical velocity variances for the TASS simulation of the Wangara Experiment. Values were averaged horizontally over the domain as well as over one hour in time, centered on the local hour indicated. Subgrid contributions are estimates based on the magnitude of the local deformation tensor.
Table 2. Soil parameters used for the Wangara case.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>0.25</td>
</tr>
<tr>
<td>$\lambda_s$ (m$^2$/s)</td>
<td>0.5 X 10$^{-6}$</td>
</tr>
<tr>
<td>$\rho sc_s$ (J/m$^3$K)</td>
<td>2.1 X 10$^{-6}$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>0.85</td>
</tr>
<tr>
<td>$w_2$</td>
<td>0.0245</td>
</tr>
<tr>
<td>$w_g$</td>
<td>0.002</td>
</tr>
<tr>
<td>$w_k$</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Figure 6. Observed and computed potential temperature profiles for Wangara Day 33 using the energy budget scheme in TASS. The observed 0900 profile was used to initialize the model.

The model used a 70X70X50 grid, with 50 meter horizontal resolution, and 36 meter vertical resolution with periodic horizontal boundary conditions. Flux specification was used for the lower boundary heating condition.

The model was initialized with a 1259 local time sounding from the experimental site on September 15, 1973. Run 5A1, with which we are comparing, contains quantities
averaged from 1622 to 1737 local time. Thus the model is run for over three hours before the comparison. Model averaging was accomplished by averaging horizontally over the entire domain. These averages were taken every five minutes and, in turn, averaged over the 75 minutes of the experiment. The experimental mixed layer height, $Z_i$, was 1085 meters. The model, however, predicted a height of 1420 meters. This disparity is due primarily to an overestimate of the heat flux between 1259 and the observation period. Only the average surface heat flux during the observation period was given.

Figure 7 shows a comparison of observed and modeled average winds. The overall magnitude is in good agreement, but the observed winds show a large shear within the mixed layer. This is most probably due to a mesoscale effect which could not be captured by the geostrophic wind profiles deduced from the synoptic data. This brings us to figure 8, which shows the vertical momentum fluxes as a function of height. The flux of northward momentum, $\langle v'w' \rangle$, is in excellent agreement with the observed values. The flux of eastward momentum, $\langle u'w' \rangle$, is in fair agreement. The curve's shape is similar to the observed profile, but the magnitudes do not agree higher up in the mixed layer. Again, this is a mesoscale effect and the results are quite good considering the data available for our synoptic forcing.
Figure 7. Comparison of computed mean winds with observed winds, Run 5A1 of the Minnesota experiment.

Figure 8. Same as figure 7, but for vertical momentum fluxes.
Figure 9 shows horizontal and vertical velocity variances. Both show good agreement, though there is less vertical mixing in the observed mixed layer than in the modeled mixed layer. This is consistent with the unusually high shear observed in figure 7. It is normally expected that the maximum of the vertical velocity variance should occur at between 1/3 and 1/2 of the inversion height, as shown by the model results. The maximum in the observations, however, is much lower. This same effect can be seen in the heat flux profiles of figure 10. Here, the model shows excellent agreement low in the boundary layer. The observed mixed layer, however, shows an unusually small amount of heat flux. The modeled profile is more what one would expect given the surface heat flux and the inversion height.

Thus, the Minnesota Simulation has shown TASS to be acceptable in predicting turbulent fluxes and variances within the convective atmospheric boundary layer. There seems, however, to have been some mesoscale forcing which caused lower mixing strengths than would be expected for a boundary layer with the given surface heat flux and depth. This effect could not be duplicated because the forcing was not resolved by the synoptic network used to obtain geostrophic wind profiles. In addition, some of the disagreement could be due to the lack of information of the surface heat flux as a function of time. Only an average was given for the experimental observation period. In the model, the surface heat flux time dependency was determined such that: (1) roughly the right amount of heat would be added from initialization to middle of the observation period to give the right values of potential temperature, (2) the average surface heat flux for the observation period would have the correct value, and (3) the time dependency would be consistent with diurnal variation. Other small time scale variations, however, could have had an effect.
Figure 9. (a) Horizontal and (b) vertical velocity variances for the Minnesota Experiment, Run 5A1.
4. Neutral boundary layer

Although there are few high quality observational data sets of the overall structure of the neutral atmospheric boundary layer, we can compare with theory and empirical surface layer data (the surface layer is the lowest portion of the boundary layer). Given the postulate that stress is constant within the surface layer, it is found that the dimensionless wind shear, $\Phi_M$, is equal to one. This wind shear is expressed as

$$\Phi_M = \frac{kz}{u_* \sqrt{\left( \frac{\partial u}{\partial z} \right)^2 + \left( \frac{\partial v}{\partial z} \right)^2}}$$

where $u_*$ is the friction velocity, and $k$ is von Karmann's constant which has been empirically determined to be about 0.4. The friction velocity is expressed as
\[ u_\tau = \tau_0 / \rho \]

where \( \tau_0 \) is the surface stress. In addition, the dimensionless scalar gradient, \( \Phi_c \) should be one. This is expressed as

\[ \Phi_c = \frac{kz \partial \langle c \rangle}{c_\tau \partial z} \]

where \( -u_\tau c_\tau \) is the surface flux of the scalar \( c \). In order to compare to other computer codes, we have duplicated neutral simulations performed by Andren et al. (1994), who compared four computer codes.

Figure 11 shows profiles of \( \Phi_M \) from Andren et al. and from TASS output. We see that, although there is excessive shear close to the ground, TASS shows approximately the same results as most of those in Andren et al. The best results for \( \Phi_M \) are from Mason's code, which employed the backscatter method discussed in Mason and Thomson (1992). The thrust of this technique involves adding random velocities to the calculated velocities close to the ground at each time step. The rationale is that the turbulent eddies there are under-resolved and that this "backscatter" of energy from small scales to large scales will account for the lack of resolution. There are, however, a number of tunable constants in this process and we believe that, for simulating vortices especially, this type of method may lead to more problems than it solves.

Figure 12 shows a comparison of \( \Phi_c \) between Andren et al. and TASS. Here, all values are quite close to one throughout the boundary layer.
Figure 11. Dimensionless wind shear profiles for a neutral boundary layer from (a) TASS and (b) Andren et al. (1994).
Figure 12. Same as figure 11 but for $\Phi_c$. 
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5. Summary

In summary, we have added planetary boundary layer simulation capability to TASS and validated results with observed data. There are several options for the surface boundary conditions, one of which is a validated surface energy budget using the slab model. We have made comparisons with both the Wangara and Minnesota boundary layer experiments and have shown that results compare well with the observed data, especially considering the limitations in determining initial conditions.
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Appendix : Directions for using TASS PBL boundary
conditions

To run TASS in the boundary layer mode, one additional input file is needed, fortran unit 7. If this file is not present, the model will run in the original mode. In the boundary layer mode, unit 7 must be present for all restarts, and unit 7 must contain the following information.

1. Five logical variable values, format (5I4) each in the following order: UNHEAT, TSPEC, FLXSPEC, EBUDG, TKE. UNHEAT refers to uniform heating. If this variable is true, then a uniform heating is input at the first grid level. The Obukhov length is not explicitly calculated. TSPEC refers to temperature specification. When true, the heat and moisture fluxes are calculated by assuming surface layer similarity. The Obukhov length is explicitly calculated for stress determination. If FLXSPEC is true, then the heat and moisture fluxes are specified in kinematic units. Again, the Obukhov length is explicitly calculated. When EBUDG is true, the energy balance scheme is used to calculate the fluxes. Only one of the previous four variables may be true, otherwise an error message will appear and the run will be terminated. In addition, if any of the above variables are true, a random temperature perturbation is introduced into the first three layers of the domain to start up perturbations on a resolvable scale. When TKE is true, the amount of turbulent kinetic energy at each level in z may be specified.

2. XITMAX, the number of data items for heating specification.

3. Heating data. Each line is free format, with the data in the following order:
if UNHEAT=.T.: time in minutes, heat rate in W/m², U(m/s) at top boundary, 
               V(m/s) at top boundary.

if TSPEC=.T.: time in minutes, temperature (C) at za, humidity (g/g) at za, 
               U(m/s) at top boundary, V(m/s) at top boundary.

if FLXSPEC=.T.: time in minutes, heat flux (K·m/s), moisture flux (m/s), U(m/s) 
               at top boundary, V(m/s) at top boundary.

if EBUDG=.T.: time in minutes, middle cloud fraction, high cloud fraction, 
               U(m/s) at top boundary, V(m/s) at top boundary.

4. If TSPEC=.T., then za appears on the line below the heating data items.

5. Logical variable value for GFORCE (L4). If this is true, then the geostrophic wind is 
   specified and the logical variable NOSTEADY should be set to true. If GFORCE is 
   false, NOSTEADY may be either true or false.

6. If GFORCE is true, the next line must contain a logical value to be assigned to 
   GWCONST (L4). If GWCONST is true, the geostrophic wind is constant with 
   height and only one value of the eastward and northward components of the 
   geostrophic winds need be specified.

7. If GFORCE is true, next comes a line delimited list of geostrophic wind values, with 
   the eastward component first and the northward component second on each line.
There must be a line for each K value starting at K=2 and ending at K=KS. If GWCONST is true, then only one line is necessary.

8. If TKE = .T., the next lines contain values of turbulent kinetic energy for each K level starting at K=2 and ending at K=KS-2.

9. The logical value of the variable DFLUX. If true, dust is introduced from the ground throughout the simulation and the environmental values throughout the atmosphere are 0.

10. If DFLUX = .T., the real value of DUSTIN, the dust flux at the surface.

11. If EBUDG = .T., a line containing the values of UTC (the time at 0° longitude at the initialization time of the model), DAY (the day of the year, between 1 and 365), LNGT (the longitude), and TS (the surface temperature at initialization).

12. If EBUDG = .T., a line containing the values of ALB (ground albedo), LAMS (thermal conductivity of the soil in m²/s), TM (the substrate temperature in K), WKW (w_k in m³/m³), WMAX (w_max in m³/m³), W2 (w_2 at initialization in m³/m³), and WG (w_g in m³/m³ at initialization).

13. If EBUDG = .T., line containing the values of CS (ρ_c in [J·kg]/[K·m³]), EMISS (the ground emissivity), D1PRIME (d_1' in m), and D2PRIME (d_2' in m).

We now show two examples of unit 7 files.
EXAMPLE 1

In this example, KS is 13. The energy budget scheme is employed and a resolved scale turbulent kinetic energy is specified at each level, level 2 being the only non-zero value. The heating value items show no middle or high clouds. Eastward winds at the upper boundary vary from 0.5 m/s at the beginning of the simulation to -4.15 m/s at 999 minutes. Northward winds here vary from 1.10 m/s to 1.47 m/s in the same time period. There are 11 heating data items. There is geostrophic wind specification which is a function of height. There is not dust flux at the surface and the soil parameters and other parameters used for the energy budget scheme appear at the bottom.

```
.F..F..F..T..T.          # unheat, tspec, flxspec, ebudg, tke
11
  0. 0.0 0.0 0.5 1.10
 60. 0.0 0.0 0.07 1.96
120. 0.0 0.0 -1.19 2.60
180  0.0 0.0 -2.23 2.55
240. 0.0 0.0 -1.67 1.96
300. 0.0 0.0 -2.85 2.10
360. 0.0 0.0 -3.13 1.89
420. 0.0 0.0 -3.83 2.07
480. 0.0 0.0 -3.74 1.79
540. 0.0 0.0 -4.15 1.47
999. 0.0 0.0 -4.15 1.47
.T.                      # gforce
.F.                      # gwconst
-5.4275 0.0
```

32
# geostrophic wind values (u,v) in m/s, K=2.13

-5.2825 0.0
-5.1375 0.0
-4.9925 0.0
-4.8475 0.0
-4.7025 0.0
-4.5575 0.0
-4.4125 0.0
-4.2675 0.0
-4.1225 0.0
-3.9775 0.0
-3.8325 0.0

0.365  # tke values
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

.F.  # dflux

23.34 226. -144.93 282.43  # utc, day, Ingt,ts
0.25 0.5E-06 280.5 0.20 0.25 0.0245 0.002  # alb, lams, tm, wk, wmax, w2, wg
2.1E+06 0.85 0.10 0.50  # cs, emiss, d1prime, d2prime

EXAMPLE 2
In this example, a neutral boundary layer is being studied. Thus the UNHEAT option is used with the heating rate set to 0. We specify a constant geostrophic wind of 10 m/s in the Eastward direction. We also introduce a dust flux of 0.001g/g·s at the lower boundary. Again, KS=13.

```
2
0. 0. 10.0 0.0
10000. 0. 10.0 0.0
.T.
.T.
10.0 0.0
0.365
0.295
0.245
0.205
0.175
0.145
0.120
0.100
0.085
0.070
.T.
0.001
```

# unheat, tspec, flxspec, ebudg, tke
# xltmax: number of data items for heating
# 0 heating rate, 10 m/s Eastward wind at top of domain.
# gforce
# gwconst: geos. wind is constant with ht.
# geostrophic wind
# tke values for each vertical level

# dfux
# dustin
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Abstract

It was found that the homogeneity of the surface drag coefficient plays an important role in the large scale structure of turbulence in large-eddy simulation of the convective atmospheric boundary layer. Particularly when a ground surface temperature was specified, large horizontal anisotropies occurred when the drag coefficient depended upon local velocities and heat fluxes. This was due to the formation of streamwise roll structures in the boundary layer. In reality, these structures have been found to form when shear is approximately balanced by buoyancy. The present cases, however, were highly convective. The formation was caused by particularly low values of the drag coefficient at the entrance to thermal plume structures.
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1 Introduction

The work presented in this paper is part of a joint NASA FAA program to predict aircraft wake vortex behavior under various meteorological conditions within the planetary boundary layer. As described by Hinton (1995), the long term goal is to have safer, more efficient spacing requirements for landing aircraft. In the short term, we plan to simulate wake vortex interaction with atmospheric turbulence. As a first step, we have achieved validated large-eddy simulation of atmospheric boundary layer turbulence in convective conditions and have found some important results with regard to the implementation of the surface stress boundary condition. Some of the validation results are contained in Schowalter et al. (1995).

A number of recent publications have addressed the effects of nonhomogeneous surface heating in large-eddy simulation. Hechtel et al. (1990) have studied the effects of random variations in surface heat flux on large-eddy simulations of the convective boundary layer. They found no significant differences between the homogeneous and nonhomogeneous cases. Shen and Leclerc (1994), however, found that sinusoidal variations in surface heat flux had a significant effect on the turbulence statistics when the mean wind was weak. Shen and Leclerc (1995) further found that the most significant differences in variance structure occurred when the length scales of the sinusoidal variations were on the order of the boundary layer depth.

Large-eddy simulation involves explicit rendering of the large-scale turbulent eddies and a parameterization of the small scale eddies. Thus, the equations are filtered such that small scale motions cannot be resolved. Be-
cause the scales of motion close to the ground are particularly unresolved, calculating the stress there is especially problematic. Past researchers (Deardorff, 1973, 1974, Moeng, 1984, Mason, 1989, Schmidt and Schumann, 1989, among others) have used Monin-Obukhov similarity laws to calculate the stress at the surface. Usually, the local stress at the surface is related to the local velocity near the surface by

$$\tau_0 = -C_D ||u||u,$$

where $\tau_0$ represents the local surface stress, $C_D$ the drag coefficient, $u$ the local horizontal velocity vector, and $||u||$ is the magnitude of that velocity. The drag coefficient is dependent upon the stability characteristics of the surface and is calculated using the similarity laws. Although the stress is proportional to the square of the local velocity, the drag coefficient may or may not be horizontally homogeneous.

Deardorff’s (1973, 1974), Mason’s (1989), and Schmidt and Schumann’s (1989) drag coefficients depended upon local variables, but Moeng’s (1984) was based upon horizontal averages of the variables. There is little explanation in any of these cases as to why the choice was made. Deardorff (1973) did explain, however, that Monin-Obukhov similarity laws were based upon long time or ensemble averages and that using them locally was not strictly correct.

In this paper, we compare both approaches and find significant differences in turbulent structure. The LES model and boundary conditions are described in section 2 while sensitivity tests of various domain sizes and resolutions and a discussion of those results are found in section 3. Concluding
remarks are made in section 4.

2 Model Description

We have used the TASS model (Proctor 1988; Proctor and Bowles 1992) for the simulations. The model was originally developed for the study of thunderstorms and microbursts, but only required a change in boundary conditions for the simulation of the planetary boundary layer. Not allowing precipitation in the present simulations, the equations solved were

\[
\frac{\partial u_i}{\partial t} = -\frac{H}{\rho_0} \frac{\partial p}{\partial x_i} + u_i \frac{\partial u_j}{\partial x_j} - \frac{\partial (u_i u_j)}{\partial x_j} + g(H - 1) \delta_{i3} - 2 \Omega_j (u_k - u_{g_k}) \epsilon_{ijk} + \frac{1}{\rho_0} \frac{\partial \tau_{ij}}{\partial x_j}
\]  

(2)

\[
\frac{\partial p}{\partial t} = -\frac{C_p \rho_0}{C_v} \frac{\partial u_j}{\partial x_j} + \rho_0 g u_j \delta_{j3}
\]  

(3)

\[
\frac{\partial \theta}{\partial t} = -\frac{1}{\rho_0} \frac{\partial (\theta \rho_0 u_j)}{\partial x_j} + \frac{\theta}{\rho_0} \frac{\partial (\rho_0 u_j)}{\partial x_j} + \frac{1}{\rho_0} \frac{\partial S_j(\theta)}{\partial x_j}
\]  

(4)

\[
\frac{\partial Q_v}{\partial t} = -\frac{1}{\rho_0} \frac{\partial (Q_v \rho_0 u_j)}{\partial x_j} + \frac{Q_v}{\rho_0} \frac{\partial (\rho_0 u_j)}{\partial x_j} + \frac{1}{\rho_0} \frac{\partial S_j(Q_v)}{\partial x_j}.
\]  

(5)

Here, \(u_i\) are the velocity components, \(p\) the pressure deviation from the environment \(P_0\), \(\Omega_j\) the earth's rotation vector, \(g\) the gravitational acceleration,
$C_p$ the specific heat at constant pressure, $C_v$ the specific heat at constant volume, $\rho_0$ the density of the environment, $u_{sk}$ the geostrophic wind vector, $\tau_{ij}$ the subgrid turbulent stress tensor, $\theta$ the potential temperature, $Q_v$ the water vapor mixing ratio, and $S_j(Q)$ is the subgrid turbulent flux of the scalar $Q$. Additionally,

$$H = \left(\frac{\theta}{\theta_0} - \frac{pC_v}{P_0C_p}\right)[1 + 0.61(Q_v - Q_{v0})],$$

where $Q_{v0}$ is the water vapor mixing ratio of the environment.

A modified Smagorinsky first order closure was used in which the eddy viscosity depended upon stability:

$$\tau_{ij} = \rho_0K_MD_{ij} = \rho_0K_M\left(\frac{\partial u_i}{\partial x_j} + \frac{2}{3}\frac{\partial u_k\delta_{ij}}{\partial x_k}\right)$$

$$S_j(\theta) = \rho_0KH\frac{\partial \theta}{\partial x_j}$$

$$K_M = (l)^2\sqrt{\frac{1}{2}D_{ij} \cdot D_{ij}(1 - R_f)}$$

where

$$l = \begin{cases} \alpha\Delta & kz \geq \alpha\Delta \\ \frac{\alpha\Delta[1+(\alpha\Delta/kz)^{n-1}]}{1+(\alpha\Delta/kz)^n} & \alpha\Delta > kz > k\Delta z/2 \\ kz & z \leq \Delta z/2 \end{cases}$$

$$\Delta = (2\Delta x 2\Delta y 2\Delta z)^{1/3}$$

and

$$K_H = 3K_M.$$
Here, $R_f$ denotes the local flux Richardson's number, $\alpha$ is an empirical constant, and $k$ is von Karman’s constant. The purpose of Equation 11 is to match the mixing length to the appropriate value close to the ground where the flow is under-resolved. For the current runs, the matching parameter, $n$ was set to 2.5.

These equations were solved on an Arakawa C type mesh. Periodic boundary conditions have been used in the horizontal directions, while a sponge layer with three grid intervals has been added on the top of the physical domain. At the top boundary, there existed neither heat nor mass transfer.

The lower boundary employed a no-slip condition. We have used two methods of heat transfer from the ground to the atmosphere. In the first case, the air temperature at a specified level close to the ground has been given as a function of time. The heat flux was then calculated based upon the difference between the atmospheric temperature at the first grid level and the temperature close to the ground. This is useful for comparison to experimental observations in which heat flux was not directly measured, but careful temperature measurements were made. Appendix A gives the details of this calculation. The second method was the explicit specification of surface heat flux as a function of time.

Because the first grid point above the ground is assumed to be within the constant stress surface layer, the drag coefficient could be calculated through the use of Monin-Obukhov similarity laws. The result is

$$C_D = \left\{ \frac{k}{\ln(z_a/z_0) - \Psi_M(z_a/L)} \right\}^2,$$

where $z_a$ is the height of the first grid level, $z_0$ is the roughness height, $\Psi_M$
is the stability function given by Paulson (1970), and $L$ is the Obukhov length. Specifics of the calculation of $\Psi_M$ may be found in the Appendix. The local velocity at height $z_a$ was then used in Equation (1) to calculate the local stress at the ground. For a horizontally varying drag coefficient, the Obukhov length may be calculated as

$$L = -\frac{\theta u_0^3}{g\langle w'^2 \rangle_s},$$  \hspace{1cm} (16)$$

where

$$u_\ast = \frac{k u_a}{\ln(z_a/z_0) - \Psi_M(z_a/L)},$$  \hspace{1cm} (17)$$

Here, $u_a$ is the local velocity magnitude at $z_a$ and $\langle w'^2 \rangle_s$ is the local surface heat flux. For a global drag coefficient, we would have

$$L = -\frac{\langle \theta \rangle u_0^3}{g\langle (w'^2) \rangle_s},$$  \hspace{1cm} (18)$$

and

$$u_\ast = \frac{k\langle u_a \rangle}{\ln(z_a/z_0) - \Psi_M(z_a/L)},$$  \hspace{1cm} (19)$$

where $\langle \rangle$ denotes a horizontal average over the entire domain. Note that a value of $L$ is required in Equations (17) and (19). The value from the previous time step was used here.

For the homogeneous drag coefficient case, the model has been compared with observations of the Wangara Experiment, Day 33 [4]. Figure 1 (a) shows potential temperatures as a function of local time of day for simulation and observations. The simulation was started from the 0900 local sounding. Figure 1 (b) shows a comparison of mean wind profiles after three hours of simulation. In the latter case, results from Deardorff (1974) are also shown.
Notice that a $40 \times 40 \times 40$ grid was used for this case with 125 m horizontal resolution and 50 m vertical resolution. The model reasonably reproduced the experimental results.

For testing of the boundary conditions, simplified initial and environmental conditions were contrived. All cases to be discussed in section 3 used a constant westerly geostrophic wind of 3.0 ms$^{-1}$. Winds were initialized at this geostrophic value. The sounding from 1200 local time on Day 33 of the Wangara experiment was used for the initial temperature profile. The inversion was located at approximately 1000 m. Random temperature perturbations with a maximum of $\pm 1$ C were introduced within the lowest three layers of the grid at initialization to start convection. A total of seven different runs, listed in Table 1, were made with different specifications of surface temperature or heat flux, horizontal domain size, and vertical resolution.

3 Results and Discussion

3.1 $70 \times 70 \times 36$ Domain

Cases ALT, ALF, and AGF, discussed here, contained 70 points in both the $x$ (easterly) and $y$ (northerly) directions, while 36 points were used in the $z$ (vertical) direction. Each grid cell had a resolution of 50 m in all directions. This resulted in a domain size of $3500 \text{ m} \times 3500 \text{ m} \times 1800 \text{ m}$ with the center of the first grid cell at 25 m above the ground. For case ALT (Local Temperature), the temperature at $z=2$ m was specified and increased in time at a rate of 0.72 C hr$^{-1}$. The surface heat flux thus depended upon the local
Figure 1: Comparison of model results with the Wangara Experiment, Day 33. (a) Potential temperature profiles at various local times of day. (b) Mean winds at 1200 local time, after three hours of simulation. Also shown are Deardorff’s (1974) results.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Run Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALT</td>
<td>Local Drag Coefficient, Surface Temperature Specified</td>
</tr>
<tr>
<td>ALF</td>
<td>Local Drag Coefficient, Surface Heat Flux Specified</td>
</tr>
<tr>
<td>AGF</td>
<td>Global Drag Coefficient, Surface Heat Flux Specified</td>
</tr>
<tr>
<td>BLT</td>
<td>ALT with increased horizontal domain size</td>
</tr>
<tr>
<td>BGF</td>
<td>AGF with increased horizontal domain size</td>
</tr>
<tr>
<td>CLT</td>
<td>ALT with increased vertical resolution and moderate horizontal domain size</td>
</tr>
<tr>
<td>CGF</td>
<td>AGF with increased vertical resolution and moderate horizontal domain size</td>
</tr>
</tbody>
</table>

Table 1: Abbreviations for experiments performed in this study.
temperature difference between \( z = 2 \) m and \( z = 25 \) m. The drag coefficient was then a function of horizontal position. Appendix A contains further details of this calculation. For case ALF (Local Flux), the horizontally averaged surface heat flux was extracted from the ALT run as a function of time and was specified uniformly at the surface. The drag coefficient, however, remained a function of horizontal position. For case AGF (Global Flux), the same value of surface heat flux was used, but the drag coefficient was horizontally homogeneous.

3.1.1 Variances

Figure 2 shows the velocity variance structure throughout the boundary layer for each case mentioned above. These variances were calculated by averaging horizontally over the entire domain every two minutes from 120 minutes to 180 minutes in simulation time. Then, these values were averaged in turn so that the result was an average over time and space. The resolved values of the correlations were added to an estimate of the subgrid contribution. This estimate was calculated by the method of Mason and Thomson (1992). In Figure 2(a), it is noticeable that the horizontal velocity variance was significantly less when the heat flux was uniformly specified and the drag coefficient was nonhomogeneous (ALF). The vertical velocity variance, shown in Figure 2(b), was nearly the same for each case. Figure 2(c) reveals the most striking difference which is in the ratio between the two horizontal velocity variances. For case ALT, in which the surface temperature was specified and the drag coefficient was nonhomogeneous, there are large anisotropies at
Figure 2: Comparison of cases ALT, ALF, and AGF. (a) horizontal velocity variance, (b) vertical velocity variance, and (c) horizontal anisotropy.
Figure 3: Velocity variances from the AMTEX experiment. Reproduced from Lenschow et al. (1980).

the bottom and at the top of the mixed layer. For case ALF, in which the drag coefficient was nonhomogeneous, but the surface heat flux was homogeneously specified, the anisotropy is qualitatively similar to case ALT, but the magnitudes are not as large. For case AGF, in which the drag coefficient was global and the surface heat flux was specified, the horizontal variances are generally equal except near the top of the mixed layer, where \((u'u')\) is larger than \((v'v')\). This latter case seems more reasonable, since the two components are expected to be the same in the mixed layer in convective conditions. It is also expected that \((u'u')\) would be somewhat larger in the entrainment region, since the shear production term is large there, the geostrophic wind being entirely westerly.

Simulated variances may be compared with those measured in the atmo-
Table 2: Symbols for figure 3.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Date</th>
<th>( Z_i/L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>□</td>
<td>2/15</td>
<td>-17.9</td>
</tr>
<tr>
<td>▼</td>
<td>2/16</td>
<td>-40.2</td>
</tr>
<tr>
<td>⋄</td>
<td>2/18</td>
<td>-26.2</td>
</tr>
<tr>
<td>'</td>
<td>2/22</td>
<td>-32.4</td>
</tr>
<tr>
<td>○</td>
<td>2/24</td>
<td>-61.8</td>
</tr>
<tr>
<td>▲</td>
<td>2/26</td>
<td>-13.2</td>
</tr>
</tbody>
</table>

spheric boundary layer under convective conditions (Lenschow et al. 1980) This data was taken by aircraft during the AMTEX experiment. Table 2 shows the dates and dimensionless inversion heights for the cases shown in the figure. We see that the simulated variances from Figure 2 are similar to those in Figure 3, especially for cases ALT and AGF. In terms of anisotropy, we see that \( \langle v'v' \rangle \) is quite close to \( \langle u'u' \rangle \) for each individual day, with the exception of the data from February 26. In our simulations, horizontal variances are much smaller than vertical variances in the middle of the mixed layer. The reverse is true in the surface layer, where shear-generated turbulence dominates over convective turbulence.

3.1.2 Spectra

To investigate further the anisotropic behavior in the simulations, we have calculated various one-dimensional velocity spectra. Let us define \( S_{11} \) as the power spectrum of \( u \) along the \( x \) direction. Similarly, we can define \( S_{22} \) as the power spectrum of \( v \) along the \( y \) direction. If the turbulence
Figure 4: Longitudinal spectra at $z/Z_i = 0.12$ for (a) case ALT (local drag coefficient, surface temperature specified), (b) case ALF (local drag coefficient, surface flux uniformly specified), and (c) case AGF (global drag coefficient, surface flux uniformly specified).
in the mixed layer were horizontally isotropic, these two spectra would be identical. Figure 4 shows these spectra for the three cases discussed. Spectra were calculated for each longitudinal grid line at the specified height, then averaged in the other horizontal direction. That is, $S_{11}$ was averaged in the $y$ direction and $S_{22}$ was averaged in the $x$ direction. The spectra were also averaged in time in the same manner as the variances. We can determine the scales of the anisotropy by observing the wavenumbers for which $S_{11}$ and $S_{22}$ are different. For case ALT, the anisotropy near the surface occurs at the smallest wavenumbers, at length scales roughly the size of the domain. In fact, the spectral peak for $S_{22}$ occurs at the domain size wavenumber. For case ALF, in which the surface flux was uniform, but the drag coefficient nonhomogeneous, the anisotropy also occurs at the highest wavenumbers. It is worth noting, however, that a spectral peak above the domain size wavenumber does exist. Although Figure 2(c) shows some mild anisotropy near the surface for case AGF, Figure 4 (c) reveals that this is distributed throughout the wavenumber range.

Figure 5 shows the same spectral results near the top of the mixed layer. The curves for cases ALT and ALF are qualitatively similar at this height, but the spectra for case AGF show that the $u$ variance is larger than the $v$ variance at this height and at low wavenumbers. As previously stated, this is most likely due to shear production at the inversion. Thus, the evidence from the variances and the spectra point to a large scale anomaly in the cross-stream velocity deviation from the mean, both near the surface and near the inversion for local evaluation of the drag coefficient.
Figure 5: Same as figure 4 but for $z/Z_i = 0.86$. 
Figure 6: Contour plots of cross-stream velocity for case ALT after 150 minutes of simulation time. (a) $z/Z_i = 0.12$ (from -2.0 ms$^{-1}$ to 2.5 ms$^{-1}$ by 0.25) (b) $z/Z_i = 0.86$ (from -2.5 ms$^{-1}$ to 3.0 ms$^{-1}$ by 0.25). Negative contours are dashed.
Figure 7: Contour plots of vertical velocity after 150 minutes of simulation time for case ALT. (a) $z/Z_i = 0.47$ (from -2.0 ms$^{-1}$ to 4.4 ms$^{-1}$ by 0.4) (b) $z/Z_i = 0.04$ (from -1.8 ms$^{-1}$ to 1.4 ms$^{-1}$ by 0.2). Again, negative contours are dashed.
Figure 8: Velocity vectors at \( z = 27.75 \text{km} \) for case ALT after 150 minutes of simulation time.

### 3.1.3 Instantaneous Velocity Contours

Contour plots of cross-stream velocity near the surface and at the inversion for case ALT in Figure 6 complete the picture of this anomaly. The cross-stream velocity contours show streaks aligned roughly in the streamwise direction, whose wavelength is the domain size. That is, in Figure 6(a), the cross-stream velocity is predominantly positive between \( y = 0.4 \text{ km} \) and \( y = 1.6 \text{ km} \) while it is predominantly negative elsewhere. In Figure 6(b), at the top of the mixed layer, the behavior is opposite in that the cross-stream velocity is predominantly negative between \( y = 0.4 \text{ km} \) and \( y = 1.6 \text{ km} \) and positive elsewhere. The vertical velocity also shows some streaky behavior. In Figure 7(a), we observe an updraft structure extending across the entire
domain in the $x$ direction at $y \approx 1.6$ km (the domain is horizontally periodic). Thus we seem to have streamwise roll vortices in which the dominant thermal structure is aligned with the mean wind. Near the ground, there is a strong positive cross-stream flow to the south of this structure and a strong negative cross-stream flow to the north. At the top of the mixed layer, this is reversed as the flow recirculates. This is also illustrated in Figure 8, a vector plot for a plane perpendicular to the mean flow direction. Here, again, we observe the dominant thermal structure at $y \approx 1.6$ km with strong northerly and southerly flows feeding the plume from the bottom and exiting at the top of the mixed layer. This would account for the large anisotropies at these vertical levels. Although there is certainly some random behavior in these plots, they are only snapshots. The one hour averages of variance and spectra show the persistence of this behavior.

As a comparison, horizontal cross-sections of vertical velocity for case AGF, in which the drag coefficient was globally calculated, are shown in Figure 9. Here, we observe no clear streamwise structure. In addition, at $z/Z_i = 0.04$, we observe a spoke pattern in which the thermal structures consist of arms emanating from central nodes. There are well-defined nodes at $(x,y)$ points $(28.75,0.2), (26.25,-1.0), (27.0,1.2)$, and $(27.75,-0.10)$. It is interesting to note that this spoke pattern of Rayleigh-Bénard type convection also observed by Schmidt and Schumann does not occur at $z/Z_i = 0.47$. Perhaps there is only a small part of the boundary layer in which this type of convection should be expected. This topic deserves further study and is beyond the scope of the present paper.
Figure 9: Contour plots of vertical velocity after 150 minutes of simulation time for case AGF. (a) $z/Z_i = 0.47$ (from $-2.0 \text{ ms}^{-1}$ to $4.0 \text{ ms}^{-1}$ by 0.4) (b) $z/Z_i = 0.04$ (from $-1.6 \text{ ms}^{-1}$ to $1.4 \text{ ms}^{-1}$ by 0.2).
Streamwise convective roll structures in the boundary layer have been documented (Rabin et al. 1982, Moeng and Sullivan 1994, Atlas et al. 1986). These usually occur, however, when shear and buoyancy are both important aspects of the flow. The present simulations have been highly convective. Asai's (1970) stability analysis showed that statically unstable fluid with an inflection point in the velocity profile ought to develop vortical flow structures perpendicular to the flow direction, rather than in the streamwise direction. It must be noted, however, that his analysis was linear and the current simulations as well as the flows in the above mentioned references were highly non-linear. A close look at Figure 3 and Table 2 reveals possible roll behavior for the February 26 case from Lenschow et al. Here, $Z_i/L = -13.2$, the smallest absolute value of all the cases, indicating that it was the least convective. Near the ground and near the inversion, $\langle v'v' \rangle$ is consistently larger than $\langle u'u' \rangle$, an observation indicative of streamwise rolls. For the present simulations, $Z_i/L = -301$, indicating highly convective conditions. Streamwise rolls would not be expected in this case. These appear to be an artifact of the lower boundary conditions in this particular simulation.

Figure 10 shows the drag coefficient for case ALT after 150 minutes of simulation time. The background shows the sign of the vertical velocity at 25 meters. By comparing with Figure 7(b), we observe the same vertical velocity structure in the background image. In addition, we see that the drag coefficient is highest primarily at the centers of the updraft regions and is lowest just outside of these regions. This is expected because the local velocity magnitude will be low in the centers of the updraft regions (this
Figure 10: Contours of simulated surface drag coefficient after 150 minutes of simulation time for case ALT as a function of horizontal position. Black background indicates negative vertical velocity at $z = 25$ meters, while white background indicates positive vertical velocity.
leads to a smaller value of \( u \) and, hence, a smaller absolute value of the Obukhov length by Equation 18). Thus, there is a larger drag coefficient in these regions in the local case. By the same principal, the drag coefficient is expected to be relatively low at the entrance to the thermal plumes where there are strong horizontal velocities.

It is common in problems of fluid mechanics to have streamwise streaks in regions of high shear because the ambient strain rate tilts cross-stream vorticity into the streamwise direction (see, for example Lin and Corcos’ 1984 discussion of streamwise vortices in shear layers). Under convective conditions, however, we hypothesize that the drag at the surface is large enough to destroy these structures. When the drag coefficient is calculated locally, the drag becomes low enough just outside the updraft regions to allow such structures to exist. There they may combine with the thermal plume structures.

Figures 4 and 5 show that often the most dominant scale was the domain size. This is true even for \( S_{11} \) in case AGF close to the ground. Because the anomalies typically scaled with the domain size, we believed that an increase in the horizontal extent of the domain may subdue the problem of the anisotropy with a local drag coefficient.

### 3.2 102 × 102 × 38 Domain

In these simulations, which are labeled as “B” in table 1, we have used the same grid resolution, but have increased the number of grid points horizontally such that the domain was 5100 m × 5100 m × 1900 m. This gave a horizontal extent of four times the boundary layer height during the aver-
aging period. Owing to the expense of running these simulations, we chose two boundary conditions to test for this domain. Case BLT employed a local drag coefficient and used a specified surface temperature. Case ALT showed the most severe anisotropies, so we felt it was important to look at the effect of domain size with the same boundary condition. We have not run a case in which the drag coefficient was local and the surface flux was specified because the results of case ALF were qualitatively similar to ALT, though the anisotropy was less severe. The second run for this domain was case BGF, in which the drag coefficient was calculated globally and the flux was specified. As in the smaller domain runs, the mean surface flux as a function of time was extracted from case BLT and used for case BGF.

Figure 11 shows the horizontal anisotropy for cases BLT and BGF. Note that case BLT is not as anisotropic as case ALT, but that the trend is the same. There remain large anisotropies close to the ground and just below the inversion. Spectra for these cases are shown in Figure 12. There is a well
Figure 12: Longitudinal spectra for (a) case BLT at $z/Z_i = 0.12$, (b) case BGF at $z/Z_i = 0.12$, (c) case BLT at $z/Z_i = 0.86$, and (d) case BGF at $z/Z_i = 0.86$. 
defined spectral peak for $S_{11}$ in all cases. In case BLT, however, the spectral peak is not as well defined for $S_{22}$ at $z/Z_i = 0.12$ and not at all defined for $z/Z_i = 0.86$. For case BGF, however, in which the drag coefficient was global, $S_{22}$ has a defined peak at both levels. Thus, increasing the size of the domain improved the local drag coefficient results, but did not eliminate the problem of the anomalous streamwise rolls.

Another parameter that we believed may have had an important effect was the vertical resolution of the grid mesh.

### 3.3 $80 \times 80 \times 72$ Domain

For these cases, labeled "C," the vertical grid resolution was increased to 25 meters. The first grid level was 12.5 meters above the surface. The horizontal resolution remained at 50 meters. Thus, the horizontal domain size was 4000 meters, about 3.1 times the inversion height during the averaging period. We believed that stress would be calculated more accurately with points closer to the surface. Again, only cases CLT (local drag coefficient calculation, surface temperature specified) and CGF (global drag coefficient, surface heat flux specified) were run, owing to the computational expense.

The anisotropy for these two cases is shown in Figure 13. Here we observe that this increased vertical resolution had a profound effect on the anomaly. Case CLT shows stronger anisotropy close to the ground, but CGF gives $\langle v'v' \rangle < \langle u'u' \rangle$ at two-thirds of the inversion height. At $z/Z_i = 1$, CLT again shows a positive anisotropy, but the magnitude is much smaller than for case BLT.

Figure 14, a contour plot of vertical velocity at $z/Z_i = 0.04$ for case CLT,
Figure 13: Anisotropy for cases CLT and CGF with increased vertical resolution.

Figure 14: Contour plot of vertical velocity after 150 minutes of simulation time for case CLT at $z/Z_i = 0.04$ (from -1.4 ms$^{-1}$ to 1.4 ms$^{-1}$ by 0.1).
Figure 15: Longitudinal vertical velocity spectra, $S_{31}$ at $z/Z_i = 0.12$ for cases ALT and CLT.
presents a possible reason for this improved behavior. Upon comparison with Figure 7(b) from case ALT, we note that there appears to be finer scale structures in case CLT, even though the horizontal resolution has remained constant. Indeed, the $S_{31}$ spectra in Figure 15 show this to be the case ($S_{31}$ being the spectrum of vertical velocity in the streamwise direction). The high wavenumber end of the spectrum contains considerably more energy at this height for case CLT. Thus, when the vertical grid spacing was large in case ALT, the flow close to the ground seemed to depend too strongly upon the similarity boundary condition and important scales of eddies were not resolved. It appears that the small scale eddies close to the ground in case CLT prevented the longitudinal rolls from dominating the flow structure.

4 Conclusions

In conclusion, we have observed that using a locally calculated drag coefficient at the surface of a large-eddy simulation model led to unrealistically large horizontal anisotropies in convective boundary layer turbulence, especially when coarse vertical resolution was used in combination with a small horizontal domain extent. This anisotropy was due to large scale streamwise rolls which are typically found in boundary layers in which shear and buoyancy are equally important. In the reported cases, however, buoyancy was clearly dominant and the rolls were not expected. The rolls occurred because the drag coefficient was smallest at the entrance to large scale thermal structures. Thus, the streamwise streak structure which is common in shear flows was not destroyed by the stress at the ground in those regions. It is
hypothesized that in these low drag coefficient regions close to the thermals, streamwise vortices are allowed to exist and combine with the plumes.

The dominance of these structures was most clear when the surface heat flux was nonhomogeneous and depended upon the local temperature difference between surface and atmosphere. It was noticeable, however, even when the surface heat flux was uniform but the drag coefficient was locally derived. Increasing the horizontal domain size such that it was four inversion heights wide improved the results. Increasing the vertical resolution such that the first grid point was 12.5 meters above the surface as opposed to 25 meters rendered the anisotropy almost imperceptible. This is likely owing to the finer scale resolved eddies which appeared close to the ground in this case. Thus, when the vertical grid spacing was too large, important scales of turbulence were unresolved, facilitating the formation of the more regular, longitudinal rolls.

In closing, we note that, although temperature specification led to a larger anomaly than did flux specification for the local drag coefficient cases, it made very little difference if the drag coefficient was global. A test case which could have been called AGT (global drag coefficient, surface temperature specified) was run and the results were not significantly different from case AGF. Thus, the temperature specification only affects the flow insofar as the local temperature differences lead to inhomogeneous surface heat fluxes and inhomogeneous drag coefficients.
A Calculation of surface heat flux from surface temperature

The details of calculating surface heat fluxes from surface temperatures are described below. The method was derived from equations in Arya (1988). First, the heat flux was defined globally or locally as

$$(u'\theta)_s = -u_\theta$$

(20)

where $u_\theta$ is defined by (17) or (19) and

$$\theta_\theta = \frac{k(\theta_a - \theta_s)}{\alpha_0 \ln(z_a/z_s) - \Psi_H(z_a/L) + \Psi_H(z_s/L)},$$

(21)

where we have used a value of 0.4 for $k$. $\theta_a$ is the potential temperature at the first grid level above the surface in the model. As in Section 2, local values of velocity and temperature were used for local drag coefficients and heat fluxes, but horizontally averaged values are used here in the global case. That is, for global calculation of $\theta_\theta$, $\langle \theta_a \rangle$ was used in place of $\theta_a$. In either case, $\theta_s$ is the given uniform potential temperature at $z_s$, some level between 0 and $z_a$. For $L$, the Obukhov length, (16) or (18) was used. We have used a value of 0.89 for $\alpha_0$, the surface turbulent Prandtl number. For the stability functions, we use the following relations:

$$\Psi_M(z/L) = \Psi_H(z/L) = -5z/L \quad z/L \geq 0$$

(22)

$$\Psi_M(z/L) = 2 \ln\left(\frac{1 + x}{2}\right) + \ln\left(\frac{1 + x^2}{2}\right)$$

$$- 2 \arctan(x) + \pi/2 \quad z/L < 0$$

(23)
\[ \Psi_H(z/L) = 2 \ln\left(\frac{1 + \frac{z^2}{2}}{2}\right) \quad z/L < 0 \quad (24) \]

where

\[ x = (1 - 15z/L)^{1/4}. \quad (25) \]

In the case of a local drag coefficient, a polynomial approximation to the above stability functions was used for computational efficiency.
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Abstract

A numerical large-eddy simulation model is currently being used to quantify aircraft wake vortex behavior with meteorological observables. The model, having a meteorological framework, permits the interaction of wake vortices with environments characterized by crosswind shear, stratification, and humidity. The addition of grid-scale turbulence as an initial condition appeared to have little consequence. Results show that conventional nondimensionalizations work very well for vortex pairs embedded in stably stratified flows. However, this result is based on simple environments with constant Brunt-Vaisala frequency. Results presented here also show that crosswind profiles exert important and complex interactions on the trajectories of wake vortices. Nonlinear crosswind profiles tended to arrest the descent of wake vortex pairs. The member of the vortex pair with vorticity of same sign as the vertical change in the ambient along-track vorticity may be deflected upwards.

I. Introduction

As an element of NASA's Terminal Area Productivity (TAP) program, a significant effort is underway at NASA Langley to develop a system that will provide dynamical aircraft vortex spacing criteria to Air Traffic Control (ATC) automation. The system, called the Aircraft Vortex Spacing System (AVOSS), will determine safe operating spacings between arriving/departing aircraft based on the observed/predicted weather state. In order to develop this system, research is being focused toward understanding how wake vortices interact with the atmosphere. The objectives of this research are to quantify wake vortex behavior as related to the atmospheric conditions using validated numerical simulations, as well as observed data from recent and on-going field studies. NASA-Langley theoretical modelling efforts are expected to play a major role in the development of these algorithms.

Presented in this paper are results from a numerical large-eddy simulation model called the Terminal Area Simulation System (TASS) which has been adapted for application to aircraft wake vortex simulations. The TASS model has a meteorological reference frame, a compressible non-Boussinesq equation set, subgrid turbulence closure, and a formulation for ground-friction. The TASS model is capable of simulating post roll-up wake vortices in both two and three dimensions. The model is applicable to a wide range of atmospheric conditions that include: vertical wind shear, stratification, atmospheric boundary layer turbulence, fog, and precipitation. Ongoing research using the two-dimensional (2-D) version of this model is presented in this paper while results using the...
three-dimensional (3-D) version are presented in an accompanying paper. In a recent study we were able to achieve excellent comparisons of simulated vortex trajectories with field data. We are now using 2-D TASS to investigate how meteorology affects vortex transport -- knowledge of which is crucial to the development and implementation of the AVOSS system. The advantage of the 2-D system is its ease in use and the relatively small amount of computer resources required per run. Our early investigation is primarily focused on understanding how stratification, crosswinds, and ground proximity affect the trajectory of wake vortices. We intend to use 3-D TASS to investigate vortex decay, vortex interaction with atmospheric turbulence, and the onset of three dimensional instabilities.

The TASS model results will be applied to the specific requirements of the AVOSS system design. In particular, prediction of the motion of wake vortices from initial generation until departure from the approach corridor is critical, while motion beyond the approach corridor is less critical. The dimensions of the AVOSS approach corridor are described in Hinton. Lateral to the corridor is 91.4 meters wide along the runway and out to a distance of about 859 meters from the runway. This is the location of the approach middle marker transmitter. The corridor lateral limits then widen to a width of 305 meters at a distance of 9272 meters (5 nm) from the runway. This is a typical location for the approach outer marker, where approaching aircraft transition from level flight to the glide slope. The approach corridor vertical dimension places a floor at ground level along the runway out to the middle marker location. Currently two options exist for the AVOSS corridor floor, and may be altered based on industry input. The most conservative option provides a floor that begins at ground level at the middle marker and rises at a shallower angle than the glide slope, so that the floor is 122 meters (400 feet) below the glide slope at the outer marker. No reduced separation credit is given for vertical wake motion very near the runway, so detailed wake bounce studies at this location are not required at this time. There is no vertical corridor limit above the glide slope, since vertical rising of the wakes is not assumed to be a viable mechanism for reduced separation of aircraft.

The requirements for AVOSS simplifies our task, somewhat, by limiting the application of our experiments to a confined region defined by the flight corridor. Any vortex that has drifted outside these lateral or vertical limits is no longer considered a factor to a following aircraft. The relationships determined with the TASS model must lead to simple rules or analytical models that can reliably and accurately predict the time required for the wakes from many aircraft types to leave the corridor, in a wide range of atmospheric conditions. In weather situations that cannot reliably remove the wakes from the corridor in a period of about 1 to 2 minutes, the AVOSS system will either rely on decay predictions to reduce separations or maintain separation at the current standards in use today. Provided there is assurance that a wake cannot move back into the corridor, neither, the AVOSS system, nor the numerical models need to predict wake motion outside of the corridor. In determining wake sensitivity to various parameters this small range of motions must be considered. Application of AVOSS to parallel runway operations, however, may require study at a later date of wake drift over lateral distances of 400 to 900 meters as well as more detailed vertical motion studies at very low altitude.

II. Previous Research

Many investigations, including experimental, theoretical, and field studies, of wake vortex phenomenon have been conducted over the past three decades. Important processes that affect wake vortex transport are well known and include stratification, turbulence, ground interaction, and ambient crosswind.

Numerous theoretical and experimental studies have examined the effect of stratification on wake vortices. The primary processes of how stable stratification affects the descent of wake vortices is well known. As a wake vortex pair descends due to the mutual induction of its circulation fields, temperature and buoyancy forces increase due to adiabatic compression. The positive buoyancy forces act to diminish the descent rate with time. The descending volume of fluid that encompasses the wake vortex pair, termed the vortex oval, develops temperature differences along its interface which act to generate counter-sign vorticity. Unresolved issues remain, such as whether the spacing between the vortices increases or decreases with time, and whether there is a limiting descent altitude based on the magnitude of stratification.

Another characteristic of the atmosphere which can affect the motion of wake vortices is vertical shear of the ambient winds. Although wind shear is commonly known to occur near the ground due to the effects of surface drag, it exists at other altitudes due to vertical changes in horizontal gradients of atmospheric pressure. In addition, significant vertical changes of the wind can be found along fronts and inversions. For example,
strong vertical shears can exist along typical nocturnal inversions that divide stable air (produced by radiative cooling at the ground) and the residual atmospheric boundary layer air that lies above. Vertical change in the crosswind, or "crosswind shear" is known to have some peculiar effects on wake vortices. From field measurements Brashears et al. reported that crosswind shear acted to reduce the vortex sink rates. The reduction in sink rate was usually greater for the downstream vortex, resulting in tilting of the vortex pair. However, for strong shears there was an opposite trend, with the upstream vortex sometimes seen to rise. Most numerical investigators have concentrated on studying the effects of crosswind shear when the wake vortices were generated near the ground. Generally they see a tilting (rotation) of the vortex pair in a direction opposite to that of the shear vorticity, with the downwind (downshear) vortex being at greater altitude than the upwind (upshear) vortex. Laboratory experiments by Delisi et al. and numerical experiments by Robins and Delisi show that strongly-stratified shear flow can tilt the wake vortex pair and lead to a solitary vortex. The vortex having vorticity opposite to that of the shear vorticity was dissipated leaving a strong solitary vortex with rotation in the same sense as the ambient shear. Robins and Delisi believed that the accelerated weakening of one of the vortices was responsible for the tilting of the vortex pair. Recent numerical experiments by Schilling and Proctor suggest that the influence of stratification on the vortex trajectories is secondary to crosswind shear, at least for wakes generated below 175 meters.

III. Numerical Model

The TASS model is a multi-dimensional, large-eddy code developed within a meteorological framework. Grid-scale turbulence is explicitly computed while the effects of subgrid-scale turbulence are modeled by a Smagorinsky closure model that is modified for stratification. The TASS model has parameterizations for ground stresses that are a function of surface roughness, allowing for "in-ground effect" wake simulations with realistic ground interactions. The TASS model consists of 12 prognostic equations: three equations for momentum, one equation each for pressure deviation and potential temperature, six coupled equations for continuity of water substance (water vapor, cloud droplet water, cloud ice crystals, rain, snow and hail) and a prognostic equation for a massless tracer. The lateral boundary condition may be open or periodic, with the open condition utilizing a mass-conservative, nonreflective, radiation boundary scheme. Explicit numerical schemes are used in TASS that are quadratic conservative, and have almost no numerical diffusion. Ambient atmospheric conditions are initialized with a vertical profile of temperature, dew point, and wind velocity. The two dimensional simulations are initialized with a simple vortex system representative of the post roll-up velocity field. Details of the TASS model and wake initialization can be found in Proctor.

All of the cases except those in Section VI assume that there is no preexisting grid-scale turbulence. As mentioned previously, subgrid-scale turbulence is treated by first-order closure. Section VI examines the sensitivity to grid-scale turbulence.

IV. Stratification

The purpose of this set of experiments is to see how well TASS 2-D simulations compare with laboratory data for the case of wake vortices in a very stably stratified environment. The second goal of this set experiments is to see how normalized results from different aircraft intercompare. The experiments are run with dimensional variables with the results normalized for space and time scales following Sarpkaya as:

\[ \frac{Z}{b_o} = \frac{z}{b_o}, \quad \frac{T}{\Gamma_o} = \frac{t}{2\pi b_o^2} \]

where \( Z^* \) is the nondimensional height, \( z \) dimensional height, \( b_o \) initial vortex spacing, \( T^* \) nondimensional time, \( t \) dimensional time, and \( \Gamma_o \) the initial circulation. The ambient lapse rate for temperature can be specified in terms of the nondimensional Brunt-Vaisala frequency as:

\[ \frac{N^*}{T^*} = \frac{N}{T} = \frac{2\pi N b_o^2}{\Gamma_o} \]

where the dimensional Brunt-Vaisala frequency \( N \) is related to temperature \( \tau \) and potential temperature \( \theta \) (which is conserved for dry adiabatic processes):

\[ N^2 = \frac{g}{\tau} \frac{\partial \theta}{\partial z} = \frac{g}{\tau} \left( \frac{\partial \tau}{\partial z} + \frac{\partial \theta}{\partial z} \right) c_p \]

where \( g \) is the acceleration due to gravity, and \( c_p \) is the specific heat of air at constant pressure. Note, that if we assume the vortex separation remains constant, inviscid theory predicts that a vortex pair will descend to a maximum depth of order: \( Z^* = \mathcal{O}(1/N^*); \) and for neutral stratification the vortex pair descends \( Z^* = 1 \) in time \( T^* = 1 \).
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Table 1. Aircraft and parameters for N*=1 comparisons.

<table>
<thead>
<tr>
<th>Aircraft</th>
<th>b_0 (m)</th>
<th>(I'_0) (m²/s)</th>
<th>N (10^3 s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fokker 28</td>
<td>19.69</td>
<td>160.8</td>
<td>66</td>
</tr>
<tr>
<td>B 737-200</td>
<td>22.26</td>
<td>205.5</td>
<td>66</td>
</tr>
<tr>
<td>B 757-200</td>
<td>29.80</td>
<td>306.9</td>
<td>55</td>
</tr>
<tr>
<td>DC 10-10</td>
<td>37.18</td>
<td>573.0</td>
<td>66</td>
</tr>
<tr>
<td>DC 10-30</td>
<td>39.60</td>
<td>492.7</td>
<td>50</td>
</tr>
<tr>
<td>EA 330</td>
<td>46.78</td>
<td>378.1</td>
<td>27.5</td>
</tr>
<tr>
<td>B 747-400</td>
<td>50.51</td>
<td>534.3</td>
<td>33.3</td>
</tr>
</tbody>
</table>

Initial Conditions

The list of aircraft used in this set of experiments is shown in Table 1. The initial circulations \(I_0\) are based on typical weights and approach speeds for each specific aircraft. [For the DC-10-10 we assumed a higher weight than average, but within the maximum landing weight.] Each case assumes a lapse rate of temperature such that N*=1. Although N* is fixed, the values of N differ for each airplane due to different initial vortex spacings \(b_0\) and circulations (e.g., see Eq. 1). The lapse rate for potential temperature needed to achieve N*=1 ranges from about 2.3 times greater than for isothermal conditions for the Airbus 330 to over 13 times greater than isothermal for the Fokker 28-4000, Boeing 737-200, and DC 10-10. Although the temperature lapse rates for some of the cases are unrealistically large, the set of experiments is useful in examining how non-dimensionalized results compare for vortices generated by different types of aircraft.

The experiments also assume a compressible atmosphere in which density and pressure decrease with height in accordance with the specified lapse rate for temperature. The domain width and depth is 4 \(b_0\) and 6 \(b_0\), respectively. The vortex generation height is approximately 3.5 \(b_0\) above the ground. A constant grid resolution of \(b_0/50.5\) is assumed in both vertical and horizontal directions. The model environments contain neither ambient wind nor grid-scale turbulence.

Results and Comparisons

Results of the seven experiments are shown in Fig. 1. The non-dimensionalized descent rates for all seven are nearly identical and agree well Sarpkaya's laboratory measurements conducted in water at moderate

![Figure 1: Aircraft sensitivity to nondimensional height and time for N*=1. TASS simulations for 7 aircraft (lines) compared with Sarpkaya's experimental data (squares). Curve for \(dZ*/dT*=1\) (thin line) shown also.](image)

Reynold's number for a delta-wing aircraft. The results indicate that the vortex pair initially descend at \(dZ*/dT*=1\), as is true in Sarpkaya's data. However, as the buoyancy forces increase due to compressional heating the descent rate slows, until at \(T*=2\), the vortex descent is halted. The lateral separation distance (not shown) between the two counter-rotating vortices remained nearly constant in the TASS simulations, then began to close together after \(T*=2.5\). This reduction in separation forced the simulated vortices to descend once again. Sarpkaya's experiments, which were at moderate Reynolds' numbers, were unable track the weakening vortex pair after \(T*=3\). Spalart recently published results from 2-D laminar simulations, which showed his vortices pausing then ascending after \(T*=2.25\), before again descending after \(T*=4\). TASS simulation results presented by Schowalter et al. suggest that three-dimensional effects begin to influence the vortex after \(T*=3\), and the vortex descent following that time might be an artifact of the 2-D assumption.

Our model results for N*=1 show that the stable stratification influences the descent of the vortex pair in
following way. Air from near the generation height is transported downward within the vortex oval (Fig. 2) and heats due to adiabatic compression. The increase in positive buoyancy from compressional heating has the most significant impact on the weaker tangential velocities at larger radii. Eventually the tangential velocities (and circulation) at radii greater than \( \frac{1}{2} b_e \) are diminished. This weakens the mutual interaction of the vortices, and eventually causes them to stall (at \(-1.25 \ b_e \) below the generation height for \( N^* = 1 \)). Furthermore, our 2-D simulations at \( N^* = 1 \), show that eddies generated baroclinically at the vortex-oval periphery are transported upward and pinch the vortex pair closer together, resulting in the downward acceleration seen after \( T^* = 3 \).

Another observation to be made from this set of experiments is the sensitivity of aircraft type to lapse rate. Although we have yet to do an extensive sensitivity study on the effects of stratification, it is obvious that wake vortices produced by large, wide-body aircraft such as the B-747 and EA-330 are much more sensitive to stable stratification than those produced from medium and light commercial jetliners. Mostly due to their smaller wingspans, rather large lapse rates are needed for the small and medium sized aircraft to achieve the same value for \( N^* \) as that for the "Jumbos."

V. Crosswind Shear

Although a number of researchers have examined the effects of crosswind shear on wake vortices, they usually have confined their experiments either to regions either close to the ground or simple shear profiles. In the experiments presented here, we look at the effect of narrow shear zones, such as one may find near a thermal inversion. In a second set of experiments, we examine wake vortex sensitivity to several types of shear profiles. For both sets of experiments we assume dimensional variables with initial wake conditions based on a B-727-100 aircraft (Table 2).

Sensitivity to Shear Layers.

The motivation behind the following set of experiments was our observation of Memphis 1994 and 1995 field data. Following sunset, many wake vortices tended either to stall or to be deflected when penetrating a region near the top of a low-level temperature inversion. This inversion separated the radiatively-cooled air near the ground and the near-neutral residual boundary layer above. The measured levels of stratification, alone, were too weak to cause the observed levels of deflection. We postulate that pronounced shear can exist in the inversion zone due to changes in airmass characteristics. Unfortunately, high resolution wind data was not always available near the altitude of the inversion to confirm our suspicions.

In order to test the effect of shear zones on wake vortex descent, several experiments were conducted as
follows. An isothermal temperature profile was assumed below an altitude of 75 m, above which it transitions to a slightly-stable profile. Wind profiles were assumed to have no crosswind below an altitude of 50 m transitioning to a constant crosswind value above 80 m (e.g., Fig. 3). Hence, the crosswind change over 30 m was also equal to the crosswind above 80 m.

Six experiments were run with the initial conditions listed in Table 2, with crosswind changes of: 0, 1, 2, 3, 4 and 8 m/s. In order to evaluate any effects that the stable temperature stratification may be having, an additional experiment is conducted assuming a neutral temperature profile. An example of the profile for the 3 m/s crosswind change can be seen in Fig. 3.

A comparison of altitude vs lateral position for this set of experiments shows the sensitivity of the vortex trajectories to the shear zone (Fig.4). The descending wake vortices that encountered crosswind changes greater than 1 m/s were deflected downstream. Stronger shears also resulted in larger separations between the upstream and downstream vortex. Crosswind changes of 3 m/s and larger were sufficiently strong to block the downward penetration of the vortices. The time height trajectories in Figs 5 and 6 show that a 2 m/s or greater crosswind shear significantly suppresses the sink rate of the vortices. Also, for a 3 m/s or greater shear the downstream vortex is deflected upwards.

<table>
<thead>
<tr>
<th>Table 2. Assumed values for initial parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Gen. Height</td>
</tr>
<tr>
<td>Circulation ($T_0$)</td>
</tr>
<tr>
<td>Vortex Spacing ($b_0$)</td>
</tr>
<tr>
<td>Core Radius</td>
</tr>
<tr>
<td>Numerical Grid Size</td>
</tr>
</tbody>
</table>

![Figure 5. Altitude vs time trajectory for upstream vortices in shear zone sensitivity experiments.](image)

![Figure 6. Same as Fig. 5, but downstream vortices.](image)
The assumed crosswind shear profiles had the most direct influence on the downstream (starboard) vortex. As indicated in Figs. 4-6, this vortex was more sensitive and deflected to a higher altitude than its upstream counterpart. The deflection of the downstream vortex increased the separation distance from the upstream (port) vortex, thus weakening the mutual induction between the two vortices (see Fig. 4). Therefore, for the stronger shear cases the upstream vortex was left to drift near the altitude of the shear zone.

The mechanism responsible for this deflection is unclear to us at this time. The downstream vortex contains vorticity of opposite sign to that of the shear. However, there was no detectable preference for the downstream (or upstream) vortex to weaken at a greater rate.

An additional experiment was run with a neutral atmosphere rather than the temperature profile in Fig. 3. It gave nearly identical results to the experiment which assumed the sounding in Fig. 3, which implies that stratification played no role in the modification of the vortex trajectories. Note from Eq. (1) and assuming the specifications in Table 2, the ambient temperature would have to increase with altitude at 3.25°C per 35 meters in order to suppress vortex descent within a 35 m thick zone.

A last point remains to be made about the trajectories in Fig. 4 for the 1 m/s and 2 m/s shear cases. There is a continued cross track drift of the vortices after they have descended below the shear layer into the air mass with no ambient crossflow. This effect is due to the downward transport of crossflow momentum with the descending vortex oval. Like potential temperature as shown in Fig. 2, crossflow momentum is transported from altitudes near the generation height (i.e. flight path). The consequence of this finding is that wind measurements near the surface may not always correlate with the lateral transport of the wake vortices.

Additional Crosswind Shear Experiments

To provide further insight into the role that shear may have on vortex transport, a second set of experiments are presented. This set consists of four experiments that are designed to test wake vortex sensitivity to environments with linear shear and transitioning shear. As with the previous set, the experiments assume the initial parameters in Table 2, but with neutral stratification and with the wind profiles shown in Fig. 7. Included, is a baseline experiment with no ambient wind (referred to as the No Shear case). As seen in Fig. 7, the constant linear shear case (Shear) has a crosswind profile that increases from no wind at the ground to 30 m/s at 250 m. This gives a constant magnitude of shear of 0.12 s⁻¹. Also examined are two transitional cases, which assume an environment that transitions between constant shear and no shear. The wind profile for the "No Shear Above" case is identical to the linear-shear case, except that it transitions to a constant crosswind of 15 m/s above an altitude of 125 m. On the other hand, the "No Shear Below" case has no crosswind below 125 m, but an increasing crosswind above this height with the same magnitude of shear as in the linear-shear case. In all cases the initial wake vortex is generated at an altitude of 175 m, which is 50 m above the transition altitude.

Time height profiles of the vortex trajectories are show for the port (upstream) vortex (Fig. 8) and the starboard (downstream) vortex (Fig. 9). The altitude vs lateral position trajectories are shown in Fig. 10. Note that the transition from shear to no shear and vice versa has a pronounced effect on the descent rate of the vortex trajectories. On the other hand, the descent rate for the vortex embedded in the linear shear was nearly identical to that of the vortex pair embedded in the no shear (no crosswind) environment. The trajectories of the vortex pair in the linear shear environment (Fig. 10) are convex in shape due to the decreasing wind speeds at lower altitudes. However, as for reasons described in the previous set of experiments, the vortex pair at lower levels translates faster than the mean winds for which they are embedded. Descent rates for the linear shear case were identical for both upstream and downstream vortex. Tilting of the vortex pair was not apparent.

![Crosswind Component](image)

**Figure 7.** Crosswind profiles used as input for crosswind shear experiments.
Comparison of Figs. 7 and 8 show that the upstream vortex bounced highest when the shear is aloft, while downstream vortex bounces highest when the shear is near the ground. As indicated in Table 3, the bounce of the vortex is related to the vertical change in ambient shear (i.e. \( \partial^2 U/\partial z^2 \)) rather than the environmental shear alone. In terms of the vorticity due to the ambient crosswind (crosswind vorticity), \( \partial\omega/\partial z \), we see that the vortex with a sign of vorticity opposite to the sign of the vertical change in ambient vorticity, bounces highest. From these experiments, we see that vertical changes in the along-track component of ambient vorticity can preferentially reduce the descent rate of vortices, and may lead to vortex tilting and vortex rising. Linear shear (constant ambient vorticity) has no impact on the vortex descent rates.

![Figure 8](image1.png)

**Figure 8.** Time-height trajectories for upstream vortex in crosswind shear experiments.

![Figure 9](image2.png)

**Figure 9.** Same as Fig. 8, but for downstream vortex.

![Figure 10](image3.png)

**Figure 10.** Same as Fig. 4, but for crosswind shear experiments.

<table>
<thead>
<tr>
<th>Case</th>
<th>Vorticity ( \omega )</th>
<th>Vertical Change in Vorticity ( \partial\omega/\partial z )</th>
<th>Vortex with Highest Bounce</th>
</tr>
</thead>
<tbody>
<tr>
<td>No shear</td>
<td>0</td>
<td>0</td>
<td>same</td>
</tr>
<tr>
<td>Linear shear</td>
<td>+</td>
<td>0</td>
<td>same</td>
</tr>
<tr>
<td>No shear above</td>
<td>+</td>
<td>-</td>
<td>downstream</td>
</tr>
<tr>
<td>No shear below</td>
<td>+</td>
<td>+</td>
<td>upstream</td>
</tr>
</tbody>
</table>

**Table 3. Sign of crosswind vorticity vs vortex with highest bounce for each experiment**

To give supporting confirmation to the above shear study, we have chosen a former TASS validation case\(^4\) which compares simulated with measured trajectories. Input values for the simulation were based on known aircraft parameters and observed vertical distributions for ambient temperature and wind. Field measurements of wake vortex generated from a B-757-200 (sponsored by the FAA) were taken at the Idaho Falls Field Center. The test aircraft was on a level flight at 70 m above ground level (AGL) in an early morning fly-by. The observed environmental profiles for potential temperature and crosswind are shown in Fig. 11. Note from the sounding that there is a pronounced zone of crosswind shear with a peak magnitude of 0.1 s\(^{-1}\) located between 25 and 50 m AGL. The magnitude of the
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crosswind change across this zone is slightly under 3 m/s. Measured data for this case was obtained from an instrumented tower, a Laser Doppler Velocimeter (LDV) and a Monostatic Acoustic Vortex Sensing System (MAVSS). 

Both the TASS model prediction and measured data show that the trajectory of the downstream (port) vortex is deflected as it encounters the zone of crosswind shear between 25-50 m AGL (Fig. 12). The crosswind vorticity in this shear region has opposite sign to that of the downstream vortex, while the change in vorticity with height at the top of this layer is of the same sign as the vorticity in the downstream vortex. This interaction of the downstream vortex with the crosswind vorticity shear of the same sign eventually causes it to rise upward with increasing lateral separation from the upstream (starboard) vortex.

VI. Sensitivity to Initial Turbulence

In a large eddy simulation of wake vortices, turbulence can be divided into several categories which include: 1) subgrid-scale turbulence, 2) resolvable-scale turbulence generated by the interaction of the vortex pair, 3) resolvable-scale turbulence generated by the interaction of the wake vortex with the ground and its environment, and 4) preexisting resolvable-scale turbulence. The simulations presented in the previous sections have ignored the existence of the latter category. In order to evaluate its sensitivity, we have developed a procedure for initiating background turbulence into our model. Turbulence initialization is accomplished through the use of a random streamfunction field in conjunction with a low-pass filter. The use of the streamfunction ensures incompressibility of the turbulent velocity field while the low-pass filter prevents the initial turbulent energy from being concentrated at the smallest scales. The three-dimensional streamfunction and velocity vectors are defined as:

$$\phi = (\psi_x, \psi_y, \psi_z)$$

$$\vec{V} = \nabla \phi$$

$$\nabla \cdot \vec{V} = \nabla \cdot \nabla \times \phi = 0$$

In two dimensions, this reduces to:

$$\phi = (0, \psi_y, 0)$$

$$u' = -\frac{\partial \psi_y}{\partial x}$$

$$w' = \frac{\partial \psi_y}{\partial z}$$

where $u'$ and $w'$ are the added crosswind and vertical velocity fluctuations due to grid-scale turbulence.

At each grid point, $\psi_y$ is assigned a random number with a prescribed standard deviation. It is desirable to avoid having the largest velocity variations concentrated at the smallest scales, since that energy is quickly dampened by subgrid turbulence. Thus, a nine point filter is used to smooth the streamfunction before it is differentiated. An approximate relationship between the standard deviation of the streamfunction and the turbulence kinetic energy is used to prescribe the latter as...
a function of height. After an initial development period, two-dimensional vortices are initialized by adding the usual initial vortex field to the background turbulent velocity field.

![TKE profile for weaker background turbulence](image)

**Figure 13.** Turbulence kinetic energy profiles for background turbulence at several model simulation times.

In an initial test, we avoid the complicating effect of background wind shear and stratification by assuming that the atmosphere is neutrally stable and there is no background mean wind. We have chosen two strengths of turbulence for this case. The first case, labeled as “weaker turbulence,” employs turbulence which is typical of convective conditions in the atmosphere (Stull, pp. 359 and 371). The second case uses an order magnitude stronger turbulence than the first. The temporal variation of the turbulence kinetic energy profiles for the weaker case is shown in Fig. 13. In each case, the profile becomes smooth and nearly steady in time after about three minutes. It was at three minutes that vortices were initialized in the turbulent runs.

A vortex pair without background turbulence initialization (baseline run) descends initially due to the mutual interaction of their velocity fields with a constant initial separation. When they approach the ground, secondary vortices are induced due to the production of countersign vorticity at no-slip boundaries and force the primary vortices to rise up. Interactions with secondary vortices result in a spiral path of the primary vortices. Four different random number generations were used in separate runs for both the weaker and stronger turbulence cases. Because of the symmetric nature of the flow in these cases with no background wind, this results in eight vortex trajectories for each turbulence strength from which we calculated averages and standard deviations. Time histories of lateral position, and altitude for the weaker turbulence case are shown in Fig. 14. A single curve is shown for the case without resolved turbulence, while three curves are shown for the turbulent case representing the mean, the mean plus one standard deviation, and the mean minus one standard deviation. We see from the figure that the resolved background turbulence has very little effect on the vortex transport in an ensemble sense. The main effect is a smaller amplitude of the oscillations caused by the secondary vortices. Although not shown, the effect on average circulation from including the initial background turbulence is even smaller.

Fig. 15 shows the same plots for ten times stronger turbulence. Here the results are similar but with two exceptions. The first is a larger spread for the positions for the turbulent runs. This indicates that any individual vortex history could be significantly different with very strong turbulence, but the average behavior is nearly the same. The second exception is a tendency for less lateral transport with very strong resolved turbulence after two minutes.

These results suggest that two-dimensional background turbulence does not play a significant role in vortex decay. Some well-known decay mechanisms, such as Crow instability and vortex bursting, are highly three-dimensional and cannot occur in a two-dimensional flow. Regarding wake transport, the turbulent eddies appear to cause stochastic variations in the vortex motions which become significant only for late times and very strong turbulence. In addition, the effect of the ground-induced secondary vortices appears to be somewhat weakened.

The turbulence field initialization was applied to several of the validation cases from the Idaho Falls field study. Values for the initial turbulence were estimated based on the turbulence velocity scale for the convective boundary layer as derived from the observed sounding for each case. Cases were also run using 10 times the estimated value for turbulence. In these cases, no appreciable improvement was gained by including resolved two-dimensional turbulence. The strength of
the turbulence had virtually no effect on the 10-meter average circulation history.

In summary of the turbulence initiation experiments, moderately strong two-dimensional background resolved turbulence has, in general, a minor effect on wake vortex transport. Very strong turbulence, however, can result in significant chaotic motion of the individual vortices. Background resolved turbulence has insignificant effects on the 10-meter average circulation. However, we expect to see a much more pronounced effect when it is included in 3-D simulations of the wake vortices, since turbulence is more realistically treated and 3-dimensional vortex instabilities would be permitted.

VII. Summary

Two-dimensional TASS simulations are shown to be useful for investigating the effects of stratification, wind shear, and turbulence on wake vortex transport. Simulations presented in this paper confirm that conventional nondimensionalizations work well for stratified environments in the absence of shear. The usefulness of their application to more complex environments is yet to be evaluated.

Our results show that wake vortex trajectories are very sensitive to the crossflow component of the wind. Changes in crosswind with altitude can affect the wake vortex trajectories in several ways. As a vortex descends through a sheared crossflow its lateral speed is affected, but may be different from the speed of the crossflow at a lower level. This is partly due to the downward transport of crossflow momentum from its generation point. Nonlinear shear of crossflow affects the vortex descent rates and may result in vortex tilting or

Figure 14. A comparison of wake vortex behavior with and without weak resolved background turbulence. The mean (turb.), the mean plus the standard deviation (upper std.), and the mean minus the standard deviation (lower std.) are shown. (a) Altitude vs time; (b) Lateral position vs time.

Figure 15. Same as Fig. 14, but for strong turbulence.
rising. The member of the vortex pair with vorticity of same sign as the vertical change in the ambient along-track vorticity, may be deflected upwards. These effects appear to be more sensitive than the affects of stable stratification. Zones with sharp vertical changes in the crosswind, like that associated with fronts or inversions, may be quite effective in altering the vortex trajectories. Detection of crossflow distributions may be critical to AVOSS and other similar prediction systems. This will require special sensor to monitor the winds aloft in the terminal area.

Our results also suggest that stable stratification must be quite strong in order to have the same affect as crosswind jetliners may be more susceptible to the stratification effect than small and medium range jet aircraft.

A procedure for initiating wake vortex simulations with grid-scale turbulence was described. For the cases examined, the addition of background resolved-scale turbulence had only minor effects on two-dimensional vortex transport. However, in three-dimensional simulations with unstable atmospheres, we expect significant sensitivity to background, resolved-scale turbulence.
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Abstract

A method for large-eddy simulation of aircraft wake vortices embedded in planetary boundary turbulence is outlined. A nested grid scheme and three-dimensional initial and boundary conditions are described and demonstrated. The nested grid scheme allows multiple one-way or two-way simulations using mass-conservative interpolation and averaging schemes along with radiative boundary conditions which let unwanted wave energy pass out of the finer mesh domains. The three-dimensional wake vortex initial and boundary conditions enforce fully-developed wake vortices on the upstream boundary but permit the vortices within the domain to develop spatially and temporally. Future work will entail combining the two schemes for simulations of wake vortices embedded within the convective planetary boundary layer.

1. Introduction

Understanding the dynamics of aircraft induced wake vortices within the atmospheric boundary layer (ABL) is essential for improving forecasting systems responsible for air safety and efficiency. Our current research involves ABL and vortex modeling for the NASA wake vortex effort and the creation of the Aircraft Vortex Spacing System (AVOSS). Observations and measurements of moving wake vortices show large variations with respect to ABL conditions, such as the background wind, wind shear, and stratification (e.g., Burnham2). For example, the vortex lifetime appears to be limited mainly by ambient turbulence effects in the planetary boundary layer3. Thus, it is important to study the evolution of wake vortices under different atmospheric conditions in the ABL. To date, however, very little significant work on the effect of ABL background turbulence on aircraft wake vortex transport and decay has been accomplished.

Well known decay mechanisms for wake vortices are the Crow instability4 and vortex breakdown5. The Crow instability results in vortex lines forming vortex rings and vortex breakdown or "bursting" is associated with rapid core expansion due to large variations in axial velocity. In unstable and convective boundary layers, there will be weak shear and vigorous turbulence, which should cause strong perturbations for the mechanisms mentioned above. Based on these considerations, we have been using a three-dimensional, high-resolution, nonlinear, nonhydrostatic large-eddy simulation (LES) model, the Terminal Area Simulation System6,7 (TASS). We have shown the model to be adequate in the simulation of the atmospheric boundary layer under convective conditions during morning and mid-day8,9. In addition, the model has been validated for the evening transition period when the turbulence rapidly changes from being convection-dominated to shear-dominated10.

Most vortex modeling relevant to aircraft wakes to date falls into two categories. The first category is two-dimensional studies of wake vortices in which turbulence within the vortices is modeled explicitly or parameterized. These models have been used to study wake vortices in the free atmosphere as well as their interaction with the ground. Examples are Bilanin et al.11, Robins and Delisi12, Schilling13, Zheng and Ash14, and Proctor15. The latter showed that the TASS model was accurate in the simulation of wake vortices in two-
dimensions for stable conditions in which there is little or no background turbulence. The second category is three-dimensional models of infinite-length vortices which use idealized initial and boundary conditions. Usually, periodic or other simplified boundary conditions are used and there is no background turbulence or stratification. Examples of this category are Ragab and Sreedhar\textsuperscript{13}, Leonard and Chua\textsuperscript{16}.

To date, only a few studies have included resolved background turbulence. Spalart and Wray\textsuperscript{17} studied the behavior of periodic vortex lines embedded in homogeneous isotropic turbulence, finding a relatively large spread in the destruction time for the wake vortices. Gerz and Ehret\textsuperscript{18} found that weak large-scale atmospheric turbulence above the planetary boundary layer had a much stronger effect on the vortices than small-scale aircraft boundary layer turbulence. Corjon et al.\textsuperscript{19} used direct numerical simulation to analyze the behavior of low Reynolds number vortices embedded in homogeneous isotropic turbulence. In agreement with Gerz and Ehret, they found that small scales of turbulence served only to cause small distortions in the vortices, while larger scales caused the large deformations which lead to Crow instability. Corjon et al. also found important three-dimensional effects in laminar ground interaction process. While these studies have made significant contributions to the knowledge of the effect of turbulence on three-dimensional vortices, there are further advances to be made with more realistic simulations. ABL turbulence is often quite anisotropic\textsuperscript{1}. We are also interested in the behavior when the integral length scale is on the order of the vortex spacing as well as the behavior near the surface with background turbulence. Though useful for fundamental studies, periodic boundary conditions do not allow vortices to decay in space and in time as they do in the real atmosphere. We feel it is very important to develop fully three-dimensional high Reynolds number simulations with a realistic depiction of the atmospheric turbulence. Wake vortices have a horizontal scale on the order of 20 to 65 m, which cannot be properly resolved in a conventional large-eddy simulation of the ABL. Thus, we have developed a nesting procedure, whereby a simulation of the entire ABL with resolution of order 50 m can interact with a simulation of the small scale wake vortices with a resolution of order 2 m.

The nesting scheme and a three-dimensional vortex initialization procedure have been developed independently. The effects of stratification and turbulence in two-dimensional simulations are discussed in a companion paper\textsuperscript{20}. Section 2 describes the grid-nesting while Section 3 describes the three-dimensional vortex initialization. Section 4 summarizes the results.

2. Three-dimensional nesting

2.1. Methods

We have used a nesting scheme similar to that used by Chen\textsuperscript{21}. A fine mesh with high resolution overlaps a coarse mesh with low resolution. On the boundaries of the fine grid, this involves the interpolation of coarse grid variables. Like Clark and Farley\textsuperscript{22}, we have used a conservative interpolation scheme. In order to avoid wave reflection at the boundary, an additional radiative condition is employed for the fine mesh. On the lateral boundaries, as in Chen, the nested radiative condition corresponds to

$$\frac{\partial \phi}{\partial x} = \frac{\partial \Phi}{\partial x} - C_\Phi \Phi \frac{\partial (\phi - \Phi)}{\partial x},$$

where $\phi$ is a fine mesh variable, $\Phi$ is the same coarse mesh variable interpolated to the fine mesh position, and $C_\Phi$ is the gravity wave phase speed of $\phi-\Phi$, the difference between the fine mesh variable and the interpolated coarse mesh variable. At the top boundary, as in Chen again, we use a modified Klemp-Durran\textsuperscript{23} condition:

$$(p-P)_k = \rho_0 \frac{N(w-w)_k}{\sqrt{k_x^2 + k_y^2}}.$$

Here, $p$ and $w$ are the fine mesh perturbation pressure and vertical velocity, respectively, and $P$ and $W$ are the corresponding variables for the coarse mesh. The $0$ notation indicates a two-dimensional horizontal Fourier transform at the top boundary and $k_x$ and $k_y$ are the wavenumbers in the $x$- and $y$-directions, respectively. $\rho_0$ is the local environmental density and $N$ is the Brunt-Vaisala frequency defined by

$$N^2 = \frac{g}{\Theta} \frac{\partial \Theta}{\partial z}.$$

Here, $g$ is the acceleration of gravity and $\bar{\Theta}$ is the horizontally averaged potential temperature,

$$\Theta = T \left( \frac{P}{P_0} \right)^{P/C_p},$$

where, $P$ is the pressure, $P_0$ the reference pressure (1000 mb), $C_p$ is the specific heat of air at constant pressure, and $R$ is the gas constant for dry air. Variables other than $p$ and $w$ are simply interpolated from the coarse mesh at the top boundary. If $N$ is very close to zero at the top boundary, this radiative boundary condition is not required. In that case, a simple interpolation of $p$ is used and $w$ is determined by assuming incompressibility.
corresponds to the ground in all nested meshes, no nested boundary condition is required there. The nested radiative boundary conditions described above impose the coarse grid flow on the boundaries, while allowing a relaxation such that unwanted wave energy travels outward from the nested mesh.

It is possible to use one-way or two-way nesting. With one-way nesting, the coarse grid is run independently of the fine mesh. The fine grid boundary points, however, are updated at every time step by the interpolation of the coarse grid points in that area. The fine mesh must use a smaller time step for stability. Thus, the boundary conditions for the fine mesh are interpolated in time as well as in space. Under two-way nesting, the variables in the fine mesh are averaged spatially to update the coarse grid variables in the overlapping region. One-way nesting is computationally more efficient, and usually works well when the dynamics within the fine mesh have a minimal impact upon the large scale dynamics of the coarse mesh. This is likely to be the case with aircraft wake vortices. It must be noted, however, that although the net energy cascade in a turbulent flow is from large scales to small scales, some energy does travel in the opposite direction. Thus, we have developed the capability of using either one-way or two-way nesting.

Figure 1 (a) and (b) show schematic diagrams of the spatial and temporal arrangement, respectively, of two nested grids. TASS uses an Arakawa C staggered mesh so that velocity component values are stored in the center of the corresponding normal faces of the grid cells. So, for example, \( u \), the velocity in the \( x \)-direction is stored in the center of grid faces oriented in \( y-z \) planes. Scalar variables are stored in the center of the grid cells. Progressively finer grid meshes may be located inside of one another. In principle, the number of nested grids is unlimited. Boundary conditions are passed at the end of each coarse mesh time step for use by the fine mesh. As we can observe in Figure 1 (b), when the fine mesh catches up with the coarse mesh temporally, the fine mesh data is averaged over the coarse mesh grid cells and used by the fine mesh if two-way nesting is implemented.

We have used message passing software to implement the nested grid scheme. This involved writing a master script program which spawns a TASS executable for each nested grid being used. Boundary conditions and synchronization information are communicated between grids using message buffers. In this way, we minimize complications involved in changing the entire TASS source code and it is necessary only to change the boundary conditions and to synchronize the two modules. In addition, when running in one-way nesting mode, we may take advantage of parallel processing. In that case, each grid runs independently of the grids nested within for short periods of time, and the tasks may be spawned concurrently to more than one CPU, thereby increasing efficiency.

To demonstrate this nesting scheme we have simulated a rising symmetric temperature impulse and its interaction with a strong inversion. The potential temperature of the environment is set to be constant below about 900 m and constant above with a sharp 16 degree inversion between. The temperature impulse had an initial radius of 200 m with a peak amplitude of 2 °C. The coarse mesh domain is 50 X 50 X 75 with 40 m resolution in both horizontal directions and 20 m resolution in the vertical. This mesh is run for ten minutes of simulation time without any nesting. At this time, when the warm bubble comes into contact with the inversion, a fine mesh is spawned with a nesting ratio of two in each direction. The fine mesh domain size is 40 X 40 X 132 and has a common center with the coarse mesh. One-way nesting is employed.

2.2. Results

Figure 2 shows potential temperature contours in a central vertical plane of the simulation at 12 minutes and 16 minutes. At 12 minutes, we can observe the disturbance of the potential temperature contours caused by the impingement of the warm bubble on the strong inversion. Note that there is finer detail observable in the nested fine-mesh grid. Note, in addition, that the flow within the nested mesh remains symmetric about the horizontal origin. At 16 minutes, much of the potential temperature disturbance has passed out of the fine mesh without reflecting off the boundary, indicating the success of the nested radiative boundary condition.

In Figure 3 we observe contours of the \( y \)-component of vorticity on the same planes shown in Figure 2. The vortex ring from the rising bubble can clearly be seen in Figure 3 (a) and (b) at a vertical height of approximately 800 m and at a horizontal position of 300 m. Slightly above this ring is an additional vortex ring of opposite sign. This vorticity is induced baroclinically from the tilting of the constant potential temperature surfaces in this region. By 16 minutes, part of the bubble vortex ring has passed out of the nested fine grid. This allows us to see how smoothly this ring moves across the boundary. The fine mesh gives better resolution of residual vorticity in the center of the domain, as well as higher gradients in the baroclinic ring. These are precisely the types of details
which will be important for wake vortex numerical experiments.

3. Three-dimensional Vortex Initialization

3.1. Methods

The TASS model has been validated for two-dimensional wake vortex studies. As described in Section 1, however, decay mechanisms tend mostly to be three-dimensional in nature and it is desirable to allow computational wake vortices to develop in both time and space. In addition, it is highly undesirable to simulate the roll-up process immediately behind the aircraft because of the prohibitive resolution requirements. For these reasons, we have chosen to impose fully developed vortices on the upstream domain boundary and to have this boundary move with the speed of the aircraft which is assumed to be 60 m/s. The initial velocity field throughout the domain corresponds to an axially homogeneous vortex pair. The downstream boundary condition is an open Orlanski boundary condition which is standard for meteorological finite-difference models. Essentially, the Orlanski condition allows passage of gravity wave energy out of the boundary while allowing advection of external environmental variables into the domain. The velocity field associated with the wake corresponds to a Burnham-Hallock vortex profile. No axial flow is allowed through the upstream boundary. A schematic representation of these initial and boundary conditions is shown in Figure 4. The x, y and z domain directions correspond to the axial, lateral and vertical directions of the vortex system, respectively, with the origin of the coordinate system being at the ground in the upstream boundary midway between the two vortices.

The TASS model has previously been validated for three-dimensional helical vortex flows. Here, however, we demonstrate the three-dimensional wake vortex initialization discussed above. We have chosen a quiescent, very stable atmosphere with a constant lapse rate, $N^* = 1$, where we define

$$N^* = \frac{2\pi Nb^2}{\Gamma_0},$$

where $\Gamma_0$ is the initial circulation of the vortices, $b$ is the initial vortex separation, and $N$ is the Brunt-Vaisala frequency. The value of $N^* = 1$ represents an upper bound for the atmosphere. We have used dimensional values of $\Gamma_0 = 550$ m/s and $b = 37$ m, values derived for a DC-10 aircraft with elliptical wing loading.

This particular case with no ambient wind enables the use of a symmetry boundary condition and necessitates the simulation of only one vortex (in this case, the starboard wake vortex). This symmetry boundary is located midway between the two vortices. Open boundaries are used to the starboard of the flight path in addition to the rear boundary.

3.2. Results

Figure 5 shows contours of the minimum pressure perturbation field in x-z and x-y planes after one minute of simulation time. For each two-dimensional position plotted, the contour represents the minimum pressure in the direction perpendicular to the plane shown. For example, for a given x-z position in Figure 5 (a), the contour represents the minimum of pressure perturbations for all y values at that x-z point. Note that the vortex develops spatially in this simulation. From the left-hand, or upstream boundary, the vortex slopes downward, indicating the descent of the wake after the passage of the aircraft. This slope decreases as the falling rate slows during the initial stages of ground effect and stratification effect.

Because two-dimensional wake vortex simulations have been quite successful in stably stratified environments, it is desirable to compare this three-dimensional simulation with a two-dimensional simulation. Figure 6 compares velocity vectors for two- and three-dimensional simulations at various dimensionless times, $t^*$, where

$$t^* = \frac{t \Gamma_0}{2 nb^2}.$$

The domain size and resolution in the spanwise and vertical directions are identical for the two-dimensional and three-dimensional simulations. In Figure 6, we notice that the simulations are remarkably similar up to $t^* = 2.5$, after which there are some minor differences. It appears that, at $t^* = 3.0$, there are differences in the locations of the secondary vortices which, in this case, are created baroclinically by the background stratification. The secondary vortex in Figure 6 (c) and (f) can be seen as a small region of fluid rotating in the opposite direction from the primary vortex. At this time, the two-dimensional secondary vortex is higher relative to the primary vortex and further inboard than the three-dimensional counterpart. It is likely that this difference in position is due to the sloping of the three-dimensional primary vortex in the axial direction.

Figure 7 shows the altitude histories for the two- and three-dimensional simulations. These are nearly identical up to about 48 seconds of simulation time ($t^* = 3.1$). For both simulations, there is a rapid rate of descent until about 20 s. At this point, the vortices stall.
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due to the strong stratification. After about 48 s, the three-dimensional vortices begin to rise and the two-dimensional vortices begin to fall again. This difference in the transport of the vortices can be related back to the differences shown in Figure 6. In strong stable stratification, the wake vortex descent rate tends to slow due to an upward buoyant force from entrained warm air. Because the two-dimensional secondary vortices are located higher and closer together, however, their induced velocity tends to push the primary vortices closer together. This eventually results in a higher downward velocity field between the primary vortices, which enables the pair to continue their downward motion after the stall. In the three-dimensional case, the secondary vortices are located at nearly the same level as the primary vortices. Thus, there is very little tendency to squeeze the primary vortices closer together. In addition, these secondary vortices induce a positive vertical velocity component at the primary vortex locations in the three-dimensional case. The upward buoyancy force, combined with the induction from the secondary vortices is strong enough to cause a slight upward motion of the pair.

Figure 8 shows the development of 10 m circulation and 10 m average circulation with time for two- and three-dimensional simulations. Average circulation at a radius \( r_0 \) from the vortex center is defined as
\[
\overline{\Gamma}_{r_0} = \frac{\int_0^{r_0} \Gamma(r) dr}{r_0},
\]
where the circulation, \( \Gamma \), is
\[
\Gamma(r) = \int \mathbf{u} \cdot d\mathbf{l}.
\]

The histories are virtually identical until about 54 seconds of simulation time (\( t^* = 3.45 \)), at which point the two-dimensional circulations begin to drop off more rapidly.

Axial flow through the three-dimensional vortices is shown in Figure 9. The axial flow is strong and towards the aircraft in the core of the wake vortex and weak and directed away from the aircraft outside of the core. By looking at the pressure field in Figure 5, the cause of this secondary flow is evident. The vortices undergo a slow expansion due to turbulent diffusion as they fall further away from the upstream boundary. As discussed by Batchelor, this expansion reduces the pressure drop inside the vortex core. Thus, the core pressure is higher far away from the upstream boundary than near it, causing a secondary flow towards the aircraft. To conserve mass, this flow must be balanced by a weak return flow outside of the core.

4. Summary

We have described the separate development of a nested grid technique and wake vortex boundary and initial conditions for large-eddy simulation. The nested grid technique employs mass-conservative interpolation and averaging routines along with radiation schemes which prevent wave reflection at fine-mesh boundaries. The scheme has been demonstrated with a simulation of a warm air bubble rising from the surface and interacting with a strong temperature inversion. This symmetric perturbation has been shown to lead to a symmetric solution using the nested grid, which is expected. In addition, disturbances are shown to pass out of the fine mesh properly. One-way and two-way nesting are possible.

Three-dimensional initialization of aircraft wake vortices along with upstream boundary conditions to sustain them have also been demonstrated. These boundary and initial conditions allow the wake vortices to develop spatially and temporally. Two-dimensional and three-dimensional simulations show similar results up to the time when baroclinically generated secondary vortices become important. Two-dimensional baroclinic secondary vortices were positioned higher than their three-dimensional counterparts. This positioning resulted in the pair descending after a stratification-induced stall for the two-dimensional simulation. In the three-dimensional case, however, the pair began to rise after the stall. An axial flow (which cannot be simulated in the two-dimensional experiments) develops which is directed toward the aircraft within the cores and weakly away from the aircraft outside of the cores. This axial flow is generated by a dilation of the vortex cores as they develop spatially away from the aircraft.

In the future, we plan to combine the nested simulations with the vortex simulations. This will involve a coarse mesh large-eddy simulation of the convective planetary boundary layer which will spawn a fine mesh nest. Vortices will be initialized within the fine grid which will, at that point, be suffused with realistic atmospheric turbulence.
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Figure 1: Schematic diagram of (a) spatial and (b) temporal arrangement of two nested grids. × denotes locations for velocity values and O denotes scalar locations on the Arakawa C staggered mesh. The nesting ratio is two for both directions shown. dt₁ is the time step for the coarse mesh and dt₂ for the fine mesh. Boundary conditions pass from the coarse mesh to the fine mesh and, if two-way nesting is specified, averaging information for the variables is passed back to the coarse mesh at the indicated times.
Figure 2: Contours of potential temperature for coarse and fine mesh simulations at 12.0 and 16.0 minutes of simulation time in the central x-z plane, where z is the vertical axis. (a) and (c) are for coarse mesh simulations while (b) and (d) are for fine mesh simulations. (a) and (b) are at 12.0 minutes of simulation time while (c) and (d) are at 16.0 minutes.
Figure 3: Same as Figure 2 but contours are for vorticity in the y-direction.
Figure 4: Schematic diagram of vortex initialization within the domain. Fully developed vortices are imposed on the upstream boundary and, initially, throughout the domain. Open radiation conditions are used on the downstream boundary. The domain moves at the aircraft speed.

Figure 5: Minimum perturbation pressure field after one minute of simulation time. (a) Minimum pressure perturbation for x-z coordinates. (b) Minimum pressure perturbation for x-y coordinates. (938 meters corresponds to one non-dimensional unit of time)
Figure 6: Velocity vectors in a $y$-$z$ plane for three-dimensional and two-dimensional simulations at various times. (a)-(c) from three-dimensional run and (d)-(f) for two-dimensional run. Times are (a) and (d) $t^*=1.0$, (b) and (e) $t^*=2.5$, and (c) and (f) $t^*=3.0$. Vectors are scaled as indicated.
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Figure 7: Development of vortex height and lateral position with time for two-dimensional and three-dimensional simulations. For the three-dimensional run, time is from forward boundary contact. (15.6 seconds corresponds to one unit of $t^*$)

Figure 8: Same as figure 7, but for vortex circulation vs. time. Shown are 10 m circulation and 10 m average circulation.
Figure 9: Contours of axial wake vortex flow for the three-dimensional simulation at (a) $t^* = 1.0$ and (b) $t^* = 2.0$. Velocity values greater than zero represent flow away from the aircraft and are shaded regions.
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Large Eddy Simulation of Aircraft Wake Vortices Within Homogeneous Turbulence: Crow Instability
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Ambient atmospheric turbulence effects on aircraft wake vortices are studied using a validated large eddy simulation model. Our results confirm that the most amplified wavelength of the Crow instability and the lifetime of wake vortices are significantly influenced by ambient turbulence (Crow, S. C., "Stability Theory for a Pair of Trailing Vortices," AIAA Journal, Vol. 8, No. 12, 1970, pp. 2172-2179). The Crow instability becomes well developed in most atmospheric turbulence levels, but in strong turbulence the vortex pair deforms more irregularly due to turbulence advection. The most amplified wavelength of the instability decreases with increasing dimensionless turbulence intensity \( \eta \), although it increases with increasing turbulence integral length scale. The vortex lifespan is controlled primarily by \( \eta \) and decreases with increasing \( \eta \), whereas the effect of integral scale of turbulence on vortex lifespan is of minor importance. The lifespan is estimated to be about 40% larger than Crow and Bate's predicted value (Crow, S. C., and Bate, E. R., "Lifespan of Trailing Vortices on a Turbulent Atmosphere," Journal of Aircraft, Vol. 13, No. 7, 1976, pp. 476-482) but in agreement with Sarpkaya's recent modification (Sarpkaya, T., "Decay of Wake Vortices of Large Aircraft," AIAA Journal, Vol. 36, No. 9, 1998, pp. 1671-1679) to Crow and Bate's theory. This larger lifespan is also supported by data from water tank experiments and direct numerical simulations. There appears to be a possibility that the scatter in vortex lifespans due to ambient turbulence alone decreases with increasing Reynolds number, whereas larger scatter of lifespans in flight tests may result from other factors such as stratification, wind shear, and inhomogeneous ambient turbulence.

I. Introduction

Existing procedures for aircraft separations prevent unsafe encounters with hazardous wake vortices but are independent of ambient meteorology and can impact airport capacity. The development of a forecasting system that includes atmospheric variables can be useful for reducing aircraft separations, maintaining safety, and benefiting airport capacity. NASA is developing an automated system, called the Aircraft Vortex Spacing System (AVOSS),1,2 that will determine safe operating spacing between arriving and departing aircraft based on the observed or predicted weather conditions. To develop this system, research is being focused on understanding how wake vortices interact with the atmosphere. In the present work we focus on the effects of ambient atmospheric turbulence on the Crow instability3 as well as vortex lifespan using a validated numerical model. Results from this work and parallel efforts are to provide support in the development of the AVOSS system.

Crow instability is an important mechanism that eventually brings about the destruction of wake vortices.4 This instability is based on linear theory and was first analyzed in terms of mutual induction by Crow. Because of the Crow instability, the vortices undergo a symmetric and sinusoidal instability that grows exponentially and, finally, result in a linking into a series of crude vortex rings. This phenomenon has been observed by flight tests5,6 and laboratory experiments,7,8 as well as confirmed in numerical simulations.9,10

During development of the Crow instability, the vortex behavior is significantly influenced by atmospheric turbulence, stratification and wind shear, and vortex core bursting, which are believed to be main causes of deviations from the predictions of the instability theory on the most amplified wavelength and vortex lifespan. Core bursting,7,11 which falls outside the scope of the present study, is another dominant instability mechanism for vortex destruction, but it more often occurs toward the end of the vortex lifespan.

Turbulence, whose scale is smaller than vortex separation distance, can lead to an enhanced diffusion of the circulation of the vortices,12-14 whereas strong and large turbulent eddy motion can cause a large distortion of the vortices.5,15 The enhancement of vortex decay due to ambient turbulence is one important factor of the wake-prediction models developed by Donaldson and Bilanin12 and Greene15 and will be studied in more detail in a separate paper. On the other hand, the vortices may distort the ambient turbulence and cause departures from statistical homogeneity and isotropy. This nonlinear interaction between the vortices and the ambient turbulence may modify the predictions from the linear instability theory.

Crow and Bate15 (CB) incorporate the effects of ambient turbulence to the Crow instability and then obtain the theoretical predictions for the vortex lifespan. They define the vortex lifespan as the time at which linking of a vortex pair occurs. Under the assumption that eddies of the relevant size lie in the Kolmogorov inertial subrange that is characterized by the turbulence energy dissipation rate \( \epsilon \) and that the atmospheric turbulence is independent of the vortices, they predict that the dimensionless vortex lifespan,

\[
\tau = \left( \frac{\Gamma_0}{2 \pi b_0} \right)^2
\]

is only a function of the dimensionless turbulence intensity \( \eta \):

\[
\eta = \frac{\epsilon b_0}{\nu}, \quad \nu = \frac{\Gamma_0}{2 \pi b_0}
\]

where \( \Gamma_0 \) is the circulation around the vortices, \( \tau^* \) is the vortex lifespan, and \( b_0 \) is the initial separation distance of the vortex pair. Here, \( \eta \) represents the ratio of the characteristic turbulent velocity scale at the scale of the vortex separation distance \( (\epsilon b_0)^{1/3} \) to the speed of descent of the vortex pair by mutual induction, \( \nu \), and is the appropriate dimensionless measure of turbulence intensity. The theoretical prediction function \( \tau(\eta) \) appears to be an upper bound on the ratio of measured to predicted lifespans. AIAA Member.
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agreement with data from field flight tests, but the scatter is large (about a factor of 3 in $r$ for fixed $n$), which may be due to other influences such as wind shear, stratification, and core bursting, as mentioned earlier.

On the other hand, from dimensional arguments, Sarpkaya and Daly\textsuperscript{9} postulated a similarity relation

$$ H = h/b_0 = f(T, n, L_{11}/b_0) $$

(3)

in the absence of wind shear and stratification, where $h$ is the descent distance of the vortices, $T$ is dimensionless time, that is,

$$ T = V_0 t/b_0 \quad \text{(4)} $$

and $L_{11}$ is the longitudinal integral length scale in the axial direction of a vortex, defined as

$$ L_{11} = \int_0^\infty \langle u(x)u(x + r) \rangle/\langle u^2 \rangle \, dr $$

(5)

where $\langle \rangle$ is the domain average. Then, in the water tank experiments in which two biplanar grids were towed at a constant speed to produce isotropic turbulence, they found that the descent and demise of the vortices are controlled primarily by the dissipation rate of ambient turbulence, whereas the integral scale of turbulence plays only a minor role. Compared with flight tests, the water tank data displayed less scatter because the effects of ambient wind shear and stratification were avoided. Liu\textsuperscript{9} performed similar experiments in a towing water tank. His results showed that, when the lifespan only due to vortex linking is considered, the scatter in lifespans is much less and that the dominant wavelength of the linking decreases with increasing turbulence intensity or dissipation rate.

The direct numerical simulation (DNS) results by Spalart and Wray,\textsuperscript{10} in which a five by five array of vortex pairs is simulated in an initially isotropic turbulence without ambient wind shear and stratification, show a large scatter comparable with flight tests for the theoretical curve of CB. Because their DNS study showed no core bursting (to date, no numerical simulations of wake vortices have shown this phenomenon), the large scatter in their DNS results could be due to the variability of turbulence related to low Reynolds number flow characteristics intrinsic in any DNS study.

One way to investigate high-Reynolds-number flows, such as atmospheric boundary-layer turbulence, is through the use of a large eddy simulation (LES) model, which has become a useful tool for the study of interior turbulence structure.\textsuperscript{16–18} In LES, the large-scale eddies are explicitly resolved, whereas small-scale eddies are parameterized through a closure model. One reason for the success of this approach is that the small-scale eddies tend to be more isotropic and universally similar and are, therefore, more amenable to parameterization than the large-scale eddies, which are much more dependent on the type of flow. The basic requirement of LES is that the grid size should be much smaller than the integral length scale to guarantee the isotropy of the subgrid-scale eddies. The numerical model used in the present study is a three-dimensional, nonlinear, compressible, nonhydrostatic LES model, namely, the Terminal Area Simulation System (TASS),\textsuperscript{19, 20} that has been adapted for simulation of interaction of wake vortices with the atmosphere.\textsuperscript{20–21} We simulated only the post-rollup wake vortices; the rollup process falls outside the scope of the present study.

In Sec. II we describe our LES model and the modifications required for initial conditions. In Sec. III we present results from systematic numerical experiments in terms of dimensionless turbulence intensity and length scale. Finally, in Sec. IV we summarize our LES results and draw some conclusions.

II. Model and Initial Conditions

A. Model

The TASS model contains 12 prognostic equations: three for momentum, one each for pressure deviation and potential temperature, six coupled equations for continuity of water substance (water vapor, cloud droplet, cloud ice crystals, rain, snow, and hail), and one for a massless tracer (see Refs. 19 and 20 by Proctor for the whole TASS equation set). In the neutral and dry atmosphere neglecting the Coriolis force, the model equations can be reduced to four prognostic equations given by

$$ \frac{\partial u_i}{\partial t} + \frac{1}{\rho_0} \frac{\partial p}{\partial x_i} = -\frac{\partial u_j u_i}{\partial x_j} + u_j \frac{\partial u_i}{\partial x_j} + \frac{1}{\rho_0} \frac{\partial \tau_{ij}}{\partial x_i} + f $$

(6)

$$ \frac{\partial p}{\partial t} + C_p \rho_0 \frac{\partial u_j}{\partial x_j} = 0 $$

(7)

where $u_i$ is the component of velocity, $t$ is time, $p$ is deviation from the reference atmospheric pressure $P_0$, $\rho_0$ is the reference air density, $C_p$ and $C_v$ are the specific heats of air at constant pressure and volume, and $f$ is an artificial external forcing term to generate an isotropic turbulence. The equation for pressure deviation [Eq. (7)] has been derived from the mass continuity equation,\textsuperscript{19} with the advection and subgrid eddy transport terms for pressure neglected in this study because of the dominance of the second term on the left-hand side of Eq. (7).

The dependent variables in TASS are treated as averages over the grid volumes, giving rise to subgrid stress terms. The subgrid stress $\tau_{ij}$ is approximated by using Smagorinsky first-order closure:

$$ \tau_{ij} = \rho_0 K_m D_{ij} $$

(8)

where the velocity deformation $D_{ij}$ is defined as

$$ D_{ij} = \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \frac{\partial u_k}{\partial x_k} \delta_{ij} $$

(9)

and the subgrid eddy viscosity is given by

$$ K_m = (c_s \Delta)^3 |D_{ij}| $$

(10)

The subgrid length scale $\Delta$ is constant and related to the grid size as $\Delta = (2 \Delta x \Delta y \Delta z)^{1/3}, |D_{ij}| = \sqrt{\delta_{ij} D_{ij}}$. The coefficient $c_s = 0.075$ was used as the optimum value; this value was found to be large enough to damp out small-scale fluctuations but small enough to avoid too much damping of the turbulence energy in higher wave numbers.

The TASS model uses the time-splitting integration procedure (small time step for acoustically active terms and large time step for advection and diffusion)\textsuperscript{22} that results in substantial savings in computing time. Local time derivatives (both small and large time steps) are approximated by the second order Adams–Bashforth method. Space derivatives are approximated by central differences in quadratic-conservative form, which are fourth order for advective derivatives and second order for remaining derivatives. Details of the numerical formulation can be found in Refs. 19 and 20. The numerical schemes used in TASS produce accurate and stable results and have been shown to have almost no numerical dissipation.\textsuperscript{23}

The vortex system is representative of the post-rollup wake velocity field and is initialized with the superposition of two countering vortices, with the velocity field for each vortex specified as\textsuperscript{24–25}

$$ V(r) = \frac{V_0}{2\pi} \left[ r/(r^2 + r_h^2) \right] $$

(11)

where $V(r)$ is the vortex tangential velocity at radius $r$; $r_h$ is the core radius, that is, radius of peak tangential velocity; and $r_0$ is the circulation at $r \gg r_h$. In this study $r_0$ is fixed as 2 m.

Grid points used in our simulations are 324 x 112 x 112 with grid size ($\Delta x, \Delta y, \Delta z$) = (1.0, 0.75, 0.75 m), where $x$, $y$, and $z$ correspond to the axial, lateral, and vertical directions of the vortex system and corresponding velocity components are $u$, $v$, and $w$, respectively. Periodic boundary conditions are imposed at all domain boundaries. Two values of $b_0$, that is, $b_0 = 16$ and 8 m, are used for fixed-domain size. For the case of $b_0 = 16$ m, the domain size becomes ($L_x \times L_y \times L_z$) = (200b_0 x 5b_0 x 5b_0). The domain size in the axial direction, 20b_0, is large enough to simulate the most amplified wavelength of about 8b_0 for Crow instability.\textsuperscript{3} The domain size of 5b_0 in the lateral and vertical directions is sufficiently large to minimize boundary influences. The strain rate of neighboring vortex pairs that are present outside of the domain when periodic boundary conditions are assumed is only a few percent of that exerted by one
vortex on the other in the vortex pair. This domain configuration is adequate, although a larger domain size would be preferable if not limited by computing resources. For the case of \( b_0 = 8 \) m, the domain size becomes much larger in terms of \( b_0 \). The core size 2 m used in our simulations is larger than the typical value (about 5\% of the generating aircraft’s wingspan) observed behind aircraft. However, dependency of \( r_c / b_0 \) on the Crow instability is weak and is examined further when our LES results are compared with the theoretical predictions in Sec. III.

B. Initial Conditions

Because we want to study the effect of ambient turbulence on the Crow instability,\(^2\) it is of crucial importance to obtain an initially homogeneous and isotropic turbulence field. Toward this purpose, the initial turbulence field is allowed to develop under an artificial external forcing at low wave numbers.\(^26\) Because the TASS code uses a finite difference numerical scheme, the forcing is achieved by performing, first, a three-dimensional fast Fourier transform (FFT) at every large time step, then adding a constant amplitude \( f \) to all of the modes with integer wave numbers whose magnitude is less than 3.0, and, finally, performing an inverse FFT back to the physical space. The wave number in the axial direction is normalized so that the axial wavelength has the same magnitude as that of the corresponding wave number in the lateral or the vertical direction. Because of viscous dissipation, the simulation can reach a statistically steady state in the sense that the mean turbulence kinetic energy (TKE) oscillates in time around a constant value. Figure 1 shows that the domain-averaged TKE and variances from resolved velocity fields reach a steady state around about 1000 s. The integral length scale is calculated as \( L_{11} = 15.0 \) m in a steady-state turbulence, and the large eddy turnover time, defined as

\[
\tau_e = \frac{L_{11}}{(\langle u'^2 \rangle)^{1/2}}
\]

(12)
is estimated as \( \tau_e = 56.2 \) s. Thus, we obtain a statistically steady-state flow after integration over about 18 large eddy turnover times. The isotropy parameter \( \lambda \), defined as

\[
\lambda_1 = \left[ \frac{\langle u'^2 \rangle}{\langle r'^2 \rangle} \right]^{1/2} \quad \text{or} \quad \lambda_2 = \left[ \frac{\langle w'^2 \rangle}{\langle v'^2 \rangle} \right]^{1/2}
\]

(13)
fluctuates only a few percent around its expected value of 1 for isotropic turbulence. Therefore, our simulated turbulence is close to statistical isotropy.

Figure 2 shows the one-dimensional spectra of \( u \) and \( v \) in the statistically steady state as functions of wave number \( k_x \), where subscript 1 represents axial direction. Fairly extensive inertial subranges with

\[
F_{11}(k_x) \propto k_x^{-5/3} \langle \epsilon \rangle^{-2/3} = \frac{1}{2} \alpha_1
\]

(14)
are present, where \( F_{11}(k_x) \) and \( F_{22}(k_x) \) are one-dimensional longitudinal and transverse spectra, respectively, \( \langle \epsilon \rangle \) represents a domain-averaged TKE dissipation rate, and \( \alpha_1 \) is a constant. If the Kolmogorov constant \( \alpha \) is taken as 1.5 (e.g., see Ref. 27), then we can estimate \( \langle \epsilon \rangle \) from a line fit of the theoretical relations of the spectra in the inertial subrange, that is, Eqs. (14) and (15) with \( \alpha_1 = (\frac{15}{16})^{-2/3} \alpha \), to the simulated spectra, as seen in Fig. 2. For our simulated turbulence field, the dissipation rate is calculated as \( \langle \epsilon \rangle \approx 0.9897 \times 10^{-5} \) m\(^2\) s\(^{-3}\).

A two-dimensional counter-rotating vortex pair prescribed by Eq. (11) is initialized in every \( y-z \) plane along the axial direction when the ambient turbulence reaches a steady state, that is, at 1020 s after integration. Five values for \( \eta \) are obtained by varying the circulation to save computing time, rather than by varying \( \langle \epsilon \rangle \), and can be divided into three turbulence strength groups, as seen in Table 1. The vortex injection time is the same for each \( \eta \) value unless stated otherwise.

Except in one case, that is, the case of \( \eta = 0.0 \) described in Sec. III, the flow is turbulent with Reynolds numbers \( (Re = \Gamma / \nu) \), where \( \nu \) is kinematic viscosity) ranging from 2.89 \times 10^6 to 5.33 \times 10^6, which are appropriate for atmospheric wake vortices.

III. Results

A. Crow Instability

Figure 3 shows top and side views of the vortex pairs with increasing nondimensional time for six different nondimensional turbulence intensities. In the case of \( \eta \approx 0.0 \) (Fig. 3a), a constant viscosity is used for the subgrid stress \( (Re \approx 1.66 \times 10^6) \) and the instability is initiated by adding very small random velocity perturbations to the initial field. This case is representative of nearly laminar flow and is useful for comparing with the cases that have turbulence.

![Fig. 1 Time evolution of turbulent kinetic energy and velocity variances](image1)

![Fig. 2 One-dimensional energy spectrum in a steady-state turbulence before vortex injection.](image2)

![Table 1 Characteristics of the numerical simulations](image3)
of a vortex. They define a vortex in terms of the second negative eigenvalue $\lambda_3$ of the symmetric tensor $S^2 + \Omega^2$, where $S$ and $\Omega$ are, respectively, the symmetric and antisymmetric parts of the velocity gradient tensor $\nabla u$. Corjou et al. applied this method for the identification of wake vortices and showed that an isosurface of negative $\lambda_3$ visualizes the vortices very well. In the present study, the top (side) view is taken from the $x$-$y$ ($x$-$z$) plane projection of the minimum negative $\lambda_2$ value along the $z$ direction. A threshold $\lambda_2$ value to identify the vortex is arbitrarily determined. In the TASS code the vortex center position to estimate the most amplified wavelength is later calculated via the centroid of $\xi_r \times \rho_\theta$, where $\xi_r$ and $\rho$ represent axial vorticity and pressure perturbation, respectively.

Except for strong turbulence, most of the cases in Fig. 3 show clearly developing Crow instability. In agreement with observations, the vortex pair connects together as a result of the instability, forms a train of vortex rings, and then disintegrates into a turbulent state. In strong turbulence, the vortices are more irregularly distorted due to advection and nonlinear interaction with ambient turbulence. A sinusoidal instability still appears to develop even for a strong turbulence case. This vortex behavior for strong turbulence was observed by Tombach (e.g., see Fig. 3 in Ref. 5). Spalart and Wray's DNS study also shows similar patterns, but their results for intense turbulence appear to be dominated by ambient turbulent flow advection without the indication of the sinusoidal development of Crow instability.

The dimensionless vortex linking time, defining the vortex lifespan, decreases with increasing nondimensional turbulence intensity, which is consistent with previous studies. The vortex lifespan will be discussed in detail later. Note that the vortex linking time for the case of $\eta = 0$ (Fig. 3a) is much larger than for cases with ambient turbulence (Figs. 3b–3d). The significant $\lambda_2$ values around the vortex pair may result from the stretching of the ambient turbulent eddies in the vertical direction by the velocity field induced by the vortices, as suggested in the Corjou et al.'s DNS study. The circulation associated with the vortices can be weakened through this turbulence vortex stretching process. The issues involving vortex decay will be discussed in a separate paper.

In the top views of Fig. 3, the most amplified wavelength (MAW) appears to decrease with increasing turbulence intensity. A quantitative estimate of the MAW can be obtained from the spectrum analysis of $y$ displacement of the vortex along the axial direction just before vortex linking (Fig. 4). The MAW's for $\eta = 0.0316, 0.0789$, and $0.1753$ range from $4b_0$ to $7b_0$, showing higher value for weaker turbulence. For stronger turbulence, that is, $\eta = 0.3506$ and $0.5844$, a significant spectral energy of the displacement is seen in the smaller wavelength range. The case of $\eta \approx 0.0$ shows the largest MAW, that is, about $10b_0$. This trend that the MAW decreases with increasing turbulence intensity agrees surprisingly well with results of Liu's laboratory experiments. It is noticeable that stronger turbulence tends to intensify more strongly unstable wavelengths than larger ones.

According to Crow's linear instability theory, both the MAW and the amplification rate depend only on $r_c/b_0$, though the dependency is weak. Crow obtained the MAW of $8.6b_0$ with $r_c/b_0 = 0.0985$, assuming that $d/(2r_c) = 0.321$ for vortices trailing from an elliptically loaded wing and that vorticity is uniformly distributed within the vortex core. Here, $d$ is the cutoff distance in the line integral representing self-induction. Because a value of $r_c/b_0 = 0.125$ is used in our simulations, the MAW predicted by Crow's theory is about $8.2b_0$, which is larger than any MAW obtained in our simulations with ambient turbulence. In laboratory experiments, Liu obtained an average MAW of $7.8b_0$, whereas Spalart and Wray's DNS results show an average MAW of $6.7b_0$. In Chevalier's flight tests, the MAW's range from $5b_0$ to $10b_0$ in light atmospheric turbulence conditions, showing a large scatter about the average value of $8.4b_0$. A close inspection of his observations indicates that the MAW tends to decrease with increasing air speed. Because the circulation of the vortices is inversely proportional to the air speed [i.e., $f_\theta = 4Mg/(\pi \rho V_c B)$, where $B$ is the span of the generating aircraft, $V_c$ is the air speed, and $M$ is the mass of the generating aircraft], $\eta$ becomes large as air speed increases. Thus, the observations by Chevalier indicate that, assuming the ambient turbulence intensity did not change much during the flight tests, the MAW tends

![Fig. 3](image-url)
to decrease with increasing nondimensional turbulence intensity, which is consistent with our results. However, the measurement errors and the absence of the turbulence dissipation rate measurement make it difficult to compare closely our results with those observations.

The smaller MAW compared with Crow's linear theory in the case of \( b_0 = 16 \) m may come from the limited domain size used in the present study or the artificial external forcing added in a wavelength range of 1.7\( b_0 \)-5\( b_0 \) to maintain the ambient turbulence intensity. Another possibility is the difference of the vortex model used in the two studies; for example, unlike the Crow case, the vorticity within the vortex core in the present study decreases with increasing radial distance from the vortex center. Finally, the effect of the ambient turbulence length scale on the vortices must be considered. Although not shown in the figures, our previous test results have indicated that the artificial external forcing and the difference of the vortex model used are not relevant to the discrepancy between the Crow theory and the present results. For example, although the external forcing was deactivated at vortex injection time so that the ambient turbulence strength decreased with time, the instability development was almost identical to that with the external forcing, confirming the arguments by Corjon et al.\(^{29}\) that the timescale of the ambient turbulence compared to that of the vortex is sufficiently large to obtain the main characteristics of the effects of ambient turbulence on the wake vortices. We have also tested the instability development for the Rankine vortex model. The Rankine vortex model possessing uniform vorticity distribution within the vortex core is exactly the same that used in Crow's theory.\(^3\) The instability development for the Rankine vortex model was also almost the same as that of the present model, indicating that the instability is very sensitive neither to the vortex model used nor to its core structure.

The much larger value of the MAW, that is, about 10\( b_0 \), in the case of \( \eta \approx 0.0 \) indicates that our domain size is large enough to produce the Crow instability. However, the problem for the limited domain size results because the scales of the ambient turbulence are limited by the domain size. Note that the Crow MAW, that is, 8.2\( b_0 \) for \( r_c/b_0 = 0.125 \), is not within the inertial subrange (Fig. 2) but larger than the domain in the \( y-z \) plane. Therefore, some sensitivity tests with \( b_0 = 8 \) m for \( \eta = 0.0316, 0.1753, \) and 0.3506 were conducted to see the effect of ambient turbulence length scale on the instability. In terms of vortex separation distance, the domain size in this case is enlarged to \((L_x \times L_y \times L_z) = (40b_0 \times 10b_0 \times 10b_0)\), that is, just twice of the case of \( b_0 = 16 \) m in each direction (Table 1). The integral length scale of the ambient turbulence also becomes about

Fig. 4 Spectrum of \( y \) displacement of the vortex along the axial direction before vortex linking for the case of \( b_0 = 16 \) m.
twice the vortex separation distance. The MAW for the Crow instability based on the theory is estimated to be 6.9b0, which is quite well located in the middle of the inertial subrange of Fig. 2. In this case, the values on k1 axis of Fig. 2 should be divided by 2. The top and side views and the y-displacement spectra for the larger integral length scale of turbulence are shown in Figs. 5 and 6, respectively. Because domain size in the axial direction is doubled, more vortex rings are formed (Fig. 5) compared with the case of b0 = 16 m (Fig. 3). The vortex evolution appears to be similar to the previous cases, but the MAW is a little larger, for example, the spectral peaks of y displacements for η = 0.0316 and 0.1753 are 8b0 and 5b0 compared to 7b0 and 4b0 in the preceding case, respectively. Although not shown in Fig. 6, the strongest spectral peaks of y displacements for η = 0.1753 and η = 0.3506 are at 20b0, which may reflect the advection effect due to larger turbulent eddy motions but is not directly related to instability. Considering the theoretical MAWs in the cases of both b0 = 16 and 8 m, that is, 8.2b0 and 6.9b0, respectively, the MAW in the case of b0 = 8 m is relatively larger than that in the case of b0 = 16 m. Therefore, larger scales of ambient turbulence tend to promote larger MAW. In addition, for the case of b0 = 8 m, the theoretical MAW can be produced within our dimensionless turbulence strength range, especially in the weak turbulence case. The results with larger turbulence integral length scale are more consistent with Chevalier's \(^4\) atmospheric observations and Liu's \(^5\) laboratory experiments in that all include the theoretical MAW within the obtained MAW range.

### B. Vortex Lifetime

In this study, following CB's definition,\(^15\) the vortex lifetime or lifespan is defined as the time at which linking of a vortex pair occurs. Using Crow's original theory,\(^2\) CB developed a composite vortex lifetime function by considering the cases of both very strong and very weak turbulence.\(^15\) Their expression for vortex lifespan was based on the assumptions that the ambient atmospheric turbulence is independent of the vortices and that turbulent eddies of size comparable to the MAW lie in the Kolmogorov inertial subrange.

According to CB, the vortex lifespan in strong turbulence is given by

\[
i = \left[ \frac{55}{811(\frac{1}{3})a} \right]^{\frac{1}{2}} \frac{b_0}{\epsilon b_0} \frac{1}{2}
\]

In dimensionless form with the Kolmogorov constant α = 1.5,

\[
t = 0.41/\eta
\]

CB also obtained an equation for vortex lifespan in weak turbulence as

\[
b_0^2 = \frac{24}{55} \frac{a\epsilon \kappa_m^{\frac{2}{3}} [\alpha\sin(\kappa_m)]^{\frac{1}{2}}}{\alpha\sin(\kappa_m) [\alpha\sin(\kappa_m)]^{\frac{1}{2}}} \frac{\pi}{\epsilon b_0} \frac{1}{2}
\]

where \(\kappa_m\) is the wave number of the MAW mode, \(a\) is the rate of displacement amplification, and \(\theta\) is the angle of the vortex displacement from the horizontal plane. From the Crow theory, \(\kappa_m = 0.73/b_0\), \(a(\kappa_m) = 0.83(\Gamma/2\pi b_0^2)\), \(\tan(\kappa_m) = 1.11\), and \(\alpha(\kappa_m) = 3.12(\Gamma/2\pi)\). The \(a(\kappa_m)\) was evaluated from parabolic fit to the amplification rate curve for \(r/b_0 = 0.0985\). Finally, the vortex lifespan
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The expression obtained by CB\textsuperscript{15} for weak turbulence in dimensionless form becomes

\[ \eta = 0.87 r e^{-0.81 \tau} \]  \hspace{1cm} (19)

We reevaluate \( \sigma'(\kappa_m) \) and find that the approximate coefficient is about 4.90 instead of 3.12 from a parabolic fit to the amplification rate curve, as shown in Fig. 7a. With this refined value, the vortex lifespan for weak turbulence is

\[ \eta = 0.98 r e^{-0.81 \tau} \]  \hspace{1cm} (20)

Figure 7b shows that the new expression gives a larger lifespan for \( \eta \) than the original one, but the difference between Eq. (19) and (20) is rather small. For example, the dimensionless lifespan from Eq. (20) at \( \eta = 0.1 \) is only about 5% larger than that of the lifespan from Eq. (19).

The vortex lifespan expression for the cases of \( b_0 = 16 \) and \( 8 \) m with a fixed \( r_c = 2 \) m is obtained following the method of CB\textsuperscript{15} to compare with our LES results. It is estimated that, for the case of \( b_0 = 16 \) m, \( \kappa_m = 0.77/b_0, a(\kappa_m) = 0.82(\Gamma/2\pi b_0^2), \tan \theta(\kappa_m) = 1.10, \) and \( |a''(\kappa_m)| = 4.3(\Gamma/2\pi) \), whereas for the case of \( b_0 = 8 \) m, \( \kappa_m = 0.91/b_0, a(\kappa_m) = 0.80(\Gamma/2\pi b_0^2), \tan \theta(\kappa_m) = 1.10, \) and \( |a''(\kappa_m)| = 2.54(\Gamma/2\pi) \). Thus, with \( \alpha = 1.5 \), the vortex lifespan

for weak turbulence when \( b_0 = 16 \) m is approximated by

\[ \eta = 0.97 r e^{-0.82 \tau} \]  \hspace{1cm} (21)

and when \( b_0 = 8 \) m is approximated by

\[ \eta = 0.95 r e^{-0.80 \tau} \]  \hspace{1cm} (22)

For strong turbulence, Eq. (17) is used, and the vortex lifespan is independent of the ratio \( r_c \) and \( b_0 \).

As shown in Fig. 8, the difference of two curves is very small. In addition, the difference in lifespan between Eqs. (21) and (22) and the modified function of CB\textsuperscript{12} that is, Eq. (20), is also very small. For example, the dimensionless lifespan of the case of \( b_0 = 8 \) m at \( \eta = 0.1 \) is only about 2% larger than that of the case of \( b_0 = 16 \) m, and only about 4% smaller than that of the modified CB function. Note that \( r_c/b_0 \) of the case of \( b_0 = 8 \) m is about 2.5 times larger than that used by CB. This implies that the CB vortex lifespan expression is insensitive to the core radius for a fixed vortex separation.

To determine the lifespan in our simulations, we apply a simple equation formulated by Crow and Murman\textsuperscript{30} and CB\textsuperscript{15} that is,

\[ B(t) = \frac{b_{\text{max}}(t) - b_{\text{min}}(t)}{b_{\text{max}}(t) + b_{\text{min}}(t)} \]  \hspace{1cm} (23)

where \( b_{\text{max}}(t) \) and \( b_{\text{min}}(t) \) are the maximum and minimum vortex separation distance, respectively, and are estimated in the present study by considering only the y displacement. The normalized amplitude \( B(t) \) is zero in the absence of perturbation and becomes unity when the vortices link. Based on the top views of the vortices, the lifespan in the present study is determined as the time when \( B(t) = 0.85 \).

Dimensionless vortex lifespans from a total of eight simulations for cases of both \( b_0 = 16 \) and \( 8 \) m (see Table 1) are shown in Fig. 8 with those from Sarpkaya and Daly's\textsuperscript{14} water tank experiments and Tombach's\textsuperscript{16} flight tests. Sarpkaya and Daly's\textsuperscript{14} data are the ones for vortex linking or core bursting among the entire data, and not more than 10% of the linking or bursting data set are due to bursting (personal communication with Sarpkaya, 1997). Figure 8 reveals clearly that stronger ambient turbulence enhances the demise of the vortices. The lifespan from our LES is about 40% larger on average than the theoretical value of CB\textsuperscript{15}. Despite large difference in \( Re \) between the LES and the water tank experiment, the LES results agree surprisingly well with Sarpkaya and Daly's\textsuperscript{14} data\textsuperscript{14} of which lower bound appears to be the theoretical curve of CB\textsuperscript{15}. Although not shown in Fig. 8, Liu's\textsuperscript{17} data also indicate that the theoretical curve underpredicts the lifespans, especially when the lifespans only due to vortex linking are considered. DNS results of Spalart and Wray\textsuperscript{10} also show that the CB\textsuperscript{15} curve underestimates the average lifespans of the simulations (about 20%). This agreement between numerical simulations and laboratory experiments is encouraging because
wind shear and stratification are absent in these studies, and thus, only ambient turbulence effects are taken into account. The average lifespan in Tombrecht's data (Fig. 8) appears to agree roughly with the CB curve, whereas some other flight tests, for example, see CB's Fig. 8, display larger lifespans compared with the theoretical CB curve, which is consistent with our results. Because atmospheric observations of the lifespans are influenced by various sources such as nonhomogeneous atmospheric turbulence, wind shear, and stratification, however, it is difficult to differentiate only the ambient turbulence effect on the vortex lifespan from the others.

On the other hand, the CB curve for weak turbulence is basically obtained using the turbulence strength of the scales of eddies comparable to the MAW that is assumed to reside in the inertial subrange, as mentioned before. Because in the case of $b_0 = 16 \text{ m}$ those excitation eddies are not within the inertial subrange due to the limited domain size and their strength is much weaker than the turbulence strength if these eddies are within the inertial subrange (Fig. 2), one may anticipate that the lifespan would become larger. However, the lifespans for the case of $b_0 = 8 \text{ m}$, in which the scales of eddies comparable to the MAW are within the inertial subrange, appear to be nearly the same as those for the case of $b_0 = 16 \text{ m}$ [see Fig. 8.]. LES results (solid and open circles) for $\eta = 0.0316$ and 0.3506 appear to be almost completely overlapped, implying that the turbulence length scale effects on the vortex lifespan is not important. This is consistent with the results from water tank experiments in which the lifespan of the vortices in a turbulent environment are also controlled primarily by the dimensionless turbulence intensity $\eta$.

Recently Sarpkaya has revised the CB model to allow for the variation of the wave length and the integral length scale that are not considered in the original CB analysis. The resulting vortex lifespans in strong and weak turbulence are given by

$$\eta = \frac{1}{\tau^4}$$ for $\tau < 2.5$ \hspace{1cm} (24)

$$\eta = \tau^4 e^{-0.70\tau}$$ for $\tau > 2.5$ \hspace{1cm} (25)

In Eq. (24), the interaction of strong turbulence with the vortices has been also taken into account. As shown in Fig. 8, our LES data agree very closely with Sarpkaya's modified model rather than CB's.

The normalized amplitude $B(t)$ in Eq. (23) is plotted with time to see the growth of the amplitude during the instability development in quantitative form. A plot of $B(t)$ in semilogarithmic coordinates will display the exponential growth of the instability as a straight line. Figure 9 shows the growth of the amplitude for the cases of $b_0 = 16$ and 8 m. It reveals that the growth is significantly reduced in the middle range of dimensionless time from the fast growth at earlier times. The simulation with larger integral length scale of turbulence, that is, the case of $b_0 = 8 \text{ m}$, shows faster growth of amplitude in the middle range of dimensionless time than the case with smaller integral length scale, that is, the case of $b_0 = 16 \text{ m}$, but in later stages the two curves tend to converge, producing nearly the same lifespan. A plot of $B(t)$ from an atmospheric observation by CB displays exponential growth from 30 to about 90 s (see Fig. 3 in Ref. 15), but they did not plot $B(t)$ at earlier times, that is, from 0 to about 30 s, when the growth of amplitude may be much faster than that after 30 s (Fig. 9).

To estimate the magnitude of scatter in the vortex lifespan due to the statistical fluctuations of turbulence, the vortices were injected at different times with about one eddy turnover time interval but still in a statistically steady-state turbulence field. Because the external forcing requires a significant computational effort and has been shown to have a negligible effect on the vortex evolution, it is deactivated after the vortices are injected. The results combined with the lifespans from our LES of Fig. 8 are shown in Fig. 10. The maximum deviations of the simulation results are about 7, 14, and 20% of their averages for $\eta = 0.0316, 0.1753,$ and 0.3506, respectively. This increasing scatter with increasing $\eta$ is consistent with Spalart and Wray's DNS result in which the standard deviation of the simulation results increased to about 20% of the mean for small $\eta$ and to about 40% of the mean for large $\eta$ showing much larger scatter in lifespans compared with our LES results. There appears increasing Reynolds number. For example, the scatter of lifespans in laboratory experiments appears to be somewhat larger than that in our simulations (Figs. 8 and 10), although Reynolds numbers in laboratory experiments are much lower than what is possible in the atmosphere. In addition, the Reynolds number in Spalart and Wray's DNS study (about $1.7 \times 10^6$ to $10^7$) is an order of magnitude less than that in the water tank experiments of Sarpkaya and Wray.
in the DNS results is much larger than that in water tank experiments. However, a formal conclusion for this trend in the scatter of lifespans can be reached only by varying the Reynolds number over several DNSs. On the other hand, the larger scatter of lifespans in flight tests (Fig. 8, about a factor of 3 for fixed \( \eta \)) may result from other factors such as stratification, wind shear, and inhomogeneous atmospheric turbulence.

### IV. Conclusions

The effects of ambient atmospheric turbulence on aircraft wake vortices have been studied using a validated LES model. Our results indicate that the MAW of the Crow instability \(^1\) and the lifetime of wake vortices are significantly influenced by ambient atmospheric turbulence. The following conclusions can be drawn from the results of numerical simulations.

1. The Crow instability \(^2\) develops clearly at most atmospheric turbulence levels, but, in strong turbulence, the vortex pair forms more irregularly due to turbulence advection.

2. The MAW of the instability decreases with increasing dimensionless ambient turbulence level, which are consistent with laboratory experiments \(^3\) and atmospheric observations. \(^4\)

3. Turbulence with smaller integral length scale (\( b_0 = 16 \, \text{m} \)), in which the theoretical MAW (8.2 \( b_0 \)) is within the inertial subrange, leads to smaller MAW that is less than the theoretical value. On the other hand, turbulence with a larger integral length scale (\( b_0 = 8 \, \text{m} \)), in which the theoretical MAW (6.9 \( b_0 \)) is within the inertial subrange, leads to larger MAW.

4. Consistent with results of laboratory experiments, \(^5\) vortex lifespan is primarily controlled by dimensionless turbulence intensity \( \eta \) and decreases with increasing \( \eta \), whereas the integral scale of turbulence is of minor importance to vortex lifespan.

5. The lifespan is estimated to be about 40% larger than that in the theoretical prediction by CB. \(^15\) However, this larger lifespan agrees very well with the data from laboratory experiments and Sarpkaya’s \(^31\) modification to CB’s theory. \(^15\)

6. The maximum deviation in lifespan from the average value due to ambient turbulence alone is about 7% of the mean for small \( \eta \) and about 20% of the mean for large \( \eta \), showing much less scatter in lifespan compared with flight tests \(^6\) and DNSs. \(^10\) There appears to be a possibility that the scatter in vortex lifespans decreases with increasing Reynolds number, although a formal conclusion can be reached only by varying Reynolds number over several DNSs. On the other hand, larger scatter of lifespans in flight tests may result from other factors, such as stratification, wind shear, and inhomogeneous ambient turbulence.
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Numerical Study of Wake Vortex Decay and Descent in Homogeneous Atmospheric Turbulence
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Numerical simulations are performed to isolate the effect of ambient turbulence on the wake vortex decay rate within a neutrally stratified atmosphere. Simulations are conducted for a range of turbulence intensities by injecting wake vortex pairs into an approximately homogeneous and isotropic turbulence field. Consistent with field observations, the decay rate of the vortex circulation increases clearly with increasing levels of ambient turbulence. Based on the results from the numerical simulations, simple decay models for the vortex pair are proposed as functions of nondimensional ambient turbulence intensity, nondimensional radial distance, and nondimensional time.

For strong atmospheric turbulence, the model predictions are in reasonable agreement with the observational data. For weak turbulence with stable stratification, the model, based on turbulence dissipation alone, underestimates circulation decay with consistent overestimation of vortex descent, unless stratification effects are included.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>aircraft wingspan</td>
</tr>
<tr>
<td>b0</td>
<td>initial vortex separation distance, ( \pi B/4 )</td>
</tr>
<tr>
<td>c1, c2</td>
<td>model coefficients for vortex decay, 0.13 and 0.08, respectively</td>
</tr>
<tr>
<td>D</td>
<td>rate of velocity deformation</td>
</tr>
<tr>
<td>d1, d2</td>
<td>model coefficients for vortex descent, 0.84 and 0.71, respectively</td>
</tr>
<tr>
<td>F_1D</td>
<td>one-dimensional spectra</td>
</tr>
<tr>
<td>H</td>
<td>nondimensional vortex descent distance, ( h/b_0 )</td>
</tr>
<tr>
<td>h</td>
<td>vortex descent distance from initial vortex</td>
</tr>
<tr>
<td>L_1, L_2</td>
<td>isotropy parameters, ( (u_1^2)/u_2^2 ) and ( (w_1^2)/w_2^2 ), respectively</td>
</tr>
<tr>
<td>K</td>
<td>subgrid eddy viscosity</td>
</tr>
<tr>
<td>L_3, L_1, L_2</td>
<td>domain sizes in ( x, y, ) and ( z ) directions, respectively</td>
</tr>
<tr>
<td>N</td>
<td>integral length scale of turbulence, ( 1/2 )</td>
</tr>
<tr>
<td>q</td>
<td>turbulent velocity scale, ( (u_1^2 + u_2^2 + w_2^2) )</td>
</tr>
<tr>
<td>R</td>
<td>nondimensional radial distance from vortex center</td>
</tr>
<tr>
<td>Re</td>
<td>circulation Reynolds number, ( \Gamma v/\nu )</td>
</tr>
<tr>
<td>R_8</td>
<td>rotational Richardson number</td>
</tr>
<tr>
<td>R_15</td>
<td>Richardson number due to stratification, ( N^2/D^2 )</td>
</tr>
<tr>
<td>r</td>
<td>radial distance from vortex center</td>
</tr>
<tr>
<td>r_c</td>
<td>initial core radius defined as radial distance of peak tangential velocity</td>
</tr>
<tr>
<td>T</td>
<td>nondimensional time, ( t V_0/b_0 )</td>
</tr>
<tr>
<td>t</td>
<td>time</td>
</tr>
<tr>
<td>t_e</td>
<td>large-eddy turnover time, ( L_3/(u_2^2) )</td>
</tr>
<tr>
<td>u, v, w</td>
<td>velocities in ( x, y, ) and ( z ) directions, respectively</td>
</tr>
<tr>
<td>u_s</td>
<td>fluctuation of velocity normal to the surface</td>
</tr>
<tr>
<td>V</td>
<td>tangential velocity</td>
</tr>
</tbody>
</table>

\( V_0 \) = airspeed of generating aircraft
\( V_0 \) = initial vortex induction speed, \( \Gamma_{\infty}/(2\pi b_0) \)
\( W \) = aircraft weight
\( x, y, z \) = axial, lateral, and vertical space coordinate relative to initial vortex system
\( \alpha \) = coefficient for \( R_8 \), 3.0
\( \beta \) = coefficient for \( R_8 \), 1.5
\( \Gamma \) = vortex circulation
\( \Gamma_0 \) = initial circulation
\( \Gamma_{\infty} \) = initial circulation at \( r \gg r_c \), \( 4W/(\pi b_0 V_0) \)
\( \Delta \) = filter width in the subgrid model, \( (2\Delta_\alpha 2\Delta_\gamma 2\Delta_\sigma)^{1/3} \)
\( \Delta x, \Delta y, \Delta z \) = grid sizes in \( x, y, \) and \( z \) directions, respectively
\( \epsilon \) = turbulent kinetic energy dissipation rate
\( \zeta \) = axial vorticity
\( \zeta' \) = fluctuation of axial vorticity
\( \eta \) = nondimensional ambient turbulence intensity, \( \epsilon(b_0)^{1/3}/V_0 \)
\( \Theta(z) \) = ambient potential temperature profile
\( \kappa \) = wave number
\( \Lambda \) = integral length scale of turbulence
\( \nu \) = kinematic viscosity
\( \nu_t \) = effective turbulent eddy viscosity
\( \rho \) = air density
\( \Omega \) = three-dimensional vorticity
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I. Introduction

For the purpose of increasing airport capacity, a system is being developed under NASA's Terminal Area Productivity Program that will control aircraft spacing within the narrow approach corridors of airports. The system, called the Aircraft Vortex Spacing System,1,2 will determine safe operating spacing between arriving and departing aircraft as based on the observed or predicted weather conditions. This system will provide a safe reduction in separation of aircraft compared to the now-existing flight rules, which are based on aircraft weight categories. To develop this system, research is being focused on understanding how aircraft wake vortices interact with the atmosphere. Previous studies indicate that transport and decay of wake vortices are strongly affected by ambient atmospheric parameters such as wind shear, stratification, and turbulence, as well as by proximity of aircraft to the ground.3 In this study we focus on the effects of three-dimensional ambient atmospheric turbulence on vortex decay and descent using a validated large-eddy simulation (LES) model.
The mechanisms and causes for the decay of the wake vortices have been somewhat controversial. Some researchers believe that vortices generally do not decay until three-dimensional instabilities such as Crow instability lead to their sudden destruction. However, this view is held in spite of the overwhelming observational evidence that vortices do decay at different rates depending on the ambient meteorological conditions, and atmospheric turbulence plays a key role. Recent studies of field observations by Sarpkaya clearly show that vortex circulation decays much faster in the presence of strong turbulence than in weak turbulence. Using a second-order turbulence closure model, Bilanin et al. showed that the rate of decay of a vortex pair increases with increasing dissipation rate of background turbulence. From three-dimensional LES of the vortex decay in a realistic atmospheric boundary layer, Curran and Darracq reveal that the vortex decay is strongly affected by the rotation of the swirling vortex.

Our studies are focused on the far-field, postrollup stage of the vortex pair, in which each vortex possesses a well-developed structure. For later discussion, we define nondimensional parameters for time $t$, descent distance of the vortex, $h$, and radial distance $r$ as

$$
T = \frac{V_0 t}{b_0}, \quad H = \frac{h}{b_0}, \quad R = \frac{r}{b_0}
$$

In Sec. II, we describe the LES model and the modifications required for the initial conditions. In Sec. III, we present the results from systematic numerical experiments in terms of nondimensional turbulence intensity and also propose new vortex models for vortex decay and descent based on the LES results. In Sec. IV, we apply the proposed models to observed data. Finally, in Sec. V, we summarize our results and draw some conclusions.

II. Model and Initial Conditions

The model formulation and initial conditions must be chosen with great care when applied to the numerical simulation of wake vortices. Atmospheric wake vortices are three-dimensional, have very high Reynolds numbers, and are embedded within turbulent flow. Hence, laminar simulations, especially at low Reynolds numbers, are inadequate for studies of wake vortex decay. The numerical approximations assumed for wake vortex simulations should be stable, non-diffusive, and accurate, yet computationally efficient.

A. Model

The numerical model used in the present study is a three-dimensional, nonlinear, compressible LES model called the terminal area simulation system (TASS), which has been adopted for simulation of interaction of wake vortices with the atmosphere. The TASS model contains 12 prognostic equations: 3 for momentum, 1 each for pressure deviation and potential temperature, 6 coupled equations for continuity of water substance (water vapor, cloud droplet, ice crystals, rain, snow, and hail), and 1 for a massless tracer. In the present study, we use only four equations for momentum and pressure deviation because we assume statically neutral, dry atmosphere.

The TASS model uses the time-splitting integration procedure (small time step for acoustically active terms and large time step for advection and diffusion) that results in substantial savings in computing time. Local time derivatives (both small and large time steps) are approximated by the second-order Adams-Bashforth method. Space derivatives are approximated by central differences in quadratic-conservative form, which are fourth-order for advective derivatives and second-order for remaining derivatives. Details of the numerical formulation can be found in Proctor.

The numerical schemes used in TASS reproduce accurate and stable results and have been shown to have almost no numerical dissipation. In Ref. 3 for a two-dimensional laminar simulation result with a very small constant viscosity ($Re = \Gamma v/\nu < 10^3$), it was shown that the tangential velocity does not change with time from the initial profile, indicating that TASS is essentially free of numerical dissipation. Turbulence is strongly affected by the rotation of the swirling vortex flow. According to Rayleigh's well-known stability criterion, perturbations are suppressed in an axisymmetric vortex if the circulation is increasing with radial distance, but perturbations would become unstable if the circulation is decreasing with radial distance. Because the circulation increases rapidly with radial distance in the vortex core region, any preexisting turbulence is suppressed there, and the vortex core (defined as the radius of maximum tangential velocity) expands very little with time. In the present numerical model, an expression for the subgrid eddy viscosity that accounts for the flow rotation effects is used to avoid unrealistically core growth as described subsequently.

For subgrid turbulence, TASS currently uses a conventional Smagorinsky model with modifications for stratification effects as

$$
K = \frac{\epsilon}{(1 + \alpha R^4)} D(1 + \alpha R^4)
$$

Note that $R^4$ is included here, although it has no contribution for stratification since stratification is not considered in the present study.

A simple modification of the subgrid eddy viscosity for the effects of flow rotation has been developed in Ref. 31 following the suggestion by Ruhnke. In this formulation, rotation
and to suppress subgrid turbulence, in a way that is analogous to the effects from stratification, and is given as

\[ K = (c, \Delta V^2) D^2 (1 - \alpha R_i) R_i R_{V}^{0.5} \]  

(6)

Here rotational Richardson number \( R_{i} \) is defined as

\[ R_i = \Omega^2 / D^2 \]  

(7)

Equations (6) and (7) indicate that the eddy viscosity \( K \) can be effectively reduced within the core of vortices due to large \( D^2 / D \). Because the preceding formula cannot discriminate between shear flow and flow with coherent rotation, a discriminator function is applied that turns the formula off (defaulting to the original Smagorinsky model) in the absence of coherent rotation. Details of this formula may also be found in Ref. 3. The coefficient for \( \beta \) was chosen empirically, with a value of 1.5. This value for \( \beta \) was chosen large enough to suppress vortex core and is assumed to be universal for all situations. This formulation, with \( \beta = 1.5 \), was also applied to a three-dimensional LES simulation of homogeneous turbulence with no detectable corruption of the energy spectrum. One of the beneficial consequences of the formulation is that the vortex core from growing with time, as verified from field measurements. In experiments with the unmodified Smagorinsky model [Eq. (5)], the vortex core was found to unrealistically expand with the size of vortex. Periodic boundary conditions are imposed at all domain boundaries. The domain size used in our simulations is \((L_x, L_y, L_z) = (2.5b_0, 5b_0, 5b_0) = (80\Delta x, 160\Delta y, 160\Delta z)\), where \( b_0 = 32 \) m, the grid size \( \Delta x = \Delta y = \Delta z = 1 \) m, \( x, y, \) and \( z \) correspond to the axial, lateral, and vertical directions of the vortex system, and the corresponding velocity components are \( u, v, \) and \( w \), respectively. The smaller domain size in the axial direction, \( 2.5b_0 \), which can save much computing time, suppresses the development of Crow instability of which the theoretical maximum wavelength is about \( 8b_0 \) (Ref. 5), and thus, statistically homogeneous decay behavior is anticipated along the axial direction. The domain size of \( 5b_0 \) in the lateral and vertical directions is sufficiently large to minimize boundary influences. Comparison with a test case assuming a larger domain width showed little difference, indicating that \( 5b_0 \) width was sufficiently large for this experiment. Because of our limited computing resources and to allow the time to be resolved, the initial core size \( (r_c = 4 \) m) is somewhat larger than the typical value observed behind aircraft (less than about 5\% of the wingspan). Obviously, with the importation of a fully periodic condition, any effect from the ground is omitted from these simulations; thus, the results are applicable to the free atmosphere only.

### B. Initial Conditions

Because we want to study the effect of ambient turbulence on the vortex decay and descent within the free atmosphere, it is of crucial importance to obtain an initially homogeneous and isotropic turbulence field. Toward this purpose, the initial turbulence field is allowed to develop under an artificial external forcing at low wave numbers. Because the TASS code uses a finite difference numerical scheme, the forcing is achieved by performing first a three-dimensional fast Fourier transform (FFT) at every large time step and then adding a constant amplitude to all of the modes with integer wave numbers whose magnitude is less than 3.0, and performing finally an inverse FFT back to the physical space. The wave number in the axial direction is normalized so that the axial wavelength has the same magnitude as that of the corresponding waves in lateral or vertical direction. Because of viscous dissipation, the simulation can reach a statistically steady state in the sense that the mean turbulence kinetic energy oscillates in time around a constant value.

Figure 1 shows the vertical velocity field and its one-dimensional longitudinal and transverse spectrum with \( -5/3 \) slope of Kolmogorov's spectrum when the turbulent flowfield reaches a statistically steady state. The calculated integral length scale is \( L_3 \approx 11.4 \) m and the large-eddy turnover time, defined as \( t_L = L_3/(wu)^{0.5} \), is estimated to be about 51.6 s. Here subscript 3 denotes the vertical direction and \( ( ) \) represents the domain average value. The isotropy parameter \( I \), defined as \( I = (wu)/(wu)^{0.5} \), fluctuates only a few percent around its expected value of one for isotropic turbulence. Therefore, our simulated turbulence is close to statistical isotropy. The TKE dissipation rate \( \varepsilon \) is estimated by fitting Kolmogorov's theoretical spectrum in the inertial subrange to the simulated spectra in Fig. 1.

The initial vortex system is representative of the postrollup, wake-vortex velocity field. A vortex model recently developed by Proctor is adopted in our experiments. This model is empirical because it is based on field observations of several wake vortices measured early in their evolution. Its tangential velocity \( V \) is represented as

\[ V(r) = (\Gamma_{\infty}/2\pi r) [1 - \exp[-(10/r)(B^{0.75})]] \]  

(8)

Note that the velocity field in Eq. (8) depends on the wingspan \( B \) instead of the core radius \( r_c \), which is not easy to accurately measure in field studies. Equation (8) is applicable only at \( r > r_c \). For \( r < r_c \), the model is matched with the Lamb model, which is

\[ V(r) = (\Gamma_{\infty}/2\pi r) 1.4 [1 - \exp[-10(r/B)^{0.75}]] \times [1 - \exp[-1.2527 (r/r_c)^3]] \]  

(9)

The values assumed for initial vortex separation and circulation are derived from aircraft weight \( W \), wingspan \( B \), air density \( \rho \), and airspeed \( V_a \) according to the conventional assumption of an elliptically loaded wing, that is,

\[ b_0 = \pi B/4, \quad \Gamma_{\infty} = 4W/\pi B \rho V_a \]
Normalized circulation, tangential velocity, and vorticity from the preceding model are shown in Fig. 2 as functions of the normalized radial distance $R = r/b_0$, assuming $r/b_0 = 0.125$.

A two-dimensional counter-rotating vortex pair following Eqs. (8) and (9) is initialized uniformly along the axial direction at the time when the ambient turbulence reaches a steady state after integration. To keep the vortices in the middle of the domain, the grid is allowed to translate downward at the speed of $0.9V_0$. Different values of nondimensional ambient turbulence strength $\eta$ are obtained by varying the initial circulation $\Gamma_\infty$, rather than by varying the initial turbulence field, that is, by varying $\epsilon$, to save computing time. Simulations are conducted with dimensional quantities, although the results are presented in nondimensional forms to make them more generally applicable and independent of individual dimensional variables. Assuming that $\Gamma_\infty = 400\text{ m}^2\text{s}^{-1}$ and $b_0 = 40\text{ m}$, which are appropriate for large jet aircraft such as the DC-10, the range of values of $\eta$ in the lower atmosphere is estimated to be $0.01-0.5$, with the maximum value occurring during early afternoon convective conditions and the minimum value during very stable conditions after midnight. Simulations are conducted for six values of $\eta$, which are within the given range. These cases are divided into three turbulence strength groups, $\eta = 0.0302$ and 0.0702 for weak turbulence, $\eta = 0.1006$ and 0.1509 for moderate turbulence, and $\eta = 0.3018$ and 0.5031 for strong turbulence. Generally, weak may represent the strength of typical boundary-layer turbulence during stable nighttime conditions and strong may represent typical strength during sunny daytime convective conditions. The simulated turbulence strengths represent a wide range of typical atmospheric conditions and aircraft sizes (note that $\eta$ also depends on aircraft wingspan and the far-field circulation of its vortices). To isolate the effect of atmospheric turbulence on vortex decay from that of thermal stratification, all simulations assume neutral stratification.

### III. Numerical Results

Simulation results for six values of $\eta$ are presented. External forcing for maintaining ambient turbulence strength is deactivated to save computing time when the initial vortices are injected, but the difference in the results for maintaining or deactivating the forcing has been found to be negligible (not shown). This confirms the arguments by Corjon et al. that the timescale of the ambient turbulence compared to that of the vortex is sufficiently large to obtain the main characteristics of the effects of ambient turbulence on the wake vortices.

During simulations, the vortices descend smoothly without any development of large-scale instabilities. As mentioned earlier, the Crow instability cannot occur in these simulations due to the small domain size in the axial direction.

The circulation at any radial distance $r$ can be easily determined from the area integral of the axial vorticity $\zeta$ over a region defined by the radial distance, that is,

$$\Gamma_r = \iiint \zeta \, dA$$

Obtained at a fixed radial distance are a total of 160 circulation values for a pair of vortices in 80 $\times$ 80 planes from which we have calculated averages and standard deviations. As shown in Table 1, the circulation fluctuations due to ambient turbulence increase with increasing turbulence level. The standard deviations appear to be small for most of turbulence levels (less than 10%) at least at the end of the simulation time, except for the strongest turbulence strength of $\eta = 0.5031$ for which the values are more than 20%. In the following, we consider only the average of circulations to deduce an appropriate model for vortex decay and descent.

### A. Circulation Decay

Figure 3 shows the decay of circulation with time for varying radial distances, as well as varying ambient turbulence levels. As shown in Fig. 3, the decay rate of circulation increases clearly with increasing ambient turbulence level and appears to decrease with increasing radial distance, which is consistent with field observations.

To investigate the vortex decay behavior in more detail for varying radial distances, the circulation evolution with a best-fitted function for each radial distance is plotted in Fig. 4 for relatively weak turbulence ($\eta = 0.0702$), in Fig. 5 for relatively moderate turbulence ($\eta = 0.1509$), and in Fig. 6 for strong turbulence ($\eta = 0.5031$). As evidenced in Figs. 4–6, the decay of the circulation appears to follow a Gaussian function $e^{-r^2/2a^2}$ for weak and moderate turbulence (model E), whereas for strong turbulence, it appears to follow an exponential function $e^{-\eta T}$ at smaller radial distances (model G) but a Gaussian function at larger radial distances, where $a$ and $b$ are functions of $\eta$ and radial distance. Although only partly shown in Figs. 4–6, the circulation at radial distances larger than 0.6$b_0$ appears to follow the Gaussian decay for all levels of turbulence. An exponential decay formula [Eq. (11)] was first proposed by Donaldson and Bilanin, with $q$ rather than $\epsilon$ as the turbulence parameter controlling the vortex decay. The Gaussian decay implies slower decay than the exponential decay during early evolution of the vortices. Based on our described LES results, two types of models (models E and G) are proposed for vortex decay and their formulations are given in the Appendix.

From the Appendix, Eqs. (A13) and (A17) can be rewritten in the nondimensional forms for model E as

$$\frac{d\Gamma_r}{dT} \bigg|_{\text{turbulence}} = -c_1 \frac{\eta}{R^2} \Gamma$$

and for model G as

$$\frac{d\Gamma_r}{dT} \bigg|_{\text{turbulence}} = -2c_2 \frac{\eta T}{R^2} \Gamma$$

where $c_1$ and $c_2$ are empirical constants. Further integrations of Eqs. (11) and (12) with respect to nondimensional time (assuming ambient turbulence is only the process affecting vortex decay) yields for model E

$$\Gamma = \Gamma_0 \exp\left[-\left(c_1 \eta / R^2\right)T\right]$$

and for model G

$$\Gamma = \Gamma_0 \exp\left[-\left(c_2 \eta^2 / R^2\right)T\right]$$

(It is assumed that $\eta$ does not change with time.)
In a transition range from moderate to strong ambient turbulence levels, which is about \( \eta = 0.25-0.30 \) in the present study, the decay behavior of the vortices appears to be more complicated due to the dependency of the model types on radial distances. For example, in this range of \( \eta \), the vortex decay follows model E in a smaller range of radial distances, whereas it follows model G in a larger range of radial distances. The range of radial distances for the applicability of model E increases with increasing ambient turbulence level but may not be a linear function of \( \eta \). For a practical purpose, nevertheless, we propose a simple model in the transition range that is a composite of models E and G weighted linearly with varying \( \eta \) (0.25 < \( \eta \) < 0.30) as

\[
\Gamma = \left[ (\eta - \eta_1)/\Delta \eta \right] \Gamma_E + \left[ (\eta_2 - \eta)/\Delta \eta \right] \Gamma_G
\]

(15)

where \( \eta_1 \) and \( \eta_2 \) are lower and upper limits of the transition range, \( \Delta \eta = \eta_2 - \eta_1 \), and \( \Gamma_E \) and \( \Gamma_G \) are the circulations given by Eqs. (13) and (14), respectively.

Previous investigators have quantified the strength of a vortex in terms of a parameter called average circulation that is defined as

\[
\tilde{\Gamma}_{\eta_1, \eta_2} = \frac{1}{r_2 - r_1} \int_{r_1}^{r_2} \Gamma \, dr
\]

(16)

where \( r_1 \) and \( r_2 \) are the radial distances of the averaging interval. This parameter is desirable because it relates to the rolling moment of an encountering aircraft and provides a more stable measurement than the local circulation. In particular, the average circulation within 15 m from the vortex center has been considered to be closely related to the hazard. In the present study, we consider the average circulation from \( R = 0.4 \) to 0.6 because the circulation decay in this range of radial distances is not very sensitive to grid resolution. The average circulation in the following represents the circulation averaged over the range of \( R = 0.4 - 0.6 \) according to Eq. (16) unless stated otherwise.

Fig. 3  Decay of circulation with time for varying radial distances and ambient turbulence strengths.
Fig. 4 Circulation decay and best-fitted functions at four different radial distances for \( \eta = 0.0702 \) (weak turbulence): solid line indicates \( e^{-aT^2} \), where \( a \) is a function of \( \eta \) and \( R \).

Fig. 5 Same as Fig. 4 but for \( \eta = 0.1509 \) (moderate turbulence).
As can be seen from Fig. 7, the average circulations from the model predictions, that is, Eqs. (13) and (14), agree much better with the LES data than the local circulations, showing a Gaussian decay for weak and moderate turbulence but an exponential decay for strong turbulence. The model coefficients represented in Fig. 8 are obtained from the average circulation and do not appear to fluctuate significantly with varying \( \eta \) in spite of the highly irregular nature of turbulence. To obtain a representative model coefficient, more experiments have been performed for different \( \eta \) values and for different initial turbulence fields. The values of coefficients (Fig. 8) fluctuate with varying \( \eta \) within the ranges of \( c_1 = 0.06-0.09 \) and \( c_2 = 0.08-0.20 \), respectively. The mean values of the coefficients, which can be considered as more representative, are \( c_1 = 0.08 \) for model E and \( c_1 = 0.13 \) for model G, respectively.

Using the given mean values of the coefficients, our model predictions at \( R = 0.5 \) for various ambient turbulence levels are plotted in Fig. 9. Crow instability is a well-known phenomenon in which the vortex pair undergoes a symmetric and sinusoidal instability that grows exponentially and finally results in a linking (merging) into a series of crude vortex rings. The vortex lifespans shown in Fig. 9, defined as the time at which linking of a vortex pair occurs as a result of the Crow instability, are obtained from a model recently developed by Sarpkaya, where the linking time is given as only a function of \( \eta \). This model is a revised one from the original Crow and Bate's model and has been shown to agree well with data from water tank experiments and LES predictions. Figure 9 indicates that, until a linking of the vortices occurs, the circulation is reduced by only about 2% of its initial value for weak ambient turbulence (\( \eta = 0.03 \)), whereas it may be reduced by as much as 20% for strong ambient turbulence (\( \eta = 0.50 \)).

### B. Vortex Descent

The descent of an ideal vortex pair, where vorticity is concentrated in two parallel lines, will follow the relation of \( H = T \) in an inviscid fluid. In the numerical simulation, however, descent rate of a pair of the vortices can deviate from \( H/T = 1 \) due to the influence of image vortices implicit on the assumption of periodic boundary conditions and the use of a vortex model different from ideal line vortices. From a two-dimensional laminar simulation with the same domain size as the cross plane size of the preceding three-dimensional simulation and with a very small constant viscosity (\( Re \sim 10^3 \)), the descent rate intrinsic in the present domain size and vortex model appears to be \( H/T = 0.98 \), slightly less than ideal one.

To develop a model for vortex descent due to ambient turbulence, we first assume that the vortex descent rate is proportional to the circulation, that is,

\[
\frac{dh}{dt} \sim \frac{\Gamma}{2\pi b_0}
\]

or in the nondimensional form

\[
\frac{dH}{dT} \sim \frac{\Gamma}{\Gamma_{\infty}}
\]

For weak and moderate turbulence, the circulation is expected to decay as a Gaussian function, as discussed in the preceding section. Thus, substituting Eq. (14) into Eq. (18), we obtain

\[
\frac{dH}{dT} \sim \exp\left[-(d_1 \eta T)^2\right]
\]

where \( d_1 \) is an empirical coefficient. After integration, we finally obtain

\[
H = (0.87/d_1 \eta) \text{erf}(d_1 \eta T)
\]

where \( \text{erf} \) is an error function and the proportionality constant 0.87 is an optimal value determined from our LES results. The preceding model for vortex descent has been applied to our LES results for weak and moderate turbulence. As shown in Figs. 10a-10d,
the model predictions agree well with the LES data, although the best-fitted coefficient \( d_i \) appears to fluctuate with varying \( \eta \) (Fig. 11).

For strong turbulence, however, an optimal value for \( d_i \) could not be found. This may be because, for strong turbulence, the circulation decays exponentially over radial distances less than about 0.6\( R \), implying that circulations at smaller radial distances than \( R = 0.6 \) may also play significant role on the descent rate. Nevertheless, the modified form of Eq (20)

\[
H = (d_i/0.28\eta) \text{erf}(0.28/\eta T)
\]  

(21)

where \( d_i \) is an empirical coefficient less than 0.87, can be matched with our LES results, as shown in Figs. 10e and 10f.

In the transition range from moderate to strong ambient turbulence levels, a simple model for \( 0.25 < \eta < 0.30 \), similar to that for vortex decay, can be proposed:

\[
H = [(\eta - \eta_1)/\Delta \eta]H_E + [(\eta_2 - \eta)/\Delta \eta]H_G
\]  

(22)

where \( H_E \) and \( H_G \) are the nondimensional vortex descent distance given by Eqs. (21) and (20), respectively.

The model coefficients \( d_1 \) and \( d_2 \) have been estimated from the various LES cases covering a wide range of \( \eta \) values and are shown in Fig. 11. The variations around their mean values of \( d_1 = 0.74 \) and \( d_2 = 0.71 \) are less than 20%.

Using the given mean values of the coefficients, the model predictions for the vortex descent for various ambient turbulence levels are plotted in Fig. 12 with the vortex lifespans obtained from Sarpkaya's model. Figure 12 shows clearly that the descent rate of the vortices decreases with increasing ambient turbulence due to the increasing rate of decay of circulation with increasing ambient turbulence. On the other hand, for weak turbulence, the descent distance appears to closely follow the line \( H = 0.98T \) before the vortex linking occurs.
data for times less than \( T = 1 \) have been discarded from the data set for all of the cases analyzed because the observed circulations at these times are subject to large trigonometry errors, for example, see Ref. 40.

As seen in Fig. 13, predictions by the proposed models appear to underestimate considerably the observations except for the stronger turbulence cases of M-1581 and M-1584 in which the model predictions appear to be in reasonable agreement with observations. The underestimation also appears to be larger with decreasing \( \eta \). Significant differences in the rate of decay for the weaker turbulence cases between model predictions and observations may be caused by the following possibilities: 1) For the stable cases of M-1252 and M-1273, the interaction between the vortices and stable stratification, which is not included in the present numerical simulations, may enhance vortex decay as discussed in the Introduction. 2) There may be additional turbulence not taken into account in our simulations, such as self-generated internal turbulence that may originate with the vortices during the initial rollup process and may be confined only within the vortex oval. (The internal turbulence may be more effective on vortex decay for weaker ambient turbulence.) 3) There is uncertainty in measurement data especially for initial circulation \( \Gamma_0 \). (Note that the \( \eta \) value and the rate of vortex decay in the observations are quite sensitive to the initial circulation.) 4) There is a discrepancy in the computation of the circulation between the numerical simulations and observations. (The circulation in the simulations is obtained directly by integrating the vorticity field, whereas the measured circulation is estimated from LIDAR line-of-sight velocities."

For possibility 1, the effect of the stable stratification on vortex decay can be easily incorporated into Eqs. (11) or (12). According to Greene, the rate of circulation decay due to the stable stratification is given by

\[
\frac{d\Gamma}{dt}_{\text{stratification}} = -\frac{AN^2h}{b_0}\Gamma
\]

where \( A \) is the wake oval area equal to \( \pi(1.73) \times (2.09)b_0^2/4 \). Because the ambient turbulence strength is generally weak in the stable atmosphere due to the suppression of ambient turbulence by stable stratification, for example, see Table 2, Eq. (23) will be combined with model \( G \) [Eq. (12)] rather than model \( E \) [Eq. (11)] for a total vortex decay. Therefore, the total rate of circulation decay due to both ambient turbulence and stable stratification can be written in a nondimensional form as
Evolution of the descent distance in three-dimensional simulations compared with the theoretical model: dashed line $H = 0.98T$.

**Fig. 10**

Same as Fig. 8 but for the vortex descent in Eqs. (20) and (21).

**Fig. 11**

**Fig. 12**
Fig. 13 Comparison of field observations and model predictions for the average circulation over the range \( R = 0.4 - 0.6 \); solid (dashed) lines are model predictions for the circulation decay due to ambient turbulence only (due to both ambient turbulence and stable stratification).

Vortex decay and descent in Eqs. (24) and (25) have been computed through a numerical integration using a forward scheme in time, based on a vertically averaged \( N \) from the observed ambient potential temperature profile \( \{N^2 \text{ is defined as } (g/\Theta)(d\Theta/dz) \} \), where \( g \) is the gravitational acceleration. As shown in Figs. 13a and 13b, when the stratification effect is added in the model, the underestimation in vortex decay is significantly reduced, indicating that stratification has an important influence on vortex decay for a weak ambient turbulence with stable stratification.

On the other hand, the rate of vortex descent is given by

\[
\frac{dH}{dT} = \frac{\Gamma}{\Gamma_0} \tag{25}
\]

Vortex decay and descent in Eqs. (24) and (25) have been computed through a numerical integration using a forward scheme in time, based on a vertically averaged \( N \) from the observed ambient potential temperature profile \( \{N^2 \text{ is defined as } (g/\Theta)(d\Theta/dz) \} \), where \( g \) is the gravitational acceleration. As shown in Figs. 13a and 13b, when the stratification effect is added in the model, the underestimation in vortex decay is significantly reduced, indicating that stratification has an important influence on vortex decay for a weak ambient turbulence with stable stratification.

Shown in Fig. 14 are the measured vortex descents with model predictions based on Eqs. (20) and (21) again using the mean coefficients. In the calculation, the starting altitude of the vortices has been inferred from the LIDAR measurement as by Robins et al. because the vortex appears to be located above the expected position, that is, the generating aircraft height in Table 2. Consistent with the large underestimation for the circulation decay, the model predictions in the weaker turbulence cases of M-1252 and M-1273 with stable stratification significantly overestimate the observed vortex descent, especially at later time periods. However, this overestimation in vortex descent is significantly reduced when the stratification effect is added in the model, consistent with reduction of the underestimation in circulation decay. The model predictions for the stronger turbulence cases of M-1581 and M-1584 appear to be in reasonable agreement with observations, which is also consistent with the agreement for the circulation decay.
V. Conclusions

This study represents a first step at understanding how wake vortices behave in the atmosphere by isolating the effects of ambient turbulence on vortex decay. LES simulations are conducted by first inducing a field of ambient turbulence that is nearly isotropic and spatially homogeneous. A vortex pair, representing aircraft trailing vortices, is introduced once the turbulence field reaches a statistically steady state. In these simulations, the Crow linking and its subsequent effect on vortex decay are suppressed by the selection of axial domain size.

Our results show that, consistent with field observations, the decay rate of the vortex circulation increases clearly with increasing levels of ambient turbulence and decreases with increasing radial distance. Based on the LES results, simple decay models for the vortex pair are proposed as functions of nondimensional ambient turbulence intensity $\eta$, nondimensional radial distance $R$, and nondimensional time $T$. Showing good agreement with the LES data, we propose a Gaussian type of vortex decay model for weak and moderate turbulence, whereas an exponential type of vortex decay model is more appropriate for strong turbulence. The LES simulations and the fitted models show that the turbulence dissipation rate characterizes the level of ambient turbulence responsible for vortex decay. A model for the vortex descent based on the given vortex decay model is also proposed with functions of $\eta$ and $T$ and can be represented by an error function.

The proposed models for the vortex decay and descent are applied to available field data obtained from the Memphis airport. For a strong atmospheric turbulence, the model predictions appear to be in reasonable agreement with the observation data. For a weak atmospheric turbulence with stable stratification, the models largely underestimate the observed circulation decay with consistent overestimation of the observed vortex descent. However, this underestimation in vortex decay is significantly reduced with consistent reduction of the overestimation in vortex descent when the stratification effect is added in the models, indicating that stratification has an important influence on vortices for weak ambient levels of...
turbulence under stably stratified conditions. The lack of agreement in the rate of decay for the weaker turbulence cases between model predictions and observations may also be caused by some other factors that are not taken into account in the comparison, such as the effect of internal turbulence on vortex decay, uncertainty in measurement data, and discrepancy in computation of the circulation between numerical simulations and observations.

Appendix: Derivation of Decay Models

For high-Reynolds-number flows under the condition of neutral stratification, the equation that governs the rate of change for mean axial vorticity \( \xi \) due to turbulent motion can be given by

\[
\frac{d \xi}{dr} = -\frac{\partial}{\partial \xi} \mu' \xi
\]  

(A1)

Integration of Eq. (A1) over the region defined by the radial distance \( r \) yields

\[
\int \int \frac{d \xi}{dr} dA = -\int \int \frac{\partial}{\partial \xi} \mu' \xi dA
\]  

(A2)

The area integral on the right-hand side of Eq. (A2) can be transformed into a line integral taken around the perimeter of the area using the Stokes's theorem, that is,

\[
\frac{df}{dr} = -\int \nabla' \cdot \xi dA
\]  

(A3)

where \( \mu' \) is the fluctuation of velocity normal to the surface. The line integral leads to

\[
\frac{df}{dr} = -2\pi r (\mu' \xi) \}
\]  

(A4)

where \( \{ \} \) denotes an average around the perimeter with the radial distance \( r \). From the down-gradient transport approximation,

\[
\frac{\mu' \xi}{r} \approx -v_c \frac{\partial (\xi)}{\partial r}
\]  

(A5)

where \( v_c \) is an effective eddy viscosity. The radial gradient of mean axial vorticity may be approximated by

\[
\frac{\partial (\xi)}{\partial r} \approx -\frac{\xi}{r}
\]  

(A6)

and

\[
\frac{\xi}{r} \approx \frac{\Gamma}{r^2}
\]  

(A7)

so that

\[
\frac{\partial (\xi)}{\partial r} \approx -\frac{\Gamma}{r^2}
\]  

(A8)

Note that \( \frac{\partial (\xi)}{\partial r} \) is assumed to be proportional to the difference of mean axial vorticity at the vortex center and that at the radial distance \( r \). We are basically considering a vortex flow in which deviation from the axisymmetry due to ambient turbulence is small enough for the approximations of Eqs. (A5–A8) to be valid. Then Eq. (A4) can be expressed as

\[
\frac{df}{dr} \approx -v_c \frac{\Gamma}{r^2}
\]  

(A9)

The preceding derivations are almost the same as Donaldson and Bilanin's (DB) except that the dependency of the circulation decay on the radial distance \( r \) is considered in the present study, whereas \( b_0 \) is used instead of \( r \) in DB's study because DB consider the decay rate of the circulation over an oval within which a pair of vortices resides.

From an equilibrium second-order closure theory, DB obtain the relation

\[
v_c = 0.26 \Lambda q
\]  

(A10)

where \( \Lambda \) is a measure of the integral length scale of turbulence. Assuming that

\[
\Lambda \approx b_0 r/8
\]  

(A11)

DB then obtain Eq. (1). However, their approximation of Eq. (A11) is not physically correct because \( b_0 \) has no relation with background atmospheric turbulence whose length scale varies significantly over day and night. As discussed in the Introduction, we use \( e \), rather than \( q \) and \( \Lambda \), as the ambient turbulence parameter relevant to circulation decay.

For strong turbulence but at smaller radial distances where stronger the radial gradient of mean axial vorticity may exist, the parameterization of Eq. (A5) (where \( (\mu' \xi) \) is used instead of \( \mu' \xi \) in DB's study because DB consider the decay of mean circulation rather than the decay of total circulation due to turbulence) would be acceptable. The effective eddy viscosity in this case can be expressed in terms of effective turbulence velocity and length scales, that is,

\[
v_c \sim (b_0) \frac{1}{3} b_0
\]  

(A12)

Note that \((b_0) \frac{1}{3} \) is a characteristic turbulence velocity scale at the scale of the vortex separation distance \( b_0 \). Substituting Eq. (A12) into Eq. (A9), we obtain

\[
\frac{df}{dr} \sim -\frac{(b_0) \frac{1}{3} b_0 \Gamma}{r^2}
\]  

(A13)

Thus, the decay rate of the circulation depends on both the turbulence energy dissipation rate \( e \) and radial distance \( r \), unlike DB's model [Eq. (1)].

For weak and moderate turbulence or at larger radial distances for strong turbulence where the radial gradient of mean axial vorticity may be weak, the parameterization of Eq. (A5) would not be appropriate. It is anticipated that the radial turbulent vorticity flux \( \mu' \xi \) in this case will be mostly influenced by turbulent diffusion of vorticity from the core region rather than by local diffusion as in Eq. (A5). Thus implies that \( \mu' \xi \) would be time dependent. We then hypothesize that the rate of change of \( \mu' \xi \) in this case depends on turbulence velocity and mean axial vorticity gradient from vortex center to given \( r \), that is,

\[
\frac{\partial (\mu' \xi)}{\partial r} = f \left[ (b_0) \frac{1}{3} \Gamma r^2 \right]
\]  

(A14)

From dimensional arguments,

\[
\frac{\partial (\mu' \xi)}{\partial t} \sim \frac{(b_0) \frac{1}{3} \Gamma r^2}{r^2}
\]  

(A15)

Integration of Eq. (A15) with respect to time leads to

\[
(\mu' \xi) \sim \left[ (b_0) \frac{1}{3} \Gamma r^2 \right]
\]  

(A16)

where the initial value of \( (\mu' \xi) \) is assumed to be zero. Substituting Eq. (A16) into Eq. (A9), we obtain

\[
\frac{df}{dr} \sim -\frac{(b_0) \frac{1}{3} \Gamma r^2}{r^2}
\]  

(A17)
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Abstract

A sensitivity study for the "in-ground effect" on aircraft wake vortices has been conducted using a validated large eddy simulation model. The numerical results are compared with observed data and show good agreement for vortex decay and lateral vortex transport. The vortex decay rate is strongly influenced by the ground, but appears somewhat insensitive to ambient turbulence. In addition, the results show that the ground can affect the trajectory and descent-rate of a wake-vortex pair at elevations up to about 3 bo, (where bo is the initial vortex separation). However, the ground does not influence the average circulation of the vortices until the cores descend to within about 0.6 bo, after which time the ground greatly enhances their rate of demise. Vortex rebound occurs in the simulations, but is more subtle than shown in previous numerical studies.

Also described in this paper is the model formulation for surface stress, which is based on Monin-Obukhov similarity theory.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>aircraft wing span</td>
</tr>
<tr>
<td>b₀</td>
<td>initial vortex separation - ( \pi B/4 )</td>
</tr>
<tr>
<td>g</td>
<td>acceleration due to gravity</td>
</tr>
<tr>
<td>Z₀</td>
<td>initial height above ground of wake vortex</td>
</tr>
<tr>
<td>M</td>
<td>mass of generating aircraft</td>
</tr>
<tr>
<td>t</td>
<td>time coordinate</td>
</tr>
<tr>
<td>( T^* )</td>
<td>nondimensional time - ( t V_0/b_0 )</td>
</tr>
<tr>
<td>( V_a )</td>
<td>airspeed of generating aircraft</td>
</tr>
<tr>
<td>( V_0 )</td>
<td>initial vortex descent velocity - ( \Gamma_0(2\pi b_0) )</td>
</tr>
<tr>
<td>z</td>
<td>vertical coordinate</td>
</tr>
<tr>
<td>( z_0 )</td>
<td>ground roughness coefficient</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>vortex circulation</td>
</tr>
<tr>
<td>( \Gamma_0 )</td>
<td>initial circulation - ( M g/(b_0 \rho V_0) )</td>
</tr>
<tr>
<td>( \rho )</td>
<td>air density</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>turbulence (eddy) dissipation rate</td>
</tr>
<tr>
<td>( \nu )</td>
<td>kinematic viscosity</td>
</tr>
<tr>
<td>( \eta )</td>
<td>nondimensional eddy dissipation - ((b_0)^{1/3}V_0^{-1})</td>
</tr>
</tbody>
</table>

I. Introduction

The behavior of aircraft wake vortices is being investigated by NASA in order to develop a predictor system that will safely reduce aircraft spacing and increase airport capacity. This system, the Aircraft Vortex Spacing System (AVOSS), includes prediction algorithms for wake vortex transport and decay. In order to protect the AVOSS approach/departure corridor, these algorithms must function in real time and at altitudes where the ground can affect vortex behavior. In order to develop this system, the influence of both the weather and the ground surface needs to be understood and quantified. Investigations with a Large Eddy Simulation (LES) numerical model are in progress and are intended to support the development of the predictor system.
Some understanding of wake vortex behavior near the
ground has been achieved in past research efforts,5.6.7.8.9.10.11,12 but much more information is needed
in order to develop prediction algorithms that can be applied successfully near the ground. Previous research
has shown that, when near the ground, the transport of wake vortices is affected by both viscous and inviscid
processes.13 As a vortex pair descends toward the ground, inviscid processes cause the vortices to lose their vertical
motion and diverge laterally.14 This effect can be modeled mathematically by placement of image vortices
beneath the ground plane so as to satisfy impermeable and free-slip conditions at the ground. However, this effect
alone cannot explain the vortex rebounding that is often observed near the ground. A second influence is caused
by the viscous retardation of the flow next to the ground. As the vortex circulation comes in contact with the
ground, friction creates a shear layer of opposite sign vorticity, which is then swept upward and around the
infringing vortex. This shear layer wraps into secondary vortices, which then act on the primary vortex causing it
to rise or rebound upwards.15 Another effect from the frictional retardation of the flow next to the ground is to
weaken the coupling with the sub-surface images, which in turn, reduces the rate at which the vortices spread, as
otherwise predicted by inviscid theory. Further complications for the prediction of the wake vortex
trajectory are due to the presence of ambient crosswind near the ground which can influence the position and
intensity of the secondary vortices.10,11

Vortex decay near the ground is known to be enhanced by proximity to the ground, but details are not well understood.15 Little is known about the influence of environmental turbulence on wake vortex behavior near the ground. For aircraft wake vortices away from the ground, ambient atmospheric turbulence has been recognized to be a key factor for the enhancement of the vortex decay.16,17,18,19,20,21 At low altitudes, however, the interaction of the vortices with the ground may be a more important factor for vortex decay.

Based on the previous wake vortex research efforts, Corjon et al12 and Robins et al9 have modified Greene's model23 (which is applicable to the free atmosphere) for ground effects. Robins et al define a wake vortex to be "in-ground-effect" (IGE) when viscous effects with the ground are significant. This should occur when the vortex core descends to within \( z < b_0 \). They also define wake vortices to be "out-of-ground-effect" (OGE) -- when the vortices are far from the influence of the ground; and "near-ground-effect" (NGE) -- when the vortices are close enough to have some influence from the ground, but far enough not to generate secondary vorticity. The region defined by NGE is above where ground-viscous effects are significant, but where inviscid process due to the ground can act to reduce the vortex sink rate \( (b_c < z < b_0) \). The influence of the ground at these various altitudes must be carefully studied in order to insure the development of valid predictive algorithms.

In the present study, a three-dimensional numerical LES is conducted for a landing L-1011 which was observed at 20:09 UTC on 26 September 1997 at Dallas-Fort Worth (DFW) airport.24 This specific case was chosen at the recommendation of Northwest Research Associates,25 who are analyzing the NASA deployment data and are developing an AVOSS wake-vortex prediction model. Also presented are additional sensitivity experiments conducted for a wide range of ambient turbulence intensities and for a range of wake generation heights. Simulation results, including comparisons with Lidar measurements, are presented in section 3. The numerical model and initial conditions are briefly described in section 2, and the conclusions of this study are summarized in section 4.

II. The Model and Initial Conditions

The numerical model used in the present study is a three-dimensional, compressible, nonhydrostatic LES model called the Terminal Area Simulation System (TASS), which has been adapted for simulation of wake vortex interaction with the atmosphere.27 Grid-scale turbulence is explicitly computed while the effects of subgrid-scale turbulence is explicitly modeled by a conventional 1^{th}-order closure model with modifications for stratification and flow rotation. All simulations are conducted assuming rotational Reynolds numbers \( (\Gamma/\nu) \) of \( \sim 10^7 \). The numerical formulation of the TASS model is computationally efficient and essentially free of numerical diffusion.28

One feature of TASS, which enhances its ability to correctly simulate wake vortex behavior near the ground, is its formulation for the ground boundary condition. The formulation is based on Monin-Obukhov similarity theory, with the subgrid stress at the ground determined locally from the wind speed, surface roughness, and the local thermal stratification. Details of the formulation are described in the appendix.

In recent studies with the TASS model Han et al21,29 have examined wake vortex decay and the development of Crow instability within a Kolmogorov spectrum of homogeneous atmospheric turbulence. In these studies, periodic boundary conditions are imposed at all domain boundaries in order to avoid the effects of the ground. In the present study, we include the ground surface, with periodic boundary conditions only at the horizontal
boundaries. As before, preexisting resolved-scale ambient turbulence is generated prior to injecting a wake vortex pair.

**Table 1. Initial vortex parameters.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vortex spacing ($b_o$)</td>
<td>37 m</td>
</tr>
<tr>
<td>Generating height ($Z_i$)</td>
<td>14 m (0.38 $b_o$)</td>
</tr>
<tr>
<td>Vortex circulation ($\Gamma_o$)</td>
<td>390 m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>Vortex core radius</td>
<td>3 m ($b_o/12.3$)</td>
</tr>
</tbody>
</table>

The initial vortex system represents a post roll-up, wake-vortex velocity field as described in Proctor, and consists of a pair of counter-rotating vortices that have no initial variation in the axial direction. The initial vortex parameters (Table 1) are from the observed aircraft parameters for the L-1011. Note that the initial vortex elevation is less than half of initial vortex separation and is well within IGE.

**Table 2. Model domain parameters.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crossplane width</td>
<td>370 m (10 $b_o$)</td>
</tr>
<tr>
<td>Crossplane height</td>
<td>81 m (2.2 $b_o$)</td>
</tr>
<tr>
<td>Axial length</td>
<td>81 m (2.2 $b_o$)</td>
</tr>
<tr>
<td>Crossplane grid resolution</td>
<td>1.5 m ($b_o/24.7$)</td>
</tr>
<tr>
<td>Axial grid resolution</td>
<td>2.0 m</td>
</tr>
<tr>
<td>Ground roughness</td>
<td>0.1 m</td>
</tr>
</tbody>
</table>

The model domain parameters are given in Table 2. The relatively small domain size in the axial direction is assumed in order to save computing time and simplify analysis of the results. This truncated size will suppress the development of Crow instability, which has a theoretical maximum wavelength of about 8.6 $b_o$. Thus, statistically homogeneous wake vortex decay behavior is anticipated along the axial direction. The domain width of 10 $b_o$ in the crossflow direction is sufficiently large to minimize boundary influences. The domain size in the vertical direction (2.2 $b_o$) is large enough to investigate IGE, but bounds the largest resolvable turbulence eddy size, so that the effects of large turbulent eddies (such as thermals) on vortex transport are not taken into account.

**Table 3. Ambient turbulence energy dissipation rate and corresponding dimensionless turbulence intensity for the sensitivity cases (baseline case in bold).**

<table>
<thead>
<tr>
<th>$\epsilon$ (m$^2$ s$^{-3}$)</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$3.317 \times 10^8$</td>
<td>0.0014</td>
</tr>
<tr>
<td>$3.317 \times 10^5$</td>
<td>0.0638</td>
</tr>
<tr>
<td>$1.654 \times 10^3$</td>
<td>0.2349</td>
</tr>
<tr>
<td>$6.671 \times 10^3$</td>
<td>0.3739</td>
</tr>
</tbody>
</table>

The ambient temperature and velocity profiles for the selected case study are given in Figure 1. The atmosphere for this case has near-neutral stratification, with the static stability being very slightly unstable near the ground. The crossflow velocity is somewhat weak over the vertical depth of the simulation, with an average value of about 1 m/s.

**Figure 1. Initial profile of a) ambient potential temperature and b) crosswind for DFW, 26 September 1997, 20:09 UTC.**

Prior to injecting the initial wake-vortex field, the initial turbulence field is allowed to develop under an artificial external forcing of horizontal velocity at low wavenumbers. The forcing is applied along each horizontal plane using a two-dimensional Fast Fourier Transform (see references [21, 29] for other details). At the same time, the horizontal domain average temperature and velocity fields are forced to maintain their initial vertical profiles by subtracting the difference every time step. This approach allows a well-developed turbulent flow field which possess Kolmogorov's inertial subranges, and maintains the ambient temperature and wind profile. Once the turbulence is well developed, the vortex system is injected into the simulation and the external forcing is discontinued. The above approach differs from the one used in a companion paper, in which the resolved-scale ambient turbulence is grown by boundary layer forcing rather than by an artificial forcing function as in this paper.

In order to evaluate the sensitivity to environmental turbulence, ambient turbulence fields are generated for four levels of turbulence. Their associated values of turbulence energy (eddy) dissipation rate, $\epsilon$, are estimated from the well-known technique of fitting the inertial subrange of the simulated spectra. Their values and
corresponding nondimensional turbulence strengths, $\eta$, are given in Table 3. For the initial vortex parameters of this case, the range of values for $\eta$ span typical values found in the lower atmosphere which range from about 0.01 in the nighttime to about 0.3 in the daytime. The ambient turbulence field with a value of $\epsilon = 1.654 \times 10^{-3}$ $m^2 s^{-3}$ ($\eta = 0.2349$), is close to the value observed at 40 m elevation near the time of the L-1011 event. Thus, this numerical simulation can be directly compared with the Lidar wake-vortex measurements. [This case will be referred to as the baseline case.] Three-dimensional wake vortex simulations are carried out with each of the four turbulence fields identified in Table 3, with all other conditions identical. In addition to these experiments, a two-dimensional simulation is conducted with no ambient turbulence. In this experiment, the wake vortex can only decay from two-dimensional turbulence induced by the interaction of the vortex with the ground and atmosphere.

![Figure 2](image.png)

**Figure 2.** Time evolution of 5-15 m averaged circulation for: a) port vortex and b) starboard vortex.

![Figure 3](image.png)

**Figure 3.** Same as Fig. 2, but for lateral position.

### III. Numerical Results

Results from the five experiments with the conditions listed in Tables 1-3 are compared in Figures 2-4. The profiles for both starboard and port vortices are shown since the light crosswind (Fig.1) causes slight differences in their behavior. Lidar observations for the port vortices are shown for comparison (observations for the starboard vortex were unavailable). The four 3-D cases with various levels of ambient turbulence only show minor differences, and are in agreement with the Lidar data for lateral position and circulation decay. Note that the port vortex essentially stalls near the flight path and may be hazardous to other aircraft trailing close behind.

Specifically, Fig 2 shows a comparison of the average circulation (averaged over a radius between 5 and 15 m from the vortex center). A slight dip in average circulation occurs at early simulation times due to the vortex height being less than 15 m (the calculation of
circulation from the TASS data is clipped at the ground). The initially large values of average circulation from the Lidar observation are known overestimates that frequently occur during the first several seconds of measurements.\textsuperscript{32} Note from Fig. 2 that the circulation decay is quite significant, even for the very-weak ambient turbulence case ($\eta=0.0014$). However, for the 2-D case with no ambient turbulence, very little decay occurs. Therefore, it appears that some small perturbations are necessary in order to promote vortex decay within IGE, even though the rate of decay is very weakly related to the ambient level of turbulence.

The lateral positions of the vortices are shown in Fig. 3. The Port (upstream) vortex initially travels upstream then slowly drifts downstream. However, its position remains within 30 m of the flight path during most of its lifetime. All of the simulations, including the 2-D no-turbulence run, produce similar lateral profiles, which are in good agreement with the measured data. Note that the differences in lateral vortex positions for the numerical results are less than the size of scatter in the measured data.

The vertical position history of the vortices, in comparison with the observation, is shown in Figure 4. As expected, results from the two-dimensional simulation show pronounced oscillations in vortex altitude with time, indicating that significant secondary vortices are orbiting around the primary vortices. These oscillations are more significant for the starboard vortex than for the port vortex, since the secondary vortices around starboard vortex have the same sign vorticity to that induced by the ambient crosswind close to the ground. For the numerical simulations with strong turbulence (e.g., the cases with $\eta=0.2349$, and $\eta=0.3739$), however, the vertical oscillations in vortex positions are much less significant due to dissipation of the secondary vortices by the ambient turbulence. It appears that the vertical movement of the vortices is only weakly sensitive to the level of resolvable-scale turbulence. For example, the maximum difference between simulations for vortex height is only about 10 m, as is true for the maximum difference in lateral vortex position. On the other hand, while the observed vortex appears to descend slowly with time, those in the numerical simulations descend initially and then continuously rise almost to the end of simulation time. This discrepancy between observations and numerical results could be caused by the following possibilities: (1) the vortices are embedded in a large-scale downdraft (sinking air surrounding the thermals), note that the case was observed during the early afternoon; (2) the initial profile did not capture the crosswind shear that was local to the actual wake vortex (the gradient in vertical shear can effect the vortex sink rate\textsuperscript{4}); (3) the roll-up process is more complex when in ground effect; (4) consequences due to loss-of-lift from the landing aircraft (touchdown occurs near the observing site) or (5) the Lidar observed height is incorrect. The sinking of the wake vortex with a lack of rebound was unexpected, and for this reason, this case was selected for examination. Several other cases observed near this time, showed a vertical trajectory similar to that of the simulations; i.e., rising motion with the vortex approaching a maximum height between $V_{z bo}$ to $V_z b_o$;\textsuperscript{24} although according to Delisi\textsuperscript{33} several of the vortices from the DFW IGE cases (one-third to one half) did not appear to rise and remained close to the ground. However, we are unable to determine from our numerical experiments why the observed vortex remained very close to the ground for this event.

Figure 5 shows the time evolution of the axial vorticity field for the baseline case. Note that the magnitude of axial vorticity decreases with time, and by
At \( t = 77 \text{ s} \), the starboard vortex has become almost indistinguishable from the background turbulence. Opposite sign vorticity is generated immediately after initiation by the surface stress at the ground, but the vorticity centers of the secondary vortices are difficult to distinguish from the background turbulence. Figures 6 and 7 show the evolution of the radial profiles for circulation and vorticity for the port vortex. Note that as the vortex decays with time, most of the vorticity remains confined to within a 5 m radius, and that the circulation maintains a more or less uniform radial profile as it decreases with time. However, at larger radii the profile of circulation rapidly diminishes with radius due to contact with the ground. We suspect that turbulence is intensified within this region by Rayleigh instability, and becomes quite efficient in transferring vorticity away from the vortex core.

\textbf{Sensitivity to Height of Vortex Generation}

Three additional experiments are conducted with the height of vortex initiation, \( Z = 2.5 b_o, 3.7 b_o, \) and \( 18.5 b_o \) (or equivalently 92.5 m, 37 m, and 18.5 m, respectively). The initial and domain parameters are, otherwise, the same as the previous cases (Tables 1 and 2), except that the crossplane domain width is 9.1 \( b_o \) and the crossplane domain height is 3.9 \( b_o \). In order to isolate and easily detect any influences due to the ground, a neutral stratification, a zero mean ambient crosswind, and a somewhat weak ambient turbulence field (\( \eta = 0.091 \)) are assumed. For comparison and ascertaining the influence of the ground, an additional simulation is conducted which assumes periodic bottom and top boundaries -- and hence, excludes any ground effect.

A comparison of the results (Figs. 7-10) show that the ground can influence the descent rates of vortices at altitudes up to 2.5 \( b_o \); but the 5-10 m averaged circulation is not affected until after the vortex first descends (or initiated) below \(-0.6 b_o \). The results indicate that enhanced decay from ground-effect begins 5-10 seconds after the vortices descend to their minimum height. After which time, the enhanced rate of decay continues, even as the vortices ascend.

For NGE, these results suggest that the descent rate of vortices may be reduced by the influence of the subsurface vortex images, rather than by a reduction in the average circulation from the ground effect. Vortex decay at these altitudes is primarily influenced by stratification and ambient turbulence.

For IGE, the decay of average circulation is greatly enhanced following the descent of the vortices to their minimum altitude. Beyond this time, the decay process is dominated by the ground interaction, and ambient turbulence has only a secondary influence. However, the ambient turbulence may play a role in reducing the amplitude of the vortex rebound. The amplitude of vortex rebound appears less than in other numerical experiments (cf. Schiling, Zheng and Ash, and Corjon and Poinso).
The sensitivity of this parameter is evaluated by re-running the baseline case with $z_0$ decreased by an order of magnitude.

Figure 6. Radial distribution of circulation for the port vortex of the baseline case at $T^*=0$, 1, and 3 ($t = 0$, 22, and 66 s). The ground is at radius of 14, 19, and 25 m for the three respective times.

Figure 7. Same as Fig. 6, but for azimuthal-averaged vorticity.

The comparisons in Fig. 11 show that the results are weakly affected by an order-magnitude reduction in $z_0$. However, the results do indicate that a smoother ground weakens the rate of decay and dampens the amplitude of the rebound. A smaller surface roughness could not explain the relatively low vortex trajectory as observed by Lidar for this case.

IV. Summary and Conclusions

A study of wake vortices initialized "in-ground effect," has been performed using a validated LES model. The study is performed with the following limiting assumptions: 1) Crow linking is suppressed due to the truncated axial length of the domain; 2) a simple, post roll-up vortex system is assumed for the initial conditions; 3) the wake vortices are of infinite length; 4) the ambient turbulence is horizontally homogeneous, with the largest scales restricted to the size of the model domain; and 5) the ground is flat with a uniform roughness. The numerical model used in this study differs from that in many previous investigations, in that: 1) time-dependent computations are carried out in three-dimensional space, 2) the computations are LES and at high Reynolds number, 3) realistic surface-stress and subgrid turbulence-closure formulations are assumed, 4) the numerical model has a compressible, non-Boussinesq formulation and a meteorological framework, 5) the model has been validated for real cases, and 6) the numerical formulation is stable, efficient, accurate, and essentially free of numerical diffusion.

Simulations with the three-dimensional LES and with environmental turbulence show strong decay of the vortex average circulation, which agrees very well with the observations, while a two-dimensional simulation without resolvable-scale ambient turbulence largely underestimates the observed rate of decay. For the 3-D cases, the circulation decay appears only weakly sensitive to ambient turbulence levels. The implication for IGE vortex predictions is that crude approximations of ambient turbulence level may be adequate for prediction of circulation decay.

Our LES results also indicate that the lateral and vertical transport of wake vortices is weakly influenced by ambient turbulence, and even a two-dimensional simulation may give good prediction of vortex transport behavior. This conclusion is premised on the absence of large eddy sizes, which can add uncertainty to the vortex trajectory prediction. The IGE numerical results do show good agreement with the measured data, except for the vortex altitude, which remained very close to the ground in the observed case. Some uncertainties in vortex position data near the ground might be caused by either measurement error or effects from the unresolved features of the large-scale atmospheric flow. The primary conclusions of this study are:
1. Wake vortex transport can be influenced by the ground at altitudes up to \(2.5 \, b_o\).

2. Decay of the 5-15 m average circulation is directly influenced by the ground following the initial descent below \(0.6 \, b_o\). The rate of decay becomes greatly enhanced several seconds after the vortex first reaches its minimum altitude; but prior to this time, the rate of decay is not affected by the ground.

3. Only a weak relation exists between the intensity of ambient turbulence and rate of decay during IGE.

4. An increase in the surface roughness (and a corresponding increase in surface stress) acts to increase the rate of decay and increase the rebound height of the vortex.

5. Free slip conditions at the ground are inappropriate for models developed for IGE. Viscous stresses reduce the velocity near the surface and act to decouple the primary vortices from their sub-ground images. Ignoring this effect will result in unrealistic divergence of the vortex pairs.

Figure 8. *Time evolution of a) 5-15 m averaged circulation, and b) vortex altitude, for simulation with vortex initiated at \(Z_i=2.5 \, b_o\). The dashed line represents simulation without ground effect.*

Figure 9. *Same as Fig. 8, but for simulation with wake initiated at \(Z_i= b_o\).*
Figure 10. Same as Fig. 8, but for simulation with wake initiated at \( Z_i = 0.5 b_0 \).
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Appendix

Formulation for Surface Stress

The following formulation for surface stress was developed during an earlier NASA program and was originally applied to numerical studies of low-level wind shear. This formulation has been used in our wake vortex studies and is applicable to phenomenon having turbulent flow with strong local variations. [Other options for ground boundary conditions are available in TASS, but are not used in our wake vortex simulations.]
The surface stress formulation is used with a nonslip boundary condition for velocity and a constant flux boundary condition for temperature and vapor. The subgrid stress at the ground \((z=0)\) is computed locally according to:

\[
\tau_{uG} = \begin{cases} 
\text{Max}[\tau^*_u, \bar{\tau}_u(h_1)], & U(h_1) > 0 \\
\text{Min}[\tau^*_u, \bar{\tau}_u(h_1)], & U(h_1) \leq 0
\end{cases}
\]

where,

\[
\tau^*_u = \bar{\tau}_u(h_1) + h_1 \frac{\bar{\tau}_u(h_2) - \bar{\tau}_u(h_1)}{h_2 - h_1},
\]

and where, \(\bar{\tau}_u\) is the subgrid stress at the ground for the \(U\)-component of horizontal velocity, \(U(h_1)\) and \(U(h_2)\) are the \(U\)-components at the first and second grid level above the ground, and \(h_1\) and \(h_2\) are the heights of the respective grid level.

In the above formulation, the local turbulence stresses at levels \(h_1\) and \(h_2\) are averaged horizontally over nine grid points. They are diagnosed as:

\[
\tau_u(h) = \frac{\rho U(h) \bar{V}(h) k^2}{(\ln(h - z_o) - \Psi(h - z_o) L)^2}
\]

where \(k\) is von Karmen's constant (=0.4), \(\bar{V}\) is the speed of the velocity vector, and \(\Psi\) is a nondimensional stability parameter. The Monin-Obukhov (MO) length, \(L\), is determined from the local Richardson number.

The stability parameter can be derived from the MO nondimensional shear functions presented in Hogstrom\(^37\), for stable stratification \((L>0)\):

\[
\Psi(x) = -5.3 x
\]

and for unstable stratification \((L<0)\):

\[
\Psi(x) = 2 \ln\left(\frac{1+1.19x}{1.19}\right) + \ln\left(\frac{1+1.19x}{1.19}\right)^2 - 2 \tan^{-1}(1.19x)^{1/4} + \pi/2
\]

where \(x = (h - z_o) / L\).

The above stability function for unstable stratification is approximated in a more computationally efficient form as:

\[
\Psi(x) = -0.0627x^3 - 0.6067x^2 - 2.1689x \cdot 3.5874x^2 - 3.1536x
\]

for \(0<x<3.5\).

The surface stress for the \(V\)-component of horizontal velocity is computed in a similar fashion.

In the above formulation, the turbulence stress at the ground is a function of time and space. Note that either a decrease in the surface roughness, \(z_o\), or an increase in stable stratification reduces the surface stress. Also, for either neutral stratification or strongly sheared flow, that \(\Psi=0\), and the surface stress depends only on the wind speed and \(z_o\).

The above formulation was tested in a three-dimensional simulation of a thunderstorm downburst. The numerical simulation was set-up similar to the two-dimensional microburst simulations in Proctor.\(^38\) Strong outflow is generated near the ground as the downdraft impinges upon the surface. An underestimate of the modeled surface stress will result in the outflow maximum being too close to the surface, while an overestimate will displace the maximum too high. Results from the numerical simulation are shown in Figures A1 and A2.

A vertical profile of the local outflow velocity is show in Figure A1. The profile is chosen at the outflow maximum and is compared with a field measurement and a laboratory wall jet. Following Bakke\(^9\), the outflow velocity is normalized by its peak speed and the altitude is normalized by the half-velocity height. Note that the nondimensional profiles are in good agreement, showing the peak velocity at an elevation near 0.25.

![Normalized Vertical Profile of Microburst Outflow](image)

Figure A1. Nondimensional vertical profile of downdraft outflow. Comparison of 3-D TASS with surface stress formulation with laboratory experiment\(^9\) and a radar field measurement\(^9\).

In Fig. A2, the profile shows the outflow boundary layer is resolved by 4 grid points and the velocity profile exhibits a log variation with altitude. The intercept for \(U = 0\) occurs at \(z = 1m\) which agrees with the input
value assumed for $z_0$. The above comparisons lend support to the suitability of the stress formulation.

A comparison of the time history for the lateral vortex position is shown in Figure A3. For the free-slip condition, the vortices rapidly diverge with the port vortex moving significantly upstream. For the simulation with the surface-stress formulation, the port and starboard vortices separate more slowly. Also, the port vortex moves little and shows good agreement with the location observed with Lidar. Vortex rebound does not occur with the free slip condition but does occur with the surfaces stress formulation. These experiments show that turbulence stress acting at the ground significantly affects lateral transport. The proper effects from surface stress should be included within any successful IGE prediction model.

Free-slip vs Surface Stress Boundary Condition

The effects of the surface-stress formulation in comparison with a free-slip condition are evaluated for an IGE case in this section. Two experiments, one for each boundary condition, are conducted with the 2-D version of TASS. The experiments assume no ambient turbulence and a constant grid size of 0.5m, with other parameters as defined for the baseline case described in section 2.

Figure A2. Log-linear plot of altitude vs outflow speed for TASS simulation. Dots represent the vertical location of the grid points. The profile is chosen within the radius peak outflow.

Figure A3. Comparison of lateral time history for IGE 2-D simulations; results from free-slip (dashed) vs surface stress formulation (solid). Observed locations for the port vortex given by symbols.
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Abstract

Numerical simulations are carried out with a three-dimensional Large-Eddy Simulation (LES) model to explore the sensitivity of vortex decay and transport in ground effect (IGE). The vortex decay rates are found to be strongly enhanced following maximum descent into ground effect. The nondimensional decay rate is found to be insensitive to the initial values of circulation, height, and vortex separation. The information gained from these simulations is used to construct a simple decay relationship. This relationship compares well with observed data from an IGE case study. Similarly, a relationship for lateral drift due to ground effect is constructed from the LES data. In the second part of this paper, vortex linking with the ground is investigated. Our numerical simulations of wake vortices for IGE show that a vortex may link with its image beneath the ground, if the intensity of the ambient turbulence is moderate to high. This linking with the ground (which is observed in real cases) gives the appearance of a vortex tube that bends to become vertically oriented and which terminates at the ground. From the simulations conducted, the linking time for IGE appears to be similar to the linking time for vortices in the free atmosphere; i.e., a function of ambient turbulence intensity.

Nomenclature

\begin{align*}
B & \quad \text{aircraft wing span} \\
b_o & \quad \text{initial vortex separation} = \pi B/4 \\
g & \quad \text{acceleration due to gravity} \\
L_x, L_y & \quad \text{domain length in x and y directions, respectively} \\
L_z & \quad \text{domain depth} \\
M & \quad \text{mass of generating aircraft} \\
r & \quad \text{radius from vortex center} \\
r_c & \quad \text{radius of peak tangential velocity} \\
t & \quad \text{time coordinate} \\
T & \quad \text{nondimensional time} = t v_o/b_o \\
T_G & \quad \text{T at } z = z_{\text{min}} \\
v_a & \quad \text{airspeed of generating aircraft} \\
v_o & \quad \text{initial vortex descent velocity} = \Gamma/(2 \pi b_o) \\
x & \quad \text{horizontal coordinate along flight path} \\
y & \quad \text{horizontal coordinate lateral to flight path} \\
Y & \quad \text{nondimensional lateral coordinate} = y/b_o \\
z & \quad \text{vertical coordinate} \\
z_{\text{min}} & \quad \text{minimum altitude achieved during vortex descent} \\
Z & \quad \text{initial height above ground of wake vortex} \\
\Gamma & \quad \text{vortex circulation} \\
\Gamma_0 & \quad \text{initial vortex circulation} = M g/(b_o \rho v_a) \\
\rho & \quad \text{air density} \\
\epsilon & \quad \text{ambient turbulence (eddy) dissipation rate} \\
\zeta_x & \quad \text{x-component of vorticity} \\
\nu & \quad \text{kinematic viscosity} \\
\eta & \quad \text{nondimensional eddy dissipation} = (\epsilon b_o)^{1/3} v_o^{-1}
\end{align*}
I. Introduction

Aircraft wake vortices are formed when vorticity generated by lift rolls up into two primary trailing vortices. The two vortices have a characteristic initial separation, \( b_o \), which is proportional to the wingspan of the generating aircraft. The wake vortices are considered to be "in ground effect" (IGE) when located within one initial separation of the ground (i.e., \( z < b_o \)). The prediction for the location and intensity of these vortices is important for systems that are to manage safe aircraft spacings.

The complex influence of the ground on wake vortex behavior has been the focus of numerous investigations, including the observations by Harvey and Perry, Hallock, Kopp, Hallock and Burnham, Burhnam and Hallock, and Rudis et al., as well as the numerical studies by Schilling, Robins and Delisi, Zheng and Ash, Corjon and Poinsot, Corjon and Stoessel, and Proctor and Han. Qualitative understanding of basic vortex transport mechanisms for IGE is known, but quantitative relationships are needed. Wake vortex decay is known to be enhanced by proximity to the ground, but much is to be learned about this behavior.

Three-dimensional instability of wake vortices near the ground is largely unexplored. Lateral linking of the vortex pair associated with Crow instability should be less likely due to the increased separation forced by the ground's presence. Ground linking -- the linking of a vortex with its image vortex beneath the ground plane -- has been observed, but thought to be rare. Linking instabilities can increase the uncertainty of a vortex's position and may affect the vortex decay rate as well.

Semi-empirical vortex prediction algorithms have been developed by Robins et al. that include the ground's influence on lateral separation and vortex rebound. Similar algorithms have been incorporated within NASA's Aircraft Vortex Spacing System (AVOSS). Improved accuracy of these prediction algorithms depend on the better understanding of vortex transport and decay near the ground. Numerical experiments with a Large Eddy Simulation (LES) model are being conducted in order to provide guidance for the enhancement of these prediction algorithms.

This paper is a continuation of the three-dimensional LES study described in Proctor and Han, with further focus on vortex decay within IGE. In Proctor and Han, we investigated the sensitivity over a wide range of ambient turbulence levels of a wake vortex for a landing L-1011 that was observed on 26 September 1997 at Dallas-Fort Worth (DFW) airport. The simulations showed only a weak sensitivity to the level of ambient turbulence, and were in very-good agreement with Lidar-derived observations. The results indicated that enhanced decay from ground effect begins a few seconds after the vortices descend to their minimum height, with vortex decay prior to these times being primarily influenced by stratification and ambient turbulence. The study also found that vertical oscillations associated with vortex rebound were less prominent for higher levels of ambient turbulence, since the secondary vortices were more likely to be diminished by the stronger turbulence. Also addressed was the influence of ground stress on wake vortex transport. The study determined that viscous stress reduced the velocity near the ground and acted to decouple the primary vortices from their sub-ground images. If ground stress was ignored, unrealistic divergence of the vortex pairs ensued. The study, did not address Crow instability, or similar linking instabilities.

### Table 1. Salient Characteristics of TASS

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>TASS Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primitive equation</td>
<td>non-Boussinesq equation set Time-dependent, nonhydrostatic, compressible.</td>
</tr>
<tr>
<td>Meteorological framework</td>
<td>with option for either three-dimensional or two-dimensional simulations.</td>
</tr>
<tr>
<td>Large Eddy Simulation model</td>
<td>1st-order subgrid scale turbulence closure Grid-scale turbulence explicitly computed, while effects of subgrid-scale turbulence modeled by Smagorinsky model with modifications for stratification and flow rotation.</td>
</tr>
<tr>
<td>Ground stress based on</td>
<td>Monin-Obukhov Similarity theory.</td>
</tr>
<tr>
<td>Optional boundary conditions</td>
<td>open conditions utilizes mass-conservative, nonreflective radiation boundary scheme.</td>
</tr>
<tr>
<td>Explicit numerical schemes, quadratic conservative, time-split compressible-- accurate as well as highly efficient, and essentially free of numerical diffusion.</td>
<td></td>
</tr>
<tr>
<td>Space derivatives computed on Arakawa C-grid staggered mesh with 4th-order accuracy for convective terms.</td>
<td></td>
</tr>
<tr>
<td>Prognostic equations for vapor and atmospheric water substance (e.g. cloud droplets, rain, snow, hail, ice crystals). Large set of microphysical-parameterization models.</td>
<td></td>
</tr>
<tr>
<td>Model applicable to mesoγ and microscale atmospheric phenomenon. Initialization modules for simulation of convective storms, microbursts, atmospheric boundary layers, turbulence, and aircraft wake vortices.</td>
<td></td>
</tr>
</tbody>
</table>
since the assumed domain had a limited axial depth. In the present paper, we address the sensitivity of vortex decay for IGE, by conducting LES of wake vortices with different initial heights, separations and circulations. The results are normalized and a simple analytical representation for IGE decay is given. Similarly, a simple model based on the LES results is proposed for lateral drift due to ground effect. In the second part of this paper, we examine the occurrence of ground linking and its sensitivity to ambient turbulence.

II. The Model and Initial Conditions

The numerical model used in this study is a three-dimensional LES model called the Terminal Area Simulation System (TASS), which has been adapted for simulation of wake vortex interaction with the atmosphere. The numerical model used in this study differs from that in many previous investigations, in that: 1) time-dependent computations are carried out in three-dimensional space, 2) the formulation is essentially free of numerical diffusion, 3) the computations are LES and at high Reynolds number, 4) the experiments are initialized with realistic turbulence fields, and 5) realistic surface-stress and subgrid turbulence-closure formulations are assumed. Salient characteristics of TASS are listed in Table 1.

Model Equations

The TASS model contains a prognostic equation set for momentum, temperature and pressure, and employs a compressible time-split formulation. Omitting moisture and coriolis terms (which are not used in these simulations), the TASS equation set in standard tensor notation is as follows:

\[
\begin{align*}
\frac{\partial u_i}{\partial t} + \frac{\partial}{\partial x_j} \left[ \rho_0 u_i u_j \right] &= - \frac{\partial p}{\partial x_j} + \frac{\partial}{\partial x_j} \left( \rho_0 \frac{\partial u_i}{\partial x_j} \right) + \frac{\partial}{\partial x_j} \left( \rho_0 g (H - 1) \delta_{ij} \right) \\
\frac{1}{\rho_0} \frac{\partial}{\partial x_j} \left( \rho_0 K_M \left[ \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \frac{\partial}{\partial x_k} \delta_{ij} \right] \right) &= \frac{\partial}{\partial x_j} \left( \frac{1}{\rho_0} \frac{\partial}{\partial x_j} \rho_0 \frac{\partial u_i}{\partial x_j} \right) \\
\frac{\partial}{\partial x_j} \left( \rho_0 C_p \frac{\partial u_j}{\partial x_j} \right) &= \rho_0 g u_j \delta_{j3} \\
\end{align*}
\]

**Thermodynamic Equation (Potential Temperature):**

\[
\frac{\partial \theta}{\partial t} = \frac{1}{\rho_0} \frac{\partial}{\partial x_j} \left( \rho_0 \frac{\partial u_j}{\partial x_j} + \theta \frac{\partial}{\partial x_j} \rho_0 u_j \right) + \frac{1}{\rho_0} \frac{\partial}{\partial x_j} \left[ \rho_0 K_M \frac{\partial \theta}{\partial x_j} \right]
\]

with the Potential Temperature defined as:

\[
\theta = \tau \left( \frac{P_{\infty}}{P} \right) c_v
\]

In the above equations, \( u_i \) is the tensor component of velocity, \( \tau \) is time, \( p \) is deviation from atmospheric pressure \( P \), \( \tau \) is atmospheric temperature, \( \rho \) is the air density, \( C_p \) and \( C_v \) are the specific heats of air at constant pressure and volume, \( g \) is the earth's gravitational acceleration, \( R_g \) is the gas constant for dry air, \( P_{\infty} \) is a constant equivalent to 1000 millibars (10^5 pascals) of pressure. Environmental state variables, e.g., \( \rho_0 \), \( P_0 \) and \( \theta_0 \), are defined from the initial input sounding and are functions of height only.

A modified Smagorinsky first-order closure is used for the subgrid eddy viscosity as:

\[
K_M = l_s^2 \left[ \frac{\partial u_i}{\partial x_j} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{2}{3} \frac{\partial u_k}{\partial x_k} \right] \frac{\partial}{\partial x_j} \left( \frac{1}{\rho_0} \frac{\partial}{\partial x_j} \rho_0 \frac{\partial u_i}{\partial x_j} \right)
\]

\[
x \sqrt{1 - \alpha_1 R i_s - \alpha_2 R i_r}
\]

The subgrid eddy viscosity for momentum, \( K_M \), is modified by the Richardson numbers, for stratification, \( R_i_s \), and for flow rotation, \( R_i_r \), with \( \alpha_1 = 3 \) and \( \alpha_2 = 1.5 \).

The subgrid length scale, \( l_s \), is determined from the grid volume and is matched to the appropriate length scale close to the ground where the flow is under-resolved. That is:

\[
l_s = \left[ \frac{\alpha \Delta}{l + (\alpha \Delta/k) z} \right]^{\frac{m}{m-1}} \frac{\alpha \Delta/k}{z > \Delta z/2}
\]

where \( \Delta \) is von Karman's constant, and where \( m \) and \( \alpha \) are invariant constants with values defined as \( m = 3 \) and \( \alpha = 0.15 \). The filter width is based on the minimal resolvable scale:

\[
\Delta = \left[ 2 \Delta x \Delta y \Delta z \right]^{1/3}
\]
where $\Delta x$, $\Delta y$, and $\Delta z$ are the numerical grid sizes in the respective x, y, z direction.

The ground boundary is impermeable with nonslip velocity specifications. The surface stress due to the ground is determined locally from the wind speed, surface roughness, and the local thermal stratification. Details of the surface formulation are in the appendix of reference [13].

**Turbulence Initialization**

Prior to vortex initialization, an initial field of resolved-scale turbulence is allowed to develop under an artificial external forcing at low wavenumbers. The approach is similar to that in recent studies with TASS, where wake vortex decay and the development of Crow instability is examined within a Kolmogorov's spectrum of homogeneous turbulence (Han et al.). The method, however, is slightly different for the present study, due to the inclusion of the ground. Since periodic boundary conditions are assumed only at the horizontal boundaries, the turbulence forcing is applied only to horizontal velocity over each horizontal plane. Nevertheless, the influence of the horizontal two-dimensional forcing spreads quickly to the vertical direction as well as to the vertical velocity through the mass continuity.

![Figure 1. Turbulence energy spectrum at z=14 m before vortex injection. Here, subscripts 2 and 3 denote crossflow and vertical directions, respectively.](image)

Because the TASS code uses a finite difference numerical scheme, the forcing is achieved by performing, first, a two-dimensional fast Fourier transform (FFT) at every large time step, then adding a constant amplitude to all the modes with integer wavenumbers whose magnitude is less than 3.0, and finally, performing an inverse FFT back to the physical space. At the same time, the horizontal domain average temperature and velocity fields are forced to maintain their initial vertical profiles by subtracting the difference every time step. Due to subgrid dissipation, the simulation can reach a statistically steady state, in the sense that the mean turbulence kinetic energy oscillates in time around a constant value.

Figure 1 shows a one-dimensional energy spectrum with a $-5/3$ slope of Kolmogorov's spectrum when the turbulent flow field has achieved a statistically steady state. Figure 1 indicates that our approach can produce a well-developed turbulent flow field that possesses Kolmogorov's inertial subrange. The eddy dissipation rate $e$ is estimated from the well-known technique of fitting Kolmogorov's theoretical spectrum in the inertial subrange to the simulated spectra.

**Vortex Initialization**

The initial wake vortex field is specified with a simple vortex system that is representative of the post roll-up, wake-vortex velocity field. The vortex system is initialized with the superposition of two counter-rotating vortices that have no initial variation in the axial direction. The tangential velocity, $V$, associated with each vortex, is determined from:

$$V(r) = \frac{\Gamma_0}{2\pi r} \left[ 1 - \exp \left( -10 \left( \frac{r}{B} \right)^{0.75} \right) \right]$$

where, $r$ is the radius from the center of the vortex, $\Gamma_0$ the circulation at $r >> r_c$, and $B$ is the span of the generating aircraft. The above formula is based on Lidar observations of wake vortices measured early in their evolution. The model is applied only at $r > r_c$ and is matched with a Lamb model profile for $r < r_c$. The values assumed for initial vortex separation and circulation are derived from an aircraft's weight, span, and airspeed according to conventional formula based on elliptical loading; i.e., $b_o = \pi B/4$, and $\Gamma_0 = 4Mg/(\pi BpV_o)$. Appropriate vortex image conditions are applied to the initial wake field to ensure consistency and mass continuity at the TASS model boundaries.

Except when otherwise noted, the initial vortex parameters (table 2) are taken from the observed aircraft parameters for the L-1011, as was used in Proctor and Han. All simulations are conducted with dimensional variables and assume turbulent flow with a rotational Reynolds number ($\Gamma_0/\nu$) of $10^7$. 
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Table 2. Initial vortex parameters (baseline).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vortex spacing (bo)</td>
<td>37 m</td>
</tr>
<tr>
<td>Generating height (Z,)</td>
<td>16 m (0.432 bo)</td>
</tr>
<tr>
<td>Vortex circulation (Γ₀)</td>
<td>390 m² s⁻¹</td>
</tr>
<tr>
<td>Vortex core radius</td>
<td>3 m (bo/12.3)</td>
</tr>
</tbody>
</table>

Model Domain Parameters

Two domain sizes are used for the experiments in this paper. A short domain, which has been truncated in the x-direction (Lₓ, Lᵧ, Lz = 81 m, 370 m, 81 m), and a long domain (Lₓ, Lᵧ, Lz = 451 m, 337 m, 81 m). For an assumed initial vortex separation of bo=37 m, this would translate into: (2.2 x 10 x 2.2) bo for the short domain and (12.2 x 9.1 x 2.2) bo for the long domain. Both long and short domains are resolved by the grid sizes listed in table 3.

Table 3. Grid Resolution.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical resolution (Δz)</td>
<td>1.5 m</td>
</tr>
<tr>
<td>Lateral resolution (Δy)</td>
<td>1.5 m</td>
</tr>
<tr>
<td>Axial resolution (Δx)</td>
<td>2.0 m</td>
</tr>
</tbody>
</table>

The advantage of the short domain is that it allows economical calculations of vortex behavior and simplifies the analysis of results. The longer domain, however, is less likely to hinder three-dimensional linking instabilities. A comparison of results from the two domain sizes is shown in the appendix.

Determination of Vortex Position and Circulation

Based on the vortex position in each crossflow plain, circulation is computed for each crossflow plane according to:

Γᵣ(x) = ∫∫ r x dydz

The circulation is not computed for any plane where the vorticity vector is beyond 30° of the x-axis.

A 5-15 meter averaged-circulation, is computed according to:

Γ_avg = ∫ₐᵇ ∫₀⁻¹ Γᵣ dr ÷ dr

where a=5 m, and b = 15 m. The 5-15 m average circulation is chosen to characterize the intensity of the vortex, since it quantifies the hazard faced by an encountering aircraft 3°31

A mean average circulation is reported for each time interval by computing a mean of the circulations from each crossflow plane:

Γ_avg = 1/N ∑ᵣ i=1 Γᵣ

Similarly, a mean vortex position is reported for each time interval by averaging the positions from each crossflow plane.

III. IGE Sensitivity

Three sets of experiments are conducted in order to determine the sensitivity of vortex decay within IGE. The short domain is assumed which will inhibit the occurrence of linking instabilities. All of the simulations assume neutral stratification, no mean ambient winds, and an ambient turbulence dissipation rate of e =9.6 x 10⁻⁵ m² s⁻¹. Other initial conditions for the simulations are listed in tables 2 and 3.

Sensitivity to Initialization Height

Five experiments are conducted for a vortex initialization height (Zᵢ) of: 0.32 bo, 0.5 bo, 0.65 bo, 0.84 bo, and 1.0 bo. Comparisons of the experiments are shown in Fig. 2 as function of nondimensional time. Note that the time coordinate for each experiment is offset by the time of maximum descent into ground effect; i.e., by Tₒ=T(zᵢ). The curves for normalized 5-15 m average circulation, as well as the normalized lateral positions tend to collapse, once the offset time Tₒ is accounted for. As also shown in our previous study, vortex decay is significantly enhanced following maximum penetration into IGE. In addition, these results show the decay rate to be more or less independent of the vortex initial height, with the enhanced level of decay beginning roughly 0.25 nondimensional time units following Tₒ.

A formula for the decay of average circulation can be obtained from these results as

Γ/Γ₀₀ = Exp{ -2(T - Tₒₒ )²/₅ } (1)

where Tₒₒ = Tₒ + 0.25 (i.e., 0.25 nondimensional time units following the time of maximum penetration into ground effect), and Γ₀₀ is the circulation at nondimensional time Tₒₒ. The above formula is independent of ambient turbulence and can only be applied for T > Tₒₒ + 0.25.

Differentiating the above gives the rate of decay as:
\[
\frac{1}{\Gamma_{oo}} \frac{d\Gamma}{dT} = -\frac{4}{15(T-\Gamma_{oo})^{1/3}} \exp\left(\frac{-2(T-\Gamma_{oo})^{2/3}}{5}\right)
\]

A plot of the curve from Eq. 1 is shown also in Fig. 2c and agrees very well with the LES results.

An empirical relationship for lateral spread within IGE can be determined from the LES results as well. The vortices, which start at a lateral distance from the flight path of \( y = \pm \frac{1}{2}b_o \), diverge lateral with time due to the influence of the ground. Figure 2b indicates (in the absence of crosswind) that the vortices asymptote toward \( y = 2b_o \); approaching a maximum separation of about \( 4b_o \). Based on these results, an empirical relationship for vortex drift due to ground effect is:

\[
Y = 1.385 \left( T - T_G \right)^{0.227} \quad \text{for} \quad T > T_G + 0.25 \quad (2)
\]

where \( Y \) is the normalized lateral position from the flight path. The vortex separation, \( b = 2b_o \), also can be predicted for IGE with Eq. 2. A plot of the curve from Eq. 2 is compared with LES data in Fig. 2b.

The lateral drift rate can be determined by differentiating (2) giving:

\[
V_G = \frac{dY}{dT} = 0.3173 \left( T - T_G \right)^{-0.773} \quad \text{for} \quad T > T_G + 0.25
\]

where \( V_G \) is the nondimensional velocity for lateral drift due to ground effect (this velocity can be made dimensional by multiplying by the initial vortex sink rate, \( \Gamma_o \)).

**Sensitivity to Initial Vortex Spacing**

In order to further evaluate the sensitivity of our results and test the validity of Eq. 1, three additional experiments are conducted, which assume different initial vortex spacings \( (b_o) \) as listed in Table 4. An initial circulation of \( 400 \, \text{m}^2 \, \text{s}^{-1} \) and an initial height of \( Z_o = 0.432 \, b_o \) is assumed for each experiment. Values for \( Z_o \) and nondimensional turbulence dissipation are slightly different in these experiments due to the variation in \( b_o \).

**Table 4.** Initial vortex separation \( (b_o) \) and corresponding initial altitude \( (Z_o) \) and dimensionless turbulence intensity \( (\eta) \) for sensitivity to initial vortex spacing cases.

<table>
<thead>
<tr>
<th>( b_o ) (m)</th>
<th>( Z_o ) (m)</th>
<th>( \eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>13</td>
<td>0.0671</td>
</tr>
<tr>
<td>37</td>
<td>16</td>
<td>0.0897</td>
</tr>
<tr>
<td>49</td>
<td>21.2</td>
<td>0.1291</td>
</tr>
</tbody>
</table>

**Figure 2.** Sensitivity to vortex initiation height. Nondimensional height \( (a) \), nondimensional lateral position \( (b) \), and nondimensional 5-15 m average circulation \( (c) \) vs nondimensional time. "Decay model" in (C) from Eq. 1 and "Curve fit" in (B) from Eq. 2.
Figure 3. Same as Fig. 2, but for sensitivity to initial vortex spacing.

Figure 4. Same as Fig. 2, but for sensitivity to initial vortex circulation.
The results presented in Fig. 3 show that the curves again collapse to a similar value when normalized, and that the proposed formulas for IGE decay and lateral drift are in excellent agreement with the LES results. Enhanced levels of decay due to IGE begin at \( T=0.5 \) (which is \( \Theta_\text{o}+0.25 \)) for all three cases.

### Sensitivity to Initial Circulation

In the third set of experiments, five simulations with different initial circulations are conducted (Table 5). All else is assumed equal, with \( \eta \) being different due to its dependency on \( \Gamma_\text{r} \).

Again, the curves collapse with a tight spread (Fig. 4), and the proposed IGE decay and drift formulas are in excellent agreement with LES results.

<table>
<thead>
<tr>
<th>( \Gamma_\text{r} \left( \text{m}^2/\text{s} \right) )</th>
<th>( \eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>0.1420</td>
</tr>
<tr>
<td>300</td>
<td>0.1183</td>
</tr>
<tr>
<td>350</td>
<td>0.1014</td>
</tr>
<tr>
<td>400</td>
<td>0.0887</td>
</tr>
<tr>
<td>450</td>
<td>0.0789</td>
</tr>
</tbody>
</table>

### IV. Comparison with Observed Case

In this section, the new formula for IGE decay (Eq. 1) is compared with the LES simulation for a landing L-1011, which was observed at 20:09 UTC on 26 September 1997 at Dallas-Fort Worth (DFW) airport. The input sounding for temperature and crosswind is shown in Fig. 5. The simulation is conducted with the short domain and with the parameters listed in tables 2 and 3. The simulation includes an ambient turbulence field with \( \varepsilon = 1.654 \times 10^{-3} \text{m}^2/\text{s}^3 \) (\( \eta = 0.2349 \)), which is very close to the ambient value observed at \( z=40 \text{m} \). The average circulation from both the port and starboard vortices is show in Fig. 6. The slightly faster decay for the starboard vortex may be due to the opposite sign vorticity of the ambient crosswind. Also included in Fig. 6 for comparison, is measured Lidar data for the port vortex. The LES results and Lidar data show reasonable agreement with the circulation decay given by Eq. 1.

### V. Ground Linking Experiments

In the free atmosphere, the linking process begins as the counter-rotating circulations of a vortex pair connect, producing crude vortex rings. The time at which this linking takes place is a known function of the turbulence intensity, or specifically, the eddy dissipation rate \( 2.3.3 \). The goal of the experiments in this section is to examine ground linking and any sensitivity that it may have to the level of ambient turbulence. All of the experiments assume the long domain so as to permit linking instabilities. The experiments also assume the parameters listed in tables 2 and 3, as well as the initial sounding in Fig. 5. The nondimensional turbulence strengths, \( \eta \), used in these experiments, range from 0.233 to 0.75. These values represent a typical range between moderate to very turbulent atmospheric boundary layers.
Figure 7. Time evolution within IGE of wake vortex pair for $\eta = 0.388$. Top $(x, y)$ and side $(x, z)$ view of wake vortices at increments 0.5 nondimensional time units.
Figure 8. Same as Fig. 7, but for η = 0.233.
Results from these simulations showed obvious ground linking to occur when $\eta$ exceeded 0.3 (e.g. Fig 7). For lower values of nondimensional turbulence intensity, pronounced vertical oscillations developed without obvious linking between the wake vortex and its ground image (e.g. Fig. 8). In none of the cases (which are all initiated well within IGE) did lateral linking occur. Influence of the very weak crosswind shear is unknown (see Fig. 5b), but ground linking only occurred with the port vortex.

The visualization of the simulated wake vortex as it links with the ground is shown in Fig. 7. The port vortex becomes nearly vertical as it links with the ground just after $T=2$. For comparison, a photograph of an actual ground link is shown in Fig. 9.

A ground linking factor can be defined similarly to Crow's linking parameter\(^4\) as:

\[
\beta(t) = \frac{z_{\text{max}} - z_{\text{min}}}{z_{\text{max}} + z_{\text{min}}}
\]

where $z_{\text{max}}$ and $z_{\text{min}}$ are respectively, the maximum and minimum altitude of one of the vortices. Either the port or starboard vortex may be considered linked with its ground image when the linking factor exceeds 0.85. Table 6 shows nondimensional times for $\beta$ to exceed both 0.75 and 0.85 as a function of nondimensional turbulence intensity. Also included is the linking time as predicted by Sarpkaya's\(^{17,34,35}\) re-derivation of Crow and Bate's\(^32\) theoretical formula for vortex lifespan in the free atmosphere. In our experiments, ground linking did not occur for $\eta < 0.388$, although the vertical linking parameter did grow with time. Additional experiments were carried out for larger domain sizes assuming $\eta = 0.233$, but little sensitivity was noted. Therefore, the linking time (or lack of linking) was not believed to be affected by our domain size. The influence of the crosswind shear on the suppression of linking for the lower turbulence levels is yet to be examined.

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>$T_{\beta=0.75}$</th>
<th>$T_{\beta=0.85}$</th>
<th>$T_{\text{Sarp}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.233</td>
<td>4.3</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>2.90</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>0.388</td>
<td>1.90</td>
<td>2.10</td>
<td>1.71</td>
</tr>
<tr>
<td>0.50</td>
<td>1.47</td>
<td>1.63</td>
<td>1.43</td>
</tr>
<tr>
<td>0.75</td>
<td>0.98</td>
<td>1.14</td>
<td>1.11</td>
</tr>
</tbody>
</table>

Figure 10 shows a comparison of the time to ground link with experimental data\(^33\) and theory\(^32,34\) for vortex linking in the free atmosphere. The three simulations that had ground linking are in close agreement with Sarpkaya's formula,\(^{34,35}\) even though the theory was developed for lateral vortex linking away from any ground influence.
Figure 10. Linking time vs nondimensional turbulence intensity. Time of ground linking from LES given by triangles, all other data for lateral linking (or vortex bursting) out of ground effect (OGE).

VI. Summary and Conclusions

A study of wake vortices initialized in-ground effect has been performed using a validated three-dimensional LES model. The simulations, which included environmental turbulence, show strong decay of wake vortices following maximum penetration into IGE. Wake vortex linking with its ground image was simulated for moderate to strong values of atmospheric turbulence.

The primary conclusions of this study are:

1. Wake vortex transport and decay for IGE can be nondimensionalized with conventional parameters.
2. Appropriate normalization of parameters reduces wake vortex sensitivity to initial circulation, initial separation, and generating height.
3. Vortex decay for IGE has minor sensitivity to the ambient turbulence level.
4. Based on the LES results, a formula for IGE decay is proposed. This formula, with few dependent parameters, should be easy to incorporate in wake vortex prediction models.
5. Also based on the LES results, a model for lateral drift rate due to ground effect is proposed.
6. Both the decay and drift models show very good agreement with the LES sensitivity results.
7. Ground linking is influenced by the level of ambient turbulence. Similar to lateral linking in the free atmosphere, the time to ground link is a function of the nondimensional eddy dissipation. However, ground linking did not occur for moderate to weak levels of turbulence.
8. The increased lateral separation of vortices from ground effect can suppress lateral vortex linking.

Future work needs to address the sensitivity of crosswind shear to the onset vortex linking, both in and out of ground effect.
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Appendix - Sensitivity of Domain Size

A number of experiments assume a truncated domain in the x-direction, so as to reduce computation time, inhibit crow instability and simplify analysis of the experiments. The consequence of shortening the domain is evaluated here. Two simulations are carried out with everything identical except for a short domain:

\[(L_x, L_y, L_z) = (2.2 b_o, 10 b_o, 2.2 b_o)\]

and a long domain:

\[(L_x, L_y, L_z) = (12.2 b_o, 9.1 b_o, 2.2 b_o)\]

The ambient turbulence level is assumed as \( \eta = 0.2349\) and each are resolved by the grid sizes listed in Table 3. The ambient temperature and crosswind are from profiles observed at 20:09 UTC on 26 September 1997 at DFW (Fig. 5).

Comparison of the average circulations from the two simulations with different domain sizes is shown in Fig. A-1. Lidar observations from the L-1011 port vortex are also included. A comparison of lateral positions is shown in Fig. A-2. For this case, the figures indicate little sensitivity to domain size.
Figure A-1. Time evolution of the 5-15 m averaged circulation for port vortex from short domain ($L_x=2.2b_0$) and long domain ($L_x=12.2b_0$) simulations.

Figure A-2. Same as Fig. A-1, but for lateral position of port vortex.
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Abstract
The behavior of wake vortices in a convective boundary layer is investigated using a validated large eddy simulation model. Our results show that the vortices are largely deformed due to strong turbulent eddy motion while a sinusoidal Crow instability develops. Vortex rising is found to be caused by the updrafts (thermals) during daytime convective conditions and increases with increasing nondimensional turbulence intensity $\eta$. In the downdraft region of the convective boundary layer, vortex sinking is found to be accelerated proportional to increasing $\eta$, with faster speed than that in an ideal line vortex pair in an inviscid fluid. Wake vortices are also shown to be laterally transported over a significant distance due to large turbulent eddy motion. On the other hand, the decay rate of the vortices in the convective boundary layer that increases with increasing $\eta$, is larger in the updraft region than in the downdraft region because of stronger turbulence in the updraft region.

Nomenclature

$B$ = aircraft wingspan
$b_0$ = initial vortex separation distance, $\pi B/4$
$H = $ nondimensional vortex descent distance, $(z - h_0)/b_0$
$h_0$ = initial vortex elevation
$L$ = domain size
$r$ = radial distance from vortex center
$r_c$ = initial vortex core radius
$S$ = symmetric part of $\nabla u$
$T = $ nondimensional time, $t V_0/b_0$
t = time
t*, $\omega_x, \omega_y, \omega_z$ = velocities in $x, y, z$ directions, respectively
$V_* = $ airspeed of generating aircraft
$V_0 = $ initial vortex induction speed, $\Gamma_{\infty}/(2\pi b_0)$
$W = $ aircraft weight
$\omega_s = $ convective velocity scale, $(\omega/\Theta)_{r, z}^{1/3}[(\omega/\Theta)_{r}]:$ surface heat flux
$x, y, z$ = axial, lateral, vertical space coordinate
$z_* = $ depth of convective boundary layer
$\Gamma = $ vortex circulation
$\Gamma_0 = $ initial circulation
$\Gamma_{\infty} = $ initial circulation at $r \gg r_c$, $4 W/ (\pi B \rho V_0)$
$\Delta = $ grid size
$e = $ turbulence dissipation rate
$\eta = $ nondimensional ambient turbulence intensity, $(e b_0)^{1/3}/V_0$
$\Theta = $ potential temperature
$\lambda_2 = $ the second negative eigenvalue of the symmetric tensor $S^2 + \Theta^2$
$\rho = $ air density
$\Omega = $ antisymmetric part of $\nabla u$

This paper is declared a work of the U.S. Government and is not subject to copyright protection in the United States.
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I. Introduction

NASA is developing an automated Aircraft Vortex Spacing System (AVOSS) under its Terminal Area Productivity program. This system will determine safe operating spacing between arriving and departing aircraft based on ambient weather conditions and provide a safe reduction in separation of aircraft compared to the now-existing flight rules. This system includes prediction algorithms for transport and decay of aircraft wake vortices. To develop this system, research is being focused on understanding the interaction of wake vortices with the atmosphere.

A pair of wake vortices usually descends due to their mutual induction. The vortex descent rate is reduced as the vortices decay with time due to ambient turbulence and stratification. In some cases, however, the vortices can rise. It has been shown that the vortices can either stall or be deflected upwards as they penetrate a strong crosswind shear layer which often occurs just above a developing nocturnal stable layer. Vertical winds associated with weather phenomena such as vigorous fronts, gravity waves, and thermals may also cause the vortices to rise. Rising vortices have been observed during daytime convective conditions, possibly due to strong thermals developing in the convective boundary layer (CBL). Figure 1 shows some observed vertical position histories of the vortices during typical convective conditions as taken from the Memphis Field Program.

The vortices are observed to remain on the flight level (Fig. 1a), rise (Fig. 1b), or even descend faster than an ideal line vortex pair in an inviscid fluid, for which the sinking rate is given by $dH/dT = -1$ (Fig. 1c). Numerical simulation results by Holzäpfel et al. indicate that in the CBL, some segments of the vortex pair that are placed on an updraft (thermal) area remain on or even rise up to 20 m above their initial positions. As Holzäpfel et al. pointed out, this situation can be more hazardous for reduced spacing operations due to the increased possibility of encountering stalled vortices during aircraft approach.

The CBL is typically composed of broad regions of gentle downdraft surrounding smaller regions of strong updraft (thermal). The fractional areas are about 0.4 for the updraft and 0.6 for the downdraft. Both the updraft and downdraft have horizontal scales of roughly 1.5 $z_0$, where $z_0$ is the CBL depth (of the order of 1 km). Vertical velocities in thermals can reach 5 m/s or more, although weaker updrafts of 1 to 2 m/s are more common. Therefore, one can expect a large difference in the behavior of wake vortices when they are exposed in the CBL, depending on whether they are placed on the updraft regions or the downdraft regions.

In the present study, we investigate the behavior of aircraft wake vortices in the CBL using a validated large eddy simulation (LES) model. In Sec. II, we describe the LES model and the initial conditions. In Sec. III, Figure 1: Time evolution of the observed vertical positions of the vortices during daytime convective conditions as taken from the Memphis Field Program.
we present the results from systematic numerical experiments in terms of nondimensional turbulence intensity. Finally, in Sec. IV, we summarize our results and draw some conclusions.

II. Model and Initial Conditions

The numerical model used in the present study is a three-dimensional, nonlinear, compressible, nonhydrostatic LES model, called the Terminal Area Simulation System\(^{14}\) (TASS). Numerous successful simulations of interaction of wake vortices with the atmosphere\(^{8-10,12-18}\) and some within the CBL\(^{19,20}\) have been conducted with this TASS code. In TASS-LES, grid-scale turbulence is explicitly computed while the effects of subgrid-scale turbulence are parameterized by a conventional first-order closure model with modifications for stratification and flow rotation.\(^{9,21}\)

The initial vortex system represents a post-roll-up, wake-vortex velocity field as described in Proctor,\(^7\) and consists of a pair of counter-rotating vortices that have no initial variation in the axial direction. This vortex model has also been adopted for investigating the effects of ambient turbulence\(^9\) and ground\(^{16}\) on vortex decay and descent.

One of the major difficulties in numerical simulations of wake vortices is that very fine grid resolution is needed to resolve the vortex core whose size is of the order of 1 m, whereas horizontal domain size of at least four times larger than the CBL height (of the order of 1 km) is required to simulate large scale turbulence structure in the CBL. For current computer resources, it is almost impossible to simulate large scale structure of turbulence in the CBL and much smaller scale structure of aircraft wake vortices at the same time. However, the recent study by Holzäpfel et al.\(^{10}\) indicates that the main characteristics of vortex behavior in the CBL can be obtained even when greatly reduced domain size (say, about 0.5 km) compared to the CBL scale is used.

In this study, in order to achieve a proper resolution of the characteristic scales of both the CBL and the wake vortices, we have chosen a domain size of \((L_x, L_y, L_z) = (600m, 400m, 350m) = (15b_0, 10b_0, 8.8b_0)\), with a grid size of \((\Delta x, \Delta y, \Delta z) = (5.0m, 2.5m, 2.5m)\), where \(b_0 = 40\) m, and \(x, y\) and \(z\) correspond to the axial, lateral and vertical directions of the vortex system, respectively. Somewhat larger domain size in the axial direction (15\(b_0\)) can allow the development of Crow instability of which theoretical maximum wavelength is about 8.8\(b_0\).\(^{22}\) The lateral domain size of 10\(b_0\) is sufficiently large to minimize boundary influences. The domain size in the vertical direction (8.8\(b_0\)) is large enough to investigate the effects of large turbulent eddies such as thermals on vortex transport. On the other hand, because of our limited computing resources and in order to allow the core to be resolved, the chosen initial core size of \(r_c = 5 m\) is somewhat larger than the typical value (less than about 5\% of the wingspan\(^{15}\)) observed behind aircraft. The initial vortices are placed on the height of \(h_0 = 180m\) (4.5 \(b_0\)) above the ground.

Before the vortices are injected, the CBL is driven by a constant, spatially uniform heat flux on the bottom surface until a typical feature of the evolving CBL is well established. Periodic boundary conditions are employed in both horizontal directions. Free-slip and no-slip conditions are imposed at top and bottom boundaries respectively. The Monin-Obukhov similarity relations are used at the surface with surface roughness length, \(z_0 = 0.1 m\).

Initial velocities are specified as zero. Initial potential temperature is vertically uniform. The turbulence is initiated by a small random temperature perturbations superimposed in five lower layers.

The vortices are injected at about 3.6 large-eddy turnover times (defined as \(t_{*} = z_{*}/w_{*}\), where \(w_{*}\) is the convective velocity scale), when the CBL is well developed although it is still evolving. Figure 2 shows vertical velocity fields on the horizontal \(x - y\) plane of the initial vortex elevation and both vertical and lateral velocity fields on the vertical \(x - z\) plane along the \(y\)-center line, with the location of the initial vortex pair indicated. As seen in Fig. 2a and b, the right part of the vortices is placed on an updraft area with stronger vertical velocity, whereas the left part is placed on a downdraft area with weaker vertical velocity. From this vertical velocity distribution, one can expect that the right part of the vortices may stay around the initial vortex elevation or rise, striving against the descent by mutual induction of the vortices, whereas the descent of the left part of the vortices may be accelerated. From Fig. 2c, on the other hand, in lower domain layers below the initial vortex elevation negative lateral velocities are more dominant, and thus, the vortices are expected to be transported mostly to the negative lateral direction during their descent.

To evaluate the sensitivity of vortex behavior to ambient turbulence, we generated five values of nondimensional turbulence strengths of \(\eta=0.20, 0.25, 0.30, 0.35, and 0.50\) that are in a typical range of the CBL. These \(\eta\) values are typically found during daytime convective conditions and obtained by varying the initial circulation \((\Gamma_{\infty})\) to save computing time, rather than by varying initial turbulence field. The associated value of turbulence energy dissipation rate \(\varepsilon\) is estimated by fitting the theoretical Kolmogorov spectrum in the inertial subrange to the simulated spectrum at the horizontal plane of the initial vortex elevation, as described in Han et al.\(^{17}\) Three-dimensional wake vortex simulations are carried out with each of the five turbulence field, with all other conditions identical.

III. Numerical Results

Figure 3 shows top and side views of the vortex pairs with increasing nondimensional time for three different
Figure 2: (a) Vertical velocity fields on the horizontal $x-y$ plane of the initial vortex elevation and both (b) vertical and (c) lateral velocity fields on the vertical $z-x$ plane along the $y$-center line, with the location of the initial vortex pair indicated (thick solid line). The contour interval for velocity is $0.4 \text{ ms}^{-1}$.

Figure 3: Top and side views for the cases of (a) $\eta=0.2$, (b) $\eta=0.3$, and (c) $\eta=0.5$. The unit for axis labels is $m$.

As shown in the top view of Fig. 3, because of larger axial domain size $(15b_0)$ used, a sinusoidal Crow instability develops for all three cases, and then, the vortex pair connects together as a result of the instability and finally disintegrates into a turbulent state. In agreement with Han et al.'s study, the linking of the vortex pair occurs earlier with stronger turbulence (that is, larger $\eta$). In addition, the vortices are strongly deformed especially for stronger turbulence due to large turbulent eddy motion. On the other hand, from the side view it is obvious nondimensional turbulence intensities of $\eta = 0.2$, 0.3, and 0.5. The method of Jeong and Hussain\cite{Jeong1995} is used for the identification of a vortex. They define a vortex in terms of the second negative eigenvalue $\lambda_2$ of the symmetric tensor $S^2 + \Omega^2$, where $S$ and $\Omega$ are respectively the symmetric and antisymmetric parts of the velocity gradient tensor $\nabla u$. The top (side) view of Fig. 3 is taken from $x-y (x-z)$ plane projection of the minimum negative $\lambda_2$ value along $x (y)$ direction. A threshold $\lambda_2$ value to identify the vortex is arbitrarily determined.

American Institute of Aeronautics and Astronautics
that the right part of the vortex pair rises due to strong thermal (updraft) developing in the CBL, whereas the descent of the left part vortex pair accelerates due to the downdraft.

Figure 4 depicts the evolution of maximum vertical vortex positions that are found in the updraft region. It is shown that vortex rise becomes more significant with stronger ambient turbulence strength. For the case of \( \eta = 0.5 \), for example, at \( T = 1.5 \) the vortex rises up to about 2\( b_0 \) from its initial position and its coherent structure is destroyed. For the case of \( \eta = 0.2 \), on the other hand, the vortex appears to stay at its initial height until about \( T = 2.5 \) and then, rises further after its strength becomes much weaker due to dissipation by ambient turbulence.

Figure 4: Time evolution of maximum vertical vortex positions for varying nondimensional ambient turbulence strengths.

Figure 5 depicts the evolution of minimum vertical vortex positions that are found in the downdraft region. It is shown that vortex sinking is accelerated due to the downdraft; for all the cases, the sinking rates of the minimum vertical vortex positions are larger than the theoretical sinking rate as given by mutual induction speed of an ideal line vortex pair in an inviscid fluid (that is, \( dH/dT = -1 \)). The sinking rates increase with increasing ambient turbulence strength; for \( \eta = 0.5 \) the sinking rate \( dH/dT \approx -2.3 \).

Figure 6 shows the evolution of vertical vortex positions averaged along the axial direction and their standard deviations. In an average sense, the vortices descend for all \( \eta \) values rather than stay or rise as seen in Fig. 6, although they tend to stall at much later times when the vortices almost decay out. This is because the downdrafts not only occupy wider area (about 60\%) than the updrafts, but also the vortex rising due to the updrafts has to counter the effect of sinking due to mutual induction. Unlike the behavior of the minimum vertical vortex positions, for the case of \( \eta = 0.5 \), for example, at \( T = 1.5 \) the vortex rises up to about 2\( b_0 \) from its initial position and its coherent structure is destroyed. For the case of \( \eta = 0.2 \), on the other hand, the vortex appears to stay at its initial height until about \( T = 2.5 \) and then, rises further after its strength becomes much weaker due to dissipation by ambient turbulence.

Figure 5: Same as Fig. 4 but for minimum vertical vortex positions.

Figure 6: Same as Fig. 4 but for (a) mean vertical vortex positions along the axial direction and (b) standard deviations of vertical vortex positions.
vortex positions, however, the sinking rates of the average vertical vortex positions are smaller than the theoretical sinking rate of \( \frac{dH}{dT} = -1 \) and decrease with increasing ambient turbulence strength. On the other hand, the standard deviations of vertical vortex positions increase with increasing ambient turbulence strength, showing about 1.5 \( b_0 \) at \( T = 1.5 \) for the extremely strong turbulence case of \( \eta = 0.5 \).

Large turbulent eddies can also transport the vortices laterally over a significant distance, as indicated in the top views of Fig. 3. Figure 7 depicts the evolution of maximum and mean lateral vortex displacements from the initial positions and their standard deviations for five \( \eta \) values. Although the maximum and mean lateral displacements and standard deviations appear to increase with increasing ambient turbulence strength, the differences among varying \( \eta \) values are much smaller compared with those in vertical positions. Figure 7a indicates that for the case of \( \eta = 0.2 \), that is, the most long-lived vortex in our experiments, the vortices can be transported up to about 2.5 \( b_0 \) at about \( T = 4 \) by large turbulent eddy motion of the CBL.

Figure 8 shows the decay of the average circulation (averaged over a radius between 5 and 15 m from the center) with time for varying ambient turbulence levels in both updraft (Fig. 8a) and downdraft (Fig. 8b) regions (in each region, the radius-averaged circulations are also averaged over 16 planes [80 m] along the axial direction where the vortex separation is the widest). As shown in Fig. 8, a rapid vortex decay behavior appears to be conspicuous due to buoyancy-driven strong turbulence typical in the CBL. The rate of vortex decay tends to increase with increasing ambient turbulence level, which is consistent with field observations \(^{24}\) and our previous numerical simulations. \(^5\) Vortex decay is more rapid in the updraft region (Fig. 8a) with stronger turbulence strength than in the downdraft (Fig. 8b) region with weaker turbulence strength.

**IV. Conclusions**

This study presents the results of numerical simulations which were carried out for understanding how wake vortices behave in the CBL. LES simulations are conducted by introducing a vortex pair, representing aircraft trailing vortices, in a well-developed CBL. Although the domain size chosen is relatively smaller compared to large CBL turbulence scales, the main characteristics of vortex behavior in the CBL seem to be well captured. The following conclusions can be drawn from the results of numerical simulations:

1) In the CBL, the vortices are largely deformed due to strong turbulent eddy motion while a sinusoidal Crow instability develops. Consistent with previous studies, the linking of the vortex pair resulting from the instability occurs earlier with larger nondimensional turbulence intensity.

![Figure 7](image_url)

**Figure 7:** Same as Fig. 4 but for (a) maximum and (b) mean lateral vortex displacements from the initial positions and (c) standard deviations.
2) Vortex rise is caused by the updrafts (thermals) in the CBL, increases with increasing nondimensional turbulence intensity $\eta$, and can be as large as $H \sim 2$ at $T=1.5$ for the extremely strong turbulence case of $\eta=0.5$.

3) In the downdraft region of the CBL, vortex sinking is accelerated; the sinking rate becomes larger than the theoretical value of $dH/dT = -1$, increases with increasing $\eta$, and can be as large as $dH/dT \sim -2.3$ for $\eta=0.5$.

4) Wake vortices can also be laterally transported over a significant distance due to large turbulent eddy motion in the CBL, and their lateral displacements from the initial positions increase with increasing ambient turbulence strength.

5) Wake vortices in the CBL decay rapidly because of strong turbulence intensity typical in the CBL, whereas the rate of decay increases with increasing $\eta$ and is larger in the updraft region than in the downdraft region.

These results could serve useful for adding a prediction of height and lateral variability in the AVOSS vortex trajectory forecast.
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Abstract

A three-dimensional large-eddy simulation model, TASS, is used to simulate the behavior of aircraft wake vortices in a real atmosphere. The purpose for this study is to validate the use of TASS for simulating the decay and transport of wake vortices. Three simulations are performed and the results are compared with the observed data from the 1994-1995 Memphis field experiments. The selected cases have an atmospheric environment of weak turbulence and stable stratification. The model simulations are initialized with appropriate meteorological conditions and a post roll-up vortex system. The behavior of wake vortices as they descend within the atmospheric boundary layer and interact with the ground is discussed.

1. Introduction

To increase airport capacity while maintaining or increasing the present aviation safety levels, National Aeronautics and Space Administration (NASA) initiated the Aircraft Vortex Spacing System (AVOSS) project as an essential element of its Terminal Area Productivity (TAP) program to develop a real-time wake vortex forecasting system for Air Traffic Control (ATC)1,2.

An accurate estimation of the lifetime and transport of the wake vortices trailing behind airplanes is truly crucial in developing the forecasting systems which are responsible for aviation safety and efficiency. A focal point is to predict the behavior of wake vortices under different atmospheric environments. Results of field experiments as well as numerical simulations indicate that the atmospheric disturbances, such as turbulence, stratification and wind shear have strong influence on the evolution and transport of wake vortices3–9.

The development of the forecasting system is based on both observed data and numerical simulations. During the past decades, great efforts have been made to understand the demise mechanism of wake vortices and the impact of ambient turbulence, stratification, wind shear and proximity effects on the vortices. These efforts included the laboratory and observed data as well as numerical modeling9–15. However, the behavior of wake vortices still remains elusive due to the intricate interaction of the wake vortex pair with its surrounding atmospheric boundary layer. On the other hand, systematic investigation of these processes is hampered by the environmental conditions. The numerical simulations become more practical with increasing computer power because they allow us to study the behavior of wake vortices in a wider range of meteorological conditions than those measured during field experiments which are restricted to a specific location (sometimes with a unique climatology) and relatively short period of time. But numerical models must be validated using these observational data.

In recent years, the large-eddy simulation (LES) models within the meteorological context have been widely used to study the behavior of wakevortices.
Numerical modeling efforts play a key role in the development of the AVOSS system. The Terminal Area Simulation System (TASS), a numerical large-eddy simulation model developed by Proctor, has been adapted to accomplish this objective. The model has been successfully used to investigate the effects of atmospheric turbulence, stratification, wind shear and fog on the decay of wake vortices in both two and three dimensional simulations. Proctor simulated the behavior of wake vortices measured during the Idaho Falls simulations. The model has been successfully used in simulating transport of wake vortices in two and three dimensional stratification, wind shear and fog. Numerical modeling efforts are used in developing predictor algorithms for an AVOSS system. The purpose of this paper is to further validate the TASS model. Three dimensional simulations of cases 1252 and 1273 from the 1995 Memphis field experiments are conducted. Presented are TASS results and comparisons with the measurement data from both of the cases.

In this paper, we first briefly describe the TASS model in section 2. We then describe the initialization of the model and the experiments used to initialize the model in section 3. The results from the simulations are presented in section 4 and, finally, our studies are summarized in section 5.

2. The Model Description

2.1 The Numerical Model

The TASS model used in the present study is a three-dimensional, nonlinear, compressible, non-hydrostatic LES model. The TASS equation set in standard tensor notation is as follows:

\[
\frac{\partial u_i}{\partial t} + \frac{H}{\rho_0} \frac{\partial p}{\partial x_i} = -\frac{\partial u_i u_j}{\partial x_j} + u_i \frac{\partial u_j}{\partial x_j} + g(H - 1)\delta_{i3} + \frac{1}{\rho_0} \frac{\partial \tau_{ij}}{\partial x_j} \tag{1}
\]

\[
H = \left[ \frac{\theta}{\theta_0} - \frac{pC_v}{PC_v} \right] \tag{2}
\]

\[
\frac{\partial p}{\partial t} + \frac{C_p P}{C_v} \frac{\partial u_j}{\partial x_j} = \rho_0 g u_j \delta_{i3} \tag{3}
\]

\[
\frac{\partial \theta}{\partial t} = -\frac{\partial u_j u_j}{\partial x_j} + \frac{\partial u_j}{\partial x_j} + \frac{1}{\rho_0} \frac{\partial \tau_{ij}}{\partial x_j} \tag{4}
\]

where \( u_i \) is the component of velocity, \( t \) is time, \( \theta \) is potential temperature and \( \theta_0 \) is the reference potential temperature. \( p \) is deviation of pressure from the reference atmospheric pressure \( P \), \( \rho_0 \) is the reference air density, \( C_p \) and \( C_v \) are the specific heats of air at constant pressure and volume, respectively. \( H \) represents the ratio of the reference density of environment to the local density. \( \delta_{i3} \) is the Kronecker delta. \( g \) is the earth's gravitational acceleration and \( \tau_{ij} \) and \( \tau_{ij} \) are Reynolds stress and heat flux, respectively.

2.2 The Subgrid Turbulence Model

The dependent variables in TASS are treated as averages over the grid volumes which result in subgrid flux terms. The subgrid flux terms \( \tau_{ij} \) and \( \tau_{ij} \) are, respectively, approximated by using first-order closure:

\[
\tau_{ij} = \rho_0 K_m D_{ij}, \tag{5}
\]

\[
\tau_{ij} = \rho_0 K_H \frac{\partial \theta}{\partial x_j}, \tag{6}
\]
where the deformation tensor $D_{ij}$ is defined as
\[
D_{ij} = \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} + \frac{2}{3} \frac{\partial u_k}{\partial x_k} \delta_{ij} \tag{7}
\]

For subgrid turbulence, TASS currently uses a conventional Smagorinsky model with modifications for stratification and rotation effects:
\[
K_m = (c_s \Delta)^2 |D| (1 - \alpha R_i S - \beta R_i R)^{0.5} \tag{8}
\]

\[
K_H = \alpha K_m, \tag{9}
\]

\[
R_i S = \frac{N^2}{D^2}, \tag{10}
\]

\[
N^2 = \frac{g}{c_9} \frac{\partial \theta}{\partial z}. \tag{11}
\]

Here $K_m$ and $K_H$ are the subgrid scale eddy diffusivities of momentum and heat, respectively. $R_i S$ is the Richardson number due to stratification, $N$ is the Brunt-Väisälä frequency, $\Delta = (2 \Delta x \Delta y \Delta z)^{1/3}$ is the filter width, and $c_s = 0.16$ and $\alpha = 3$ are constants, and $\beta$ is a constant. The rotational Richardson number, $R_i R$, represents the rotational effect on turbulence and is analogous to the effect of stratification.

This analogy between the rotation or streamline curvature and buoyancy was first suggested by Bradshaw. An approximate expression for $R_i R$ applicable to three-dimensional simulations is
\[
R_i R = \frac{\Omega^2}{D^2} + \frac{||\Omega||}{|D|}, \tag{12}
\]

where $\Omega$ is the magnitude of three-dimensional vorticity. The above formulation does not require cylindrical coordinates or location of vortex axis, so it can be readily applied to fully three-dimensional systems. Equations (8) and (12) indicate that the eddy viscosity $K_m$ can be effectively reduced within the core of vortices when $R_i R$ or $||\Omega||/|D|$ is large. Since the above formula cannot discriminate between a shear flow and flow with coherent rotation, a discriminator function is applied such that $R_i R = 0$ when no coherent rotation is present (thus defaulting to the original Smagorinsky model for pure shear flow). Without Eq. (12), the Smagorinsky subgrid closure model overpredicts the vortex decay rate in the vortex core region and causes unrealistic growth of the core size.

In the TASS model, a time-splitting integration scheme is used, in which the time integration is broken into small and large time steps. The acoustic term in the momentum and pressure equations are computed over the small time step, while other terms are calculated over the large time step. The space derivatives are approximated by central differences in quadratic conservative form with 4th-order accuracy for advection terms. Arakawa C grid staggered mesh is employed for all variables. There is a choice of different surface boundary conditions by which one can specify the uniform surface temperature, the surface heat flux or the surface energy budget. There is also an option to choose either open or periodical lateral boundary conditions. A detailed description of the model was given by Proctor.

In our simulations, periodic boundary conditions are imposed in horizontal directions and zero gradient top boundary conditions and no slip bottom conditions are used in the vertical direction. Surface stresses are computed from similarity theory and the surface heat flux is prescribed.

### 3. Initialization

#### 3.1 Vortex Initialization

A vortex model recently developed by Proctor is used as an initial wake vortex field for three-dimensional simulations. This model is empirical as it is based on field observations of several wake vortices measured early in their evolution and represents the post roll-up, wake-vortex velocity field. The model represents observed wake vortex tangential velocity profile much better than previous models, such as Lamb model. Its tangential velocity, $V$, is represented as
\[
V(r) = \frac{\Gamma_\infty}{2\pi r} \left(1 - e^{-10(r/B)^{0.75}}\right), \tag{13}
\]

where $\Gamma_\infty$ is the circulation at $r >> r_c$ ($r_c$ is the initial vortex core radius defined as radial distance of peak tangential velocity) and $B$ is the span of the generating aircraft. The values assumed for initial vortex separation and circulation are derived from aircraft weight $W$, wingspan $B$, air density $\rho$, and airspeed $V$, according to the conventional assump-
tion of elliptically-loaded wing, i.e.,

\[ b_0 = \frac{\pi B}{4} \quad \text{and} \quad \Gamma_0 = \frac{4W}{\pi B \rho V_0}. \] (14)

Note that the velocity field in Eq. (13) depends on the wingspan \( B \) instead of the core radius \( r_c \), which may not be easy to measure with a good accuracy; Eq. (13) is applied only at \( r > r_c \). For \( r < r_c \), the model is matched with the Lamb model, i.e.,

\[ V(r) = \frac{\Gamma_0}{2\pi r} \left(1 - e^{-10(r/r_c)^2}\right) \times \left(1 - e^{-1.2527(r/r_c)^2}\right).\] (15)

The results from Han et al.\(^{26}\) show that this initialization procedure gives a good comparison with observation data even though it does not depend on the individual aircraft configuration.

3.2 Measurement Data

The data we used in our simulations come from the experiment conducted at the Memphis International Airport during August, 1995. The purpose of the field experiment was to measure wake vortex, meteorological and aircraft data together at an operational airport for use in validation of wake vortex models and in the development of the AVOSS prediction system. The wake vortex measurements were performed by a van-mounted 10.6 \( \mu \)m \( CO_2 \) CW lidar\(^{29}\). The lidar measured line-of-sight velocities in a plane perpendicular to the flight path in order to characterize vortices generated by approaching aircraft.

The atmospheric data sets were measured by several instruments, which included a 45m tower instrumented with various meteorological sensors for wind velocity, temperature and humidity, a radar profiler and acoustic sodar for measuring winds aloft, a Radio acoustic sounding system (RASS) for measuring temperature data, and the radiosonde balloon launches for the measurement of vertical profiles of wind speed and temperature\(^{30}\). The standard atmospheric variables and the atmospheric fluxes were measured at 1 Hz and 10 Hz, respectively.

In the Memphis field experiment, most of the turbulence data come from the tower measurements at 5 and 40m, the turbulence kinetic energy (TKE) and the energy dissipation rate, \( \epsilon \), are only available at heights of 5 and 40m (\( \epsilon \) was calculated by estimating the spectral energy density). Here, the turbulence intensity is defined as weak, mild or strong in terms of the TKE or \( \epsilon \) at a height of 40m\(^{31}\). From these data sets, cases 1252 and 1273 were chosen for the validation of the TASS model. Both cases have a stable stratification with weak wind shear. The values of wind shear and stratification at the surface and initial vortex height for both cases are given in Table 1.

<table>
<thead>
<tr>
<th>Flight No.</th>
<th>M-1252</th>
<th>M-1273</th>
</tr>
</thead>
<tbody>
<tr>
<td>((\partial V/\partial z)_s)</td>
<td>(9.3 \times 10^{-2})</td>
<td>(1.56 \times 10^{-1})</td>
</tr>
<tr>
<td>((\partial V/\partial z)_h)</td>
<td>(4.0 \times 10^{-3})</td>
<td>(-3.0 \times 10^{-3})</td>
</tr>
<tr>
<td>(N'^*)</td>
<td>(4.1 \times 10^{-2})</td>
<td>(1.12 \times 10^{-1})</td>
</tr>
<tr>
<td>(N'^*_h)</td>
<td>(-6.8 \times 10^{-4})</td>
<td>(2.50 \times 10^{-3})</td>
</tr>
</tbody>
</table>

Table 1. Values of wind shear and stratification for Memphis cases 1252 and 1273

In Table 1, subscript “s” and “h” represent the values at the surface (\( z = 3m \)) and the initial vortex height, respectively. The vertical shear of crosswind, \( \partial V/\partial z \), changes with height, and the nondimensional Brunt-Väisälä frequency is \( N'^* = 2\pi b_0^2/\Gamma_0 \), where \( \Gamma_0 \) is the initial circulation of the vortices.

The values of the vortex parameters and flight data of the generating aircraft were obtained from the Memphis data set\(^{29}\). The flight type, initial circulation, vortex core radius, vortex separation, initial vortex height and sink rate of vortex are shown in Table 2.

<table>
<thead>
<tr>
<th>Flight No.</th>
<th>M-1252</th>
<th>M-1273</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft</td>
<td>B-757</td>
<td>DC-10</td>
</tr>
<tr>
<td>(\Gamma_0) ((m^2/s))</td>
<td>345</td>
<td>489</td>
</tr>
<tr>
<td>(r_c) (m)</td>
<td>1.5</td>
<td>2.5</td>
</tr>
<tr>
<td>(b_0) (m)</td>
<td>29.8</td>
<td>39.6</td>
</tr>
<tr>
<td>(h_0) (m)</td>
<td>175.0</td>
<td>169.5</td>
</tr>
<tr>
<td>(V_0) (m/s)</td>
<td>1.87</td>
<td>1.97</td>
</tr>
<tr>
<td>(b_0/V_0) (s)</td>
<td>16.1</td>
<td>20.1</td>
</tr>
</tbody>
</table>

Table 2. Aircraft type and vortex parameters

3.3 Grid/Domain Configuration

The TASS model with the three-dimensional option is chosen to perform all simulations in this paper. The model domains, along the axial, lateral and vertical directions, are \(75 \times 150.75 \times 237m\) and \(104 \times 202 \times 200m\) for the cases 1252 and 1273, re-
respectively. As shown in Table 2, the initial separation distance of the vortex pair, $b_0$, is 29.8m in case 1252 and 39.6m in case 1273. The domain size in the axial direction is about $2.5b_0$ for cases 1252 and 1273. Such a small domain size in the axial direction may suppress the development of Crow instability of which theoretical maximum wavelength is about $8.6b_0$ and cause homogeneous vortex decay along this direction in a statistical sense, but it can save much computing time without destroying the main vortex decay mechanism. The domain sizes in lateral directions are approximately $5b_0$ for both cases. The domain sizes in lateral and vertical directions are reasonable for a vortex pair separation of $b_0$, because the strain rate of neighboring periodic vortices is only a few percent of that exerted by one vortex on the other in the vortex pair.

To save computing time, the TASS model with two meshes of different grid resolution is used to perform our simulations. We first ran the TASS model with a coarse mesh to generate a steady state turbulence. Then all variables are interpolated to fine mesh to simulate the vortex decay. Both coarse and fine meshes cover the same domain. A detailed description of this procedure will be given in the next subsection.

The grid points are, respectively, $50 \times 102 \times 136$ in the coarse mesh and $50 \times 201 \times 316$ in the fine mesh, with grid size $(\Delta x, \Delta y, \Delta z) = (1.5m, 1.5m, 1.5m)$, and $(\Delta x, \Delta y, \Delta z) = (1.5m, 0.75m, 0.75m)$ for case 1252. In case 1273, the grid points are $52 \times 100 \times 100$ and grid sizes are $(\Delta x, \Delta y, \Delta z) = (2m, 2m, 2m)$ in the coarse mesh, while the grid points are $52 \times 202 \times 300$ with grid sizes $(\Delta x, \Delta y, \Delta z) = (2m, 1m, 1m)$ in the fine mesh. The $x$, $y$ and $z$ correspond to the axial, lateral and vertical directions of the vortex system and corresponding velocity components of $u$, $v$ and $w$, respectively.

### 3.4 Turbulence Initialization

To simulate the behaviour of wake vortices in a real atmosphere, it is of crucial importance to get an initial field which is analogous to real atmospheric environments. One of the major difficulties in initializing the model for real cases is obtaining a representative ambient turbulence field. The difficulty arises from the intricate interaction of the atmospheric turbulence, stratification and wind shear. In case 1252 and 1273, the turbulence is weak due to stable stratification, especially for case 1252. It is difficult for the model to generate or maintain the observed initial turbulence field under stable stratification conditions without an external forcing because the computational domain in the model does not cover the whole atmospheric boundary layer and there is no energy source to maintain the turbulence.

In our simulations, we first generated a turbulence field in coarse mesh through the surface heating. After turbulence reaches a steady state, we then interpolated the values of all variables in the coarse mesh to the fine mesh. At that time, the wind and temperature profiles deviated from their initial values because of the surface heating and mixing turbulence. To maintain the initial wind and temperature profiles, we continued to run the model and forced the mean wind and temperature profiles back to their initial values at each time step through the surface cooling. During this period, we monitored the decrease in turbulence kinetic energy (TKE) with time at a height near 40m. The wake vortex pair was injected into the simulation when the TKE at this height was approximately equal to the observed TKE measured at 40m.

In this paper, three simulations were performed using the three dimensional TASS model and the cases 1252 and 1273 in the Memphis field measurements were used to validate the model. The first two simulations were designed to further simulate the vortex decay in case 1273 and 1252, respectively. The third simulation was designed to examine the simulation of case 1252.

The vertical profiles of measured temperature and wind velocity that represent the air mass surrounding the wake vortices were used to initialize the simulations (Figs. 1 and 2). We assumed that the ambient temperature and wind velocity are homogeneous in horizontal directions and the ambient velocity along the axial direction of wake vortex ($u$ component) is zero.

The energy dissipation rates and turbulence intensities of the measurements and the three simulations for both case 1252 and 1273 are given in Table 3.

Here $\eta = (e b_0)^{1/3}/\nu_0$ and $\nu_0 = \Gamma/2\pi b_0$. "ob" and "sm" represent the values from the observation and simulation, respectively. A second simulation for case 1252 (referred as M-1252-II) is a re-simulation of the first simulation, but with somewhat larger tur-
Figure 1. The vertical profiles of (a) virtual potential temperature and (b) wind velocities for case 1252. $u$ (dashed line) and $v$ (solid line) are wind velocity in axial and lateral (crosswind) directions, respectively.

Figure 2. Same as Fig. 1, but for case 1273.

The circulation decays more or less uniformly with radius as shown in Fig. 3. At $t=75s$, the vortex has descended to about 35m above the ground (see Fig. 6), where the stratification becomes more stable and the ground begins to interact strongly with the vortex pair.

Figure 3 also indicates that the modeled circulation, in some degree, deviates from the observed circulation. One of the reasons is that the modeled circulation was obtained directly by integrating the vorticity field and then averaging the circulations at all cross-sections along axial direction, while the measured circulation was estimated from Lidar line-of-sight velocities at one cross-section.

The radial distribution of tangential velocity from the simulation and Lidar measurement at $t=15, 45$ and $75s$ is shown in Figure 4. It is clear that the tangential velocity decays with increasing time and radial distance. At $t=75s$, the tangential velocity near the edge of the core radius is reduced to about 30% of its initial value. The rapid decay is caused by the ambient turbulence and stratification, rather than by molecular diffusion and core expansion which need more than several hours to undergo a similar decay. In fact, Fig. 4c shows that the core radius only increase to 3.0m from its initial value of 2.5m. These results agree well with the estimates of Sarpkaya.

The averaged circulations of 3-10m and 5-15m are plotted in Figure 5. The 3-10m averaged circulation is well matched with measurements, except for the time less than 10s when the observed circulation was larger than the modeled circulation. In our simula-
Figure 3. The radial distribution of circulation from the TASS simulation and Lidar measurements for case 1273 at (a) t=15s, (b) 45s and (c) 75s. Circulation is normalized by the initial theoretical circulation, and radius is normalized by the initial core radius (r_c=2.5 m). Symbols represent Lidar measurements of left and right sides of port vortex. Solid and dashed lines represent the simulated Port and Starboard vortices, respectively.
Figure 4. The radial distribution of tangential velocity from the TASS simulation and Lidar measurement for case 1273 at (a) t=15s, (b) 45s and (c) 75s. Symbols represent Lidar measurements of left and right sides of port vortex. Solid and dashed lines represent the simulated port and starboard vortices, respectively.
Figure 5. The 3-10m and 5-15m average circulations versus time from both the simulation and measurements for case 1273. (a) the 3-10m average circulation; (b) the 5-15m average circulation.

Figure 6. The vortex height history from the simulation and field measurements for case 1273. Symbols represent Lidar measurements. Solid and dashed lines represent the simulated port and starboard vortices, respectively.
tion, the 5-10m averaged circulation decays slowly before \( t = 60s \) and more rapidly after that time (Fig. 5b). Although the modeled circulations are slightly larger than the observed circulation, the differences are within 20%. The discrepancy at early times may be caused by measurement error, since Campbell et al.\textsuperscript{32} have found that the measured Lidar circulations were overestimated during initial times.

Comparisons of the modeled results with field measurements of the vortex trajectories are shown in Figure 6. It can be seen that the development of the vortex height with time from both the simulation and observation is in reasonably good agreement. The vortices linearly descend until at \( t = 60s \) when they stall due to the stable stratification, wind-shear, and ground effect. The vortices descended to an average height of 55m at about \( t = 85s \). After that time, they rise slightly.

As shown in Fig. 6, the port vortex is deflected to a higher altitude than its starboard counterpart, and the mutual induction between the two vortices is weakened because of the increasing separation between the two vortices. Our simulation is consistent with Proctor’s two-dimensional simulation\textsuperscript{17}, regarding the influence of crosswind shear on vortex descent. Compared with the measurement data (Fig. 6), the starboard vortex descended a lower altitude (about 25m) than that observed (about 40m) during later time of the experiment.

4.2 Case 1252

Case 1252 is somewhat similar to 1273 except that the wake is generated by a B-757 in an environment of slightly weaker stratification and turbulence. Both the simulated and observed wakes descend to the top of the stable layer at 40m in about 100s.

The radial distribution of normalized circulation and tangential velocity from the 3-D simulation and Lidar measurement data for case 1252 at \( t = 15, 30 \) and 80s are shown in Figures 7-8. The modeled circulation decays slower than the measured circulation, particularly at \( t < 40s \) or \( r/rc > 5 \). The tangential velocity is well matched with the observation data, except near the core radius where the model under predicts the tangential velocity.

Figure 9 shows the averaged circulations of 3-10m and 5-15m at different times. The model predicts the decay of the 3-10m averaged circulation very well, but under predicts the decay of the 5-15m averaged circulation. Measurement shows decay more rapidly before \( t = 40s \). One possible reason for the under prediction of the decay could be an underestimation in the intensity of the ambient turbulence. Therefore, an additional simulation has been run using a slightly higher value of turbulence and will be presented later in this section.

The vortex trajectories from the simulation and observation are shown in Figure 10, and it can be seen that the vortex trajectories are well predicted. Unlike in case 1273, the vortices do not show any rising motion prior to ground interaction. Fig. 10a shows the wake vortices linearly descending with a velocity of 1.8m/s before 70s, but slowly descending after 70s apparently due to the strong stratification and ground effects. The effect of the crosswind is clear in Fig. 10b. Both vortices are transported in the same direction. They move away from the position of generation before 45s and turn back to their original position during later time. This is partly due to the downward transport of crossflow momentum from their generation point. It is worthy to note that the effect of the crosswind is not simple advection since the slope of the lateral position vs time relation is different for both vortices.

To investigate whether the relatively faster decay from the Lidar measurements might have been associated with an under-reported level of turbulence intensity, we have rerun case 1252 with a slightly larger value for ambient turbulence. Otherwise, all conditions are identical with those in the previous simulation, with \( \epsilon \) now set to \( 4.3 \times 10^{-5} m^{2}/s^{3} \).

The radial distribution of normalized circulation and tangential velocity for the simulation and Lidar measurement data at \( t = 30 \) are shown in Figure 12. It can be seen that the modeled circulation and tangential velocity are well matched with the Lidar measurements. Comparing with Figs. 8-9, the circulation decay is much faster at all radii for the larger intensity of ambient turbulence.

Figure 12 shows that the averaged circulations of both 3-10m and 5-10m are well predicted except that the model slightly over-predicts the decay of the 3-10m averaged circulation after \( t = 60s \) due to slightly stronger turbulence. Compared with Fig. 9, we can see from Fig. 12 that this simulation better reproduced the behavior of wake vortices. The vortices decay rapidly for the time less than 40s and decay slowly after that time. A possible explanation for
Figure 7. The radial distribution of circulation from the TASS simulation and Lidar measurements for case 1252 at (a) $t=15s$, (b) $30s$ and (c) $80s$. Circulation is normalized by the initial theoretical circulation, and radius is normalized by initial core radius ($r_c=1.5$ m). Symbols represent Lidar measurements of left and right sides of port vortex. Solid and dashed lines represent the simulated port and starboard vortices, respectively.
Figure 8. The radial distribution of tangential velocity from the TASS simulation and Lidar measurements for case 1252 at (a) t=15s, (b) 30s and (c) 80s. Symbols represent Lidar measurements of left and right sides of port vortex. Solid and dashed lines represent the simulated port and starboard vortices, respectively.

Figure 9. The 3-10m and 5-15m average circulations versus time from both the simulation and measurements for case 1252. (a) the 3-10m average circulation; (b) the 5-15m average circulation.

American Institute of Aeronautics and Astronautics
Figure 10. The vortex trajectories from the simulation and Lidar measurements for case 1252. (a) vortex height history; (b) vortex lateral position. Symbols represent Lidar measurements. Solid and dashed lines represent the simulated port and starboard vortices, respectively.

Figure 11. The radial distribution of (a) circulation and (b) tangential velocity from the TASS simulation and Lidar measurements at t = 30s. Circulation is normalized by the initial theoretical circulation, and \( r_0 \) is initial core radius. Symbols represent Lidar measurements of left and right sides of port vortex. Solid line represents the simulated port vortex.
Figure 12. The 3-10m and 5-10m average circulations versus time from the simulation and Lidar measurements. (a) the 3-10m average circulation; (b) the 5-10m circulation.

this good agreement is that the measured dissipation rate was under-estimated or that the value observed at 40 m did not characterize the turbulence intensity at other altitudes.

5. Summary

To validate the application of LES to wake vortex decay, three-dimensional simulations in a realistic atmospheric boundary layer were performed using NASA's TASS model. Two case studies were presented which were initialized from and compared with Memphis field measurements.

Our results indicate that the TASS model successfully predicted the behavior of aircraft wake vortices within environments representing a transitioning atmospheric boundary layer following sunset. Good agreement was obtained between simulations and measurements for the wake vortex trajectories. Exceptional agreement with the measurements was obtained for vortex decay. The three-dimensional simulations suggest that ambient turbulence, stratification and wind shear play important roles in the decay and transport of wake vortices. Ambient turbulence significantly influences the vortex decay. Study on the specific roles of wind shear, stratification and turbulence on vortex behavior pertinent to these two cases are in progress.
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Abstract

Algorithms are developed to extract atmospheric boundary layer profiles for turbulence kinetic energy (TKE) and energy dissipation rate (EDR), with data from a meteorological tower as input. The profiles are based on similarity theory and scalings for the atmospheric boundary layer. The calculated profiles of EDR and TKE are required to match the observed values at 5 and 40 m. The algorithms are coded for operational use and yield plausible profiles over the diurnal variation of the atmospheric boundary layer.
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Nomenclature

\( e \) = turbulence kinetic energy
\( f \) = Coriolis parameter
\( g \) = gravitational acceleration
\( h \) = height of atmospheric boundary layer
\( L \) = Obukhov length
\( k \) = von Karman constant, 0.4
\( Ri \) = gradient Richardson number
\( T_0 \) = reference temperature
\( \bar{u} \) = mean velocity in the direction of the wind
\( u_* \) = friction velocity
\( u', \nu' \) = horizontal velocity fluctuations
\( w_* \) = convective velocity scale
\( w' \) = vertical velocity fluctuation
\( z \) = elevation above the ground
\( \epsilon \) = turbulent kinetic energy dissipation rate
\( \zeta \) = Monin-Obukhov stability parameter, \( z/L \)
\( \bar{\theta}_v \) = mean virtual potential temperature
\( \theta_v' \) = virtual potential temperature fluctuation
\( \phi_h \) = dimensionless potential temperature gradient in the surface layer
\( \phi_m \) = dimensionless wind shear in the surface layer
1 Introduction

To safely reduce aircraft spacing and increase airport capacity, NASA is developing a predictor system, called the Aircraft VOrtex Spacing System (AVOSS; Hinton, 1995; Hinton et al., 1999; Perry et al., 1997). This system includes prediction algorithms for aircraft wake vortex transport and decay. Semi-empirical vortex prediction algorithms have been developed and incorporated within the AVOSS (Robins et al., 1998; Sarpkaya et al., 2000). One of the key input elements for the AVOSS prediction algorithms is the atmospheric boundary layer (ABL) turbulence of which the intensity can be represented by turbulent kinetic energy (TKE) or eddy energy dissipation rate (EDR). While the prediction algorithms require the vertical profiles for the TKE and EDR at least up to the vortex generation height, the observational data for the TKE and EDR are available only from a meteorological tower at the heights of 5 and 40 m above the ground.

In supporting the AVOSS project of NASA Langley Research Center, the wake vortex research group at North Carolina State University (NCSU) has developed algorithms and software which can generate the vertical profiles of TKE and EDR. These algorithms are based on the ABL similarity relations (Arya, 1988, 1995, 2000; Caughey et al., 1979; Rao and Nappo, 1998; Sorbjan, 1989; Stull, 1988) and available experimental data.

Section 2 describes the ABL similarity relations with respect to the vertical profiles of the TKE and EDR that are dependent upon the ABL stability. Section 3 contains a detailed description of the software. In Section 4, estimates from the similarity relations are compared with the observed data. Section 5 provides information on running the software. Finally, the summary of this study is given in Section 6.
2 Similarity Relations for the TKE and EDR Profiles

ABL observations frequently show consistent and repeatable characteristics from which empirical similarity relationships have been obtained for the variables of interest such as TKE and EDR. Similarity theory is based on the organization of variables into dimensionless groups that come out of the dimensional analysis. The dimensional analysis is a technique used in science and engineering to establish a relationship between different quantities. The functional relationships between dimensionless groups are referred to as similarity relations, because they express the conditions under which two or more flow regimes would be similar. Similarity relationships that have certain universal properties are usually designed to apply to equilibrium (steady-state) situations. One of the well-known similarity relations is the logarithmic velocity profile law observed in surface or wall layers under neutral stratification.

The proposed similarity relationships for TKE and EDR are fundamentally based on the Monin-Obukhov similarity (Monin and Obukhov, 1954) and mixed-layer similarity (Dardorf, 1972) theories. The former is applied to a stratified surface layer and is sometimes called the surface-layer similarity theory, whereas the latter is applied to mixed layers that often develops during daytime convective conditions. These similarity theories have provided the most suitable and acceptable framework for organizing and presenting the ABL data, as well as for extrapolating and predicting certain ABL information where direct measurements of the same are not available.

Using the framework of these similarity theories, a variety of similarity relationships have been suggested to describe the vertical profiles of mean and turbulence fields as functions of the dimensionless groups \( z/L \) and/or \( z/h \), covering whole ABL including the surface layer (Arya, 1988, 1995, 2000; Caughey et al., 1979; Hogstrom, 1996; Rao and Nappo, 1998; Sorbjan, 1989; Stull, 1988). Occasionally, various investigators have suggested different values for the empirical coefficients. Based on the similarity scaling in the atmospheric surface layer and boundary layer under different stability conditions, the expressions and parameterizations for the vertical profiles of TKE and EDR and related characteristic scales
are suggested in the following subsections; some of the expressions are adopted directly from those references, whereas the others are derived using the similarity relationships of turbulence variables other than TKE and EDR.

2.1 Neutral and Stable Boundary Layers \((z/L \geq 0)\)

The boundary layer may be subdivided into a surface layer (in which stress is nearly constant with height) and an outer layer. A separate set of algorithms is assigned to each sublayer as follows.

2.1.1 Surface Layer \((z \leq 0.1h)\)

In the surface layer, the TKE \((\varepsilon)\) and EDR \((\epsilon)\) are given by (Hogstrom, 1996; Rao and Nappo, 1998)

\[
e = 6u_*^2, \\
\epsilon = \frac{u_*^3}{kz} \left(1.24 + 4.3 \frac{z}{L}\right) ,
\]

where \(k \approx 0.4\) is von Karman constant. The friction velocity, \(u_*\), is defined as

\[
u_*^2 = \left[\left(u'w'\right)_s^2 + \left(v'w'\right)_s^2\right]^{1/2} ,
\]

where the right hand side of Eq. (3) represents the total vertical momentum flux near the surface (the subscript \(s\) denotes the ground surface). The Obukhov length \(L\) depends on both the momentum and heat fluxes near the surface and is defined later; the ratio \(z/L\) is the fundamental similarity parameter of the Monin-Obukhov similarity theory.

2.1.2 Outer Layer \((z > 0.1h)\)

Expressions for the outer layer can be assigned according to the level of stratification.

(1) Neutral and Stable Boundary Layer

In the neutral and moderately stable boundary layer, the TKE and EDR are given by (Hogstrom, 1996; Rao and Nappo, 1998)

\[
e = 6u_*^2 \left(1 - \frac{z}{h}\right)^{1.75} ,
\]
\[ \epsilon = \frac{v^3}{kz} \left( 1.24 + 4.3 \frac{z}{L} \right) \left( 1 - 0.85 \frac{z}{h} \right)^{1.5}. \]  

Alternatively, Eqs. (4) and (5) may also be used for the entire boundary layer, including the surface layer.

\textbf{(2) Very Stable and Decoupled Layers}

In the very stable boundary layer and decoupled layers, the TKE and EDR can be expressed by extension of Eqs. (1) and (2) as

\[ \epsilon = 6u_L^2, \]  

\[ \epsilon = 4.3 \frac{u_L^3}{kL_L}, \]

where \( u_L \) is the local (friction) velocity scale and \( L_L \) is the local buoyancy length scale. Under very stable conditions, the elevated layers of turbulence are decoupled from the surface and the local fluxes and scales cannot be reliably estimated. Perhaps, an empirical relationship between the overall turbulence intensity \( (e^{1/2}/\bar{u}) \) and Richardson number should be explored. It is worthwhile to note that some experimental results show that Eq. (5) can be still used to estimate \( \epsilon \) even in a very stable boundary layer.

\textbf{2.2 Unstable Boundary Layer \((z/L < 0)\)}

The unstable ABL such as during daytime surface heating can be divided into three regimes depending upon the stability parameter, \( z/L \) or \( h/L \).

\textbf{2.2.1 Strongly Unstable (Convective) Regime \(|z/L| > 0.5\)}

The structure of the convective regime is dominated by buoyancy. The mean wind velocity and potential temperature profiles are nearly uniform with height. For this reason, the convective outer layer is called the “mixed layer.” The mixed layer is topped by an inversion layer in which temperature increases with height. A broad maximum of TKE is usually found in the middle of the mixed layer, while EDR decreases slightly with height.

\textbf{(1) Surface Layer \((z \leq 0.1h)\)
In the surface layer, the TKE and EDR are given by (Arya, 2000)

\[ e = 0.36w_*^2 + 0.85u_*^2\left(1 - 3\frac{z}{L}\right)^{2/3}, \]  

(8)

\[ \epsilon = \frac{u_*^3}{kz} \left(1 + 0.5\left|\frac{z}{L}\right|^{2/3}\right)^{3/2}. \]  

(9)

(2) Mixed Layer

In the mixed layer, the TKE is given by (Arya, 2000)

\[ e = \left(0.36 + 0.9\left(\frac{z}{h}\right)^{2/3}\left(1 - 0.8\frac{z}{h}\right)^2\right)w_*^2, \]  

(10)

or, for most practical purposes,

\[ e = 0.54w_*^2. \]  

(11)

The EDR decreases slowly with height at a linear rate (Sorbjan, 1989), i.e.,

\[ \epsilon = \frac{w_*^3}{h} \left(0.8 - 0.3\frac{z}{h}\right), \]  

(12)

where the convective velocity scale \( w_* \) is defined as

\[ w_* = \left(\frac{g}{T_0} \left(w'\theta'_v\right)_s, h\right)^{1/3}. \]  

(13)

Here \( g \) is the gravitational acceleration, \( T_0 \) is the reference temperature, and \( \left(w'\theta'_v\right)_s \) is the mean surface heat flux.

2.2.2 Moderately Unstable Regime (0.02 < |z/L| ≤ 0.5)

In this regime, the mechanical production of TKE is comparable with buoyancy production of TKE, i.e., turbulence generation from vertical wind shear is comparable to that generated from surface heating. The TKE in this regime is more or less uniform over the boundary layer or may decrease slightly with height, and the boundary layer structure may be more uncertain.

2.2.3 Weakly Unstable (Near-Neutral) Regime (|z/L| ≤ 0.02 or |h/L| ≤ 1.5)

This regime often occurs during the transition period of early morning and late afternoon or during overcast days with strong winds. The lapse rate for temperature tends to be near-neutral. In this regime, mechanical (shear) production dominates the TKE budget.
3 Software Description

In order to generate vertical profiles of TKE and EDR for operational applications, software is written which utilizes the algorithms in the previous section with observations measured at 5 and 40 m above the ground. With the determination of the characteristic similarity scales (such as \( L, u_*, w_*, \) and \( h \)), the computation of the TKE and EDR profiles is straightforward. The characteristic similarity scales can be estimated from the winds and virtual potential temperatures measured at two levels near the ground.

Since the atmospheric similarity relationships are based on the mean quantities of the observed wind, temperature, and turbulence, the required time averaging interval for EDR and TKE profiles should be at least 30 minutes (Stull, 1988). Hence, with the exception of TKE, all measured variables are 30-minute averaged. For the measured TKE, a 30-minute median value is used, since sporadic measurements of exceptionally large TKE can cause an unrealistic TKE average.

The vertical profiles generated from similarity theory are additionally required to match the measured values at \( z = 5 \) and \( 40 \) m as closely as possible. Often the profiles generated from similarity expressions do not exactly match the observed values at \( z = 5 \) and \( 40 \) m simultaneously. Therefore, the TKE and EDR profiles between \( z = 5 \) and \( 40 \) m are assumed to be linear and independent of the similarity relationships. In addition, upper and lower bounds for the values of TKE and EDR at \( z = 5 \) m are specified to prevent unrealistically large or small values compared with those at \( z = 40 \) m. Above \( 40 \) m, the similarity profiles are used, but are adjusted to match the observed TKE and EDR at \( z = 40 \) m.

3.1 Determination of Surface Layer Similarity Scales

According to algorithms in the previous section, software requires to first determine surface layer similarity scales \( L \) and \( u_* \).

The Obukhov length is defined as

\[
L = -\frac{u_*^3}{k(g/T_0)(w'\theta'_v)_s},
\]

(14)
in which friction velocity and the surface heat flux can be estimated from measurements of the mean differences or gradients of velocity and temperature between any two heights \( z_1 \) and \( z_2 \) within the surface layer, but well above the tops of roughness elements.

Letting \( \Delta \bar{u} = \bar{u}_2 - \bar{u}_1 \) and \( \Delta \bar{\theta}_v = \bar{\theta}_v2 - \bar{\theta}_v1 \) be the difference in mean velocities and virtual potential temperatures across the height interval \( \Delta z = z_2 - z_1 \), one can determine the gradient Richardson number (\( Ri \)) at the geometric height \( z_m = (z_1 z_2)^{1/2} \) by

\[
Ri(z_m) = \frac{g}{T_0} z_m \left( \ln \frac{z_2}{z_1} \right) \frac{\Delta \bar{\theta}_v}{(\Delta \bar{u})^2}.
\]  

(15)

The corresponding value of the Monin-Obukhov stability parameter \( \zeta_m = z_m/L \) can be determined from the relations given by (Arya, 1988)

\[
\zeta_m = Ri(z_m), \quad \text{for } Ri < 0,
\]

(16)

\[
\zeta_m = \frac{Ri(z_m)}{1 - 5Ri(z_m)}, \quad \text{for } 0 \leq Ri < 0.2.
\]

(17)

Then, the basic universal similarity functions \( \phi_m \) and \( \phi_h \) are directly related to \( \zeta_m \), i.e.,

\[
\phi_h = \phi_m^2 = (1 - 15\zeta_m)^{-1/2}, \quad \text{for } \zeta_m < 0
\]

(18)

\[
\phi_h = \phi_m = (1 + 5\zeta_m), \quad \text{for } \zeta_m \geq 0
\]

(19)

The similarity relations of Eqs.(17) and (19) are not valid for \( Ri \geq 0.2 \) and \( \zeta_m > 1 \).

Finally, the friction velocity and the surface heat flux can be obtained from the following relations

\[
u_* = \frac{k \Delta \bar{u}}{\phi_m(\zeta_m) \ln(z_2/z_1)},
\]

(20)

\[
(w'\theta_v')_s = -\left[ \frac{k^2 \Delta \bar{u} \Delta \bar{\theta}_v}{\phi_m(\zeta_m)\phi_h(\zeta_m)(\ln \frac{z_2}{z_1})^2} \right].
\]

(21)

The parameters \( Ri(z_m) \) and \( z_m/L \) are used to determine the stability criteria discussed in the previous section, while the friction velocity \( u_* \) is used to estimate the ABL height \( h \) in the neutral and stable boundary layer.
3.2 TKE and EDR Profiles in Neutral and Stable Boundary Layer ($z_m/L \geq 0$)

The boundary layer height can be estimated as the minimum of those given by the following diagnostic relations (Arya, 1995):

\[ h = 0.3 \frac{u_*}{f}, \quad (22) \]
\[ h = 0.4 \left( \frac{u_* L}{f} \right)^{1/2}, \quad (23) \]

where $f$ is the Coriolis parameter. Note that Eq.(22) is valid only for a stationary neutral boundary layer, but it gives an upper bound for $h$ in slightly stable or near-neutral conditions when $L$ becomes too large and Eq.(23) overestimates $h$.

Then, Eqs.(4) and (5) are applied to obtain TKE and EDR profiles above $z = 40 m$ height. The friction velocity in Eqs.(4) and (5) is adjusted so that the profiles are continuous at $z = 40 m$, and might be slightly different from that given by Eq.(20).

3.3 TKE and EDR Profiles in Unstable Boundary Layer ($z_m/L < 0$)

3.3.1 Strongly Unstable (Convective) Regime ($|z_m/L| > 0.5$)

In this regime, the ABL height is usually estimated from the height of the inversion base, which can be determined from the vertical temperature sounding. However, it is difficult to obtain the temperature inversion base from the existing sounding data from the Dallas/Ft. Worth (DFW) and Memphis field experiments. This is because the soundings often do not extend above a height of $1 km$, whereas the ABL height in this regime can easily reach a height of $2 - 3 km$. Alternatively, we estimate the boundary layer height from Eqs.(11) and (12), using the measured TKE and EDR at $z = 40 m$, i.e.,

\[ h = \frac{0.4 + \sqrt{0.16 + 0.3 z_{40} \epsilon_{40}/(\epsilon_{40}/0.54)^{1.5}}}{\epsilon_{40}/(\epsilon_{40}/0.54)^{1.5}}, \quad (24) \]

where subscript 40 represents $z = 40 m$. Although the height of $z = 40 m$ is within the surface layer ($z \leq 0.1 h$) in most of cases of this regime, the observations indicate that the
mixed layer similarity may also be used for the entire boundary layer except for the layer very close to the surface.

Then, Eqs.(10) and (12) are applied to obtain TKE and EDR profiles above \( z = 40 \) m height, respectively. The convective velocity scale in Eq.(10) is adjusted for the TKE profile to be continuous at \( z = 40 \) m, and will be slightly different from that estimated from Eq.(11).

### 3.3.2 Moderately Unstable Regime (0.02 < \( |z_m/L| \leq 0.5 \))

This regime also includes the cases of \( e_5 > e_{40} \) but \( |z_m/L| > 0.5 \), since TKE (i.e., \( e \)) usually increases with height near the surface in the convective regime. The profiles are obtained in the same way as in the convective regime except that Eq.(11) is used for TKE profile rather than Eq.(10).

### 3.3.3 Weakly Unstable (Near-Neutral) Regime (\( |z_m/L| \leq 0.02 \) or \( |h/L| \leq 1.5 \))

In this regime, the formulations for the neutral boundary layer are applied for the profiles.
4 Comparisons with Observed Data

The friction velocity and TKE and EDR at \( z = 5 \text{ m} \) and 40 \text{ m} estimated from the similarity relations in the previous sections have been compared to measurement data from the Dallas/Ft. Worth (DFW) Airport Field Experiment (Dasey et al., 1998) during the period of September 15 - October 3, 1997. The height of \( z = 5 \text{ m} \) is essentially assumed to be within the surface layer. The measured \( u_* \) and EDR are 30-minute averaged, while the measured TKE is a median value over 30-minutes. The frequency for each stability regime is shown in Table 1, indicating that most of data belong to stable and moderately unstable regimes. In the following, the comparisons are performed in two stability groups, that is, neutral and stable regime including the weakly unstable regime and unstable regime including moderately unstable and convective regimes.

4.1 Friction Velocity (\( u_* \))

Figure 1 shows that the estimated \( u_* \) from mean velocity measurements with Eq. (20) agrees well with the measured \( u_* \) from the momentum flux at \( z = 5 \text{ m} \), but the data scatter becomes larger for weaker \( u_* \). In particular, for very small values of \( u_* \), which are often obtained during very stable conditions, the estimated \( u_* \) tends to be significantly smaller than the measured \( u_* \). This is because the Monin-Obukhov similarity theory on which \( u_* \) estimates are based, is not applicable under very stable conditions (Nappo and Johansson, 1999).

4.2 TKE at \( z = 5 \text{ m} \) and 40 \text{ m}

As formulated in sections 2 and 3, the estimated TKE at \( z = 5 \text{ m} \) in neutral and stable conditions is given as a function of only \( u_* \), while in unstable conditions, it is given as a function of \( u_* , w_* , L \) and \( z \). As shown in Fig. 2, the estimated TKE appears to agree with the measured, although data scatter becomes larger for smaller values. This is especially true in neutral and stable conditions. For very small values of TKE, most of the estimated
TKE values are significantly lower than the measured TKE. The agreement between the estimated and measured TKE is much better for the unstable conditions.

At \( z = 40 \, \text{m} \), only a comparison for the neutral and stable conditions is conducted. In unstable conditions, the \( u^* \) and \( h \) are calculated from the measured EDR and TKE at \( z = 40 \, \text{m} \) and thus, the estimated TKE and EDR at \( z = 40 \, \text{m} \) will match their measured values at \( z = 40 \, \text{m} \), exactly. Figure 3 shows that similar to TKE at \( z = 5 \, \text{m} \), the estimated TKE in neutral and stable conditions agrees reasonably well with the measured TKE, but data scatter at \( z = 40 \, \text{m} \) is larger than that at \( z = 5 \, \text{m} \), especially for smaller TKE values.

4.3 EDR at \( z = 5 \, \text{m} \) and \( 40 \, \text{m} \)

Using the estimated values of \( u^* \) and \( L \), EDR at \( z = 5 \, \text{m} \) is calculated from Eqs. (2) and (9). Its 'measured' values were obtained from the power spectrum of the observed wind data using the theoretical Kolmogorov relations of the spectra in the inertial subrange.

Figure 4 shows that at \( z = 5 \, \text{m} \), the estimated EDR appears to increase linearly with increasing measured EDR, but is considerably overestimated in both stability regimes. Data scatter is somewhat larger compared to that of TKE. Similar to that of TKE, however, the data scatter increases with decreasing values of EDR and is larger in neutral and stable conditions than in unstable conditions. As explained in section 4.2, the comparison for EDR at \( z = 40 \, \text{m} \) is conducted only for the neutral and stable conditions. Figure 5 shows that agreement and data scatter between estimated and measured EDR at \( z = 40 \, \text{m} \) are similar to those at \( z = 5 \, \text{m} \), but with smaller overestimation.

4.4 Adjustments in TKE and EDR Profiles

As shown in the above comparison plots, the ABL similarity theory appears to represent the measured \( u^* \) and TKE at \( z = 5 \, \text{m} \) and \( z = 40 \, \text{m} \) reasonably well, but with increasing data scatter for decreasing values of \( u^* \) and TKE. On the other hand, the estimated EDR considerably overestimates the measured EDR, although estimated and measured values appear to
be strongly correlated with a linear relationship between the two. As described in section 3, therefore, we require that the generated profiles for TKE and EDR match the measured values at $z = 5$ and $40\ m$ while maintaining the profile shape from the similarity theory above $z = 40\ m$. Otherwise, the estimated profiles for TKE and EDR may significantly deviate from those 'measured', especially for small values of TKE and EDR.
5 Procedure of Running Software

The software is coded in FORTRAN and is designed for operational use. The code is composed of one main program and two subroutines. As input the main program reads data files containing TKE and EDR at \( z = 5 \text{ m} \) and \( z = 40 \text{ m} \), as well as mean winds and virtual potential temperatures at two levels near the surface. The subroutine “EDRTKE\_STABLE” computes TKE and EDR profiles under neutral and stable conditions. The other subroutine “EDRTKE\_UNSTABLE” computes TKE and EDR profiles under unstable conditions. On output, vertical profiles of TKE and EDR are generated from the main program.

In executing the code, one needs to enter the following:

- latitude (degree) of the airport, which is used to calculate the Coriolis parameter \( f \).
- one-minute averaged tower data file for wind and virtual potential temperature at two levels near the surface.
- measured 30-minute averaged EDR data file at \( z = 5 \text{ m} \).
- measured 30-minute averaged EDR data file at \( z = 40 \text{ m} \).
- measured 5-minute averaged TKE data file at \( z = 5 \text{ m} \).
- measured 5-minute averaged TKE data file at \( z = 40 \text{ m} \).

Once the input data files have been successfully entered, the code then generates an output file, which contains not only the vertical profiles of TKE and EDR, but also the output of similarity scales such as \( h \), \( L \), \( u_* \), and \( w_* \). Figures 6 and 7 show a diurnal variation of TKE and EDR profiles generated by the software for a typical sunny day.
6 Summary and Discussion

Based on the existing similarity theories in the atmospheric surface layer and boundary layer under different stability conditions, the expressions and parameterizations for the vertical profiles of TKE and EDR have been suggested. Compared with observation, theoretically estimated TKE at 5 and 40 m heights above ground appears to agree reasonably well with those observed at the same heights except for the very small values of TKE. However, theoretically estimated EDR at 5 and 40 m heights considerably overestimates the observed EDR with large data scatter, although estimated and measured values appear to be strongly correlated with a linear relationship between the two.

From the ABL similarity relationships and their comparisons with the observations, software has been developed to generate realistic vertical profiles of TKE and EDR. The input parameters for the software are the measured TKE and EDR at the heights of \( z = 5 \) and 40 m above the ground, and the measured winds and virtual potential temperatures at two levels near the ground from which characteristic similarity scales, such as \( L \) and \( u_* \), can be estimated. In the software, to minimize the difference between the similarity relations and observations it has been required that calculated values match the observed values at the heights of 5 and 40 m while maintaining the profile shape from the similarity theory above 40 m. Although the software yields very plausible vertical profiles and their diurnal variations, statistics for the difference between the values estimated from the software and the measured values of TKE and EDR at the heights other than 5 and 40 m has to be obtained for further improvement of the software.
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Table 1: Stability frequency (%) in the Dallas/Ft. Worth (DFW) Airport Field Experiment during the period of September 15 - October 3, 1997, where data from two rainy days and one day for which data are partly missing have been omitted from the total data set.

<table>
<thead>
<tr>
<th>Stability</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stable</td>
<td>54</td>
</tr>
<tr>
<td>Weakly Unstable</td>
<td>5</td>
</tr>
<tr>
<td>Moderately Unstable</td>
<td>37</td>
</tr>
<tr>
<td>Strongly Unstable</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 1: Stability frequency (%) in the Dallas/Ft. Worth (DFW) Airport Field Experiment during the period of September 15 - October 3, 1997, where data from two rainy days and one day for which data are partly missing have been omitted from the total data set.
Figure 1: Comparison plots between measured and estimated $u_*$, where the solid lines represent lines of estimated $u_* = \text{measured } u_*$. 
Figure 2: Same as Fig. 1 but for TKE at $z = 5$ m.
Figure 3: Same as Fig. 1 but for TKE at $z = 40 \text{ m}$. 
Figure 4: Same as Fig. 1 but for EDR at $z = 5\, m$. 
Figure 5: Same as Fig. 1 but for EDR at $z = 40 \text{m}$. 
Figure 6: Diurnal variation of TKE profiles obtained from the ABL similarity theory and the observed values of TKE and EDR at $z = 5 \text{ m}$ and $40 \text{ m}$. 
Figure 7: Same as Fig. 8 but for EDR profiles.