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Abstract

The three-layer snow model of Lynch Stieglitz et al. [1994] is coupled to the global catchment-based Land Surface Model (LSM) of the NASA Seasonal to Interannual Prediction Project (NSIPP) project, and the combined models are used to simulate the growth and ablation of snow cover over the North American continent for the period 1987-1988. The various snow processes included in the three-layer model, such as snow melting and re-freezing, dynamic changes in snow density, and snow insulating properties, are shown (through a comparison with the corresponding simulation using a much simpler snow model) to lead to an improved simulation of ground thermodynamics on the continental scale.
1 Background

In the northern hemisphere, the mean monthly land area covered by snow ranges from 7% to 40% during the annual cycle, making snow cover the most rapidly varying large scale surface feature on earth [Hall et al., 1994]. As such, the spatial structure of snow cover can have an important impact on atmospheric circulation. Snow covered landscapes adjacent to bare soil regions have been found to produce mesoscale wind circulations [Johnson et al., 1984]. Historical data analysis has suggested that snow cover extent influences the development of the Asian monsoons in that an earlier snowmelt is associated with greater summer land heating and a stronger monsoonal season. [Dey and Bhanukumar, 1983; Hahn and Shukla, 1976; Kripalani et al., 1996; Ropelewski et al., 1984]. More recently, Kumar et al. [1999] have shown that the historical teleconnection between Eurasian snow cover and the Indian Monsoon may have broken down under the influence of a long term warming trend. Cohen and Entekhabi [1999] have suggested that anomalies in Eurasian snow cover leads to an expansion of the Siberian high over northern latitudes and through a displacement of the Icelandic low, affects the North Atlantic Oscillation. In turn, this results in colder surface air temperatures in eastern North America and Western Europe as well as wetter conditions in Southern Europe and the Mediterranean. Hence, accurate long-term forecasts in a fully-coupled climate system can be strongly dependent on an accurate simulation of the snow covered area, snow water equivalent, and snow depth.

As a medium-term water store, snow plays an important role in springtime runoff generation and flood production. In many northern latitude regions, as well as regions with high relief, spring meltwater derived from the winter snow pack represents the greatest source for the yearly ground moisture budget [Aguado, 1985]. Further, at high
latitudes the magnitude and timing of spring snowmelt water delivered to the Arctic Ocean affects the stability of the ocean’s surface layer, and it thereby affects ocean circulation and seasonal sea ice formation [Mysak and Venegas, 1998].

Since a snowpack is thermally insulating and limits the otherwise efficient heat exchange between the ground and the atmosphere, it controls the evolution of wintertime ground temperatures. Through freeze-thaw activity, this control over the evolution of ground temperatures influences the downslope redistribution of shallow ground water, surface runoff, and evapotranspiration. Ground temperatures in turn also influence soil microbial activity and the associate fluxes of CO₂ and CH₄ to the atmosphere. Both CO₂ flux tower measurements and modeling studies show that a longer growing season, associated with a shorter snow season, is positively correlated with a net annual carbon sequestration [Goulden et al., 1996; Goulden et al., 1998; Stieglitz et al., in review]. Further, due to the greenhouse capacity of trace gases, the interaction between ground freezing, vegetation and release of soil carbon as CO₂ or CH₄ can also lead to climate feedbacks that act on longer time scales.

As a practical demonstration of the impact that snow insulation has on the evolution of ground temperatures, Figure 1 shows air and ground temperatures at two sites for which seasonal snow cover is significant; Sleeers River, Vermont, and Imnavait Creek, Alaska. During the summer months, when the snowpack is non-existent, the air and surface ground temperature track each other with only a small offset in temperature. However, once the snow begins to accumulate, the relatively warm ground is insulated from the cold atmosphere and ground temperatures remains warm throughout the season. In effect, the pack prevents the escaping of heat from the warm ground to the atmosphere,
or conversely, damps out the cold wintertime temperature signal in the snowpack well before it reaches the ground.

Despite the acknowledged role that the snow cover plays in regulating the earth's global water and energy budgets, most land surface models (LSMs) intended for use in exploring the above mentioned feedbacks (i.e., coupled with atmospheric circulation models, ocean, and sea ice models) are inadequate for modeling high latitude processes. Previous work on the development of land surface schemes has primarily focused on developing multiple layer soil column models and improving canopy processes, with little attention paid to high latitude processes, and more specifically, to snow physics or permafrost dynamics. As a step toward addressing this deficiency, the three-layer snow model of Lynch Stieglitz [1994] has recently been coupled to the (NASA Seasonal to Interannual Prediction Project) NSIPP catchment based LSM. We demonstrate in this paper that through a sufficient representation of snow processes, we significantly improve the LSM's simulation of high latitude processes, particularly the evolution of subsurface ground temperatures.

2 Modeling snow cover

While sophisticated multi-layer snow models have been developed and successfully applied at the local scale [Davis et al., 1995; Hardy et al., 1998; Jordan, 1995], the treatment of snow processes, especially those used within general circulation models (GCMs), have been relatively simple. Some models consider the winter snow pack only as a store of moisture [Abramopoulos et al., 1988; Bonan, 1996; Koster and Suarez, 1996], while others blur the distinction between the snow and the ground surface altogether by envisioning a composite soil and snow layer [Dickinson et al., 1993;
Pitman et al., 1991]. Still others do distinguish between separate snow and ground layers, yet represent the entire pack with a single snow layer regardless of the actual pack depth [Slater et al., 1998; Verseghy, 1991]. However, as demonstrated at small experimental catchments [Lynch-Stieglitz, 1994; Yang et al., 1997], such a simple representation of snow and cold season processes can lead to a corruption of surface energy fluxes and a degradation of the snow insulation between the cold atmosphere and the warm ground. In turn, this compromises the seasonal development of ground freeze-thaw processes and the associated hydrologic processes such as runoff, ground water movement, infiltration and evapotranspiration. Figure 2a shows model-data surface radiation temperatures at the Sleepers River NOAA-ARS snow research station, located in Northern Vermont. In this region of the U.S., snow cover, which is appreciable from 7 December to 5 May, limits the heat flux from the ground to such an extent that below 7.5 cm the ground is never frozen and by the end of the spring melt the ground is entirely thawed. Hourly hydro-meteorological data were used to force an LSM that treated snow cover as nothing more than a store of water and energy. As snow accumulates and its associated heat capacity increases, the snow surface skin temperature can no longer adequately responds to rapid swings in the atmospheric temperature. On a diurnal basis, this leads to a snow skin temperature that is too warm, resulting in artificially large heat loss due to radiative cooling. In turn, this cooling of the snow surface is compensated for by an upward transport of heat from warm deep ground layers. Eventually, the soil column unrealistically cools and freezes. Further, this freezing (to a depth of 2 m) represents such a large heat loss from the ground system that deeper layers do not unfreeze until late summer, obviously affecting the normal seasonal evolution of
hydrologic processes. It is this lack of sufficient treatment of the snowpack physics, specifically, snow insulation that is responsible for both the loss of ground heat and the inconsistent heat fluxes.

Recently, sophisticated snow physics have been included in some LSMs and demonstrate a clear improvement in the overall simulation of the hydrologic cycle at the catchment scale [Loth and Graf, 1998a; Loth and Graf, 1998b; Loth et al., 1993; Stieglitz et al., 1997; Yang et al., 1997]. Typically, these multi-layer snow schemes explicitly model the heat and mass (water) transport within the pack. Radiation conditions determine the surface energy fluxes, and the heat flow within the pack is accomplished via linear diffusion along the thermal gradient. Meltwater generated within a given layer can drain to a lower layer, where it will refreeze, remain in the layer in the liquid state, or pass through.

We now present the coupling of the Lynch-Stieglitz [1994] three-layer snow model to the NSIPP catchment based LSM and validation over North America for the 1987-1988 snow season. We will demonstrate, via comparisons with corresponding simulations that use the much simpler Mosaic snow scheme [Koster and Suarez, 1996], that the more sophisticated model can overcome the deficiencies outlined above at the continental scale.

2.1 Coupling a three-layer snow model to the NSIPP catchment based LSM

2.1.1 A three-layer snow model:

This three-layer snow model accounts for snow melting and refreezing, dynamic changes in snow density, snow insulating properties, and other physics relevant to the growth and ablation of the snowpack. The boundaries of the snowpack move up and
down under the influence of snowfall, mechanical and wet compaction, condensation, sublimation, etc. We now discuss these processes in turn.

The snowpack is modeled with three snow layers. Three variables are needed to completely describe the system: layer thickness \((Z_i)\), water equivalent \((W_i)\), and heat content \((H_i)\). Heat and mass (water) flow within the pack is explicitly modeled. Radiation conditions, as well as the evolution of the snow albedo determine the surface energy fluxes. Heat flow within the pack is accomplished solely via linear diffusion along the thermal gradient. Each snow layer is characterized by a volumetric water holding capacity. As such, meltwater generated in a layer will remain in the layer if the liquid water content of the layer is less than the layer holding capacity. Otherwise, it will flow down to a lower layer where it will refreeze in the layer, remain in the layer in the liquid state, or pass through. Two independent processes govern densification of the pack. A simple parameterization is used to describe mechanical compaction, or compaction due to the weight of the overburden [Kojima, 1967; Pitman et al., 1991], and a separate densification is accomplished via the melting-re-freezing process. Snowfall, evaporation, sublimation, and condensation represent sources and sinks of mass and heat into the uppermost snow layer. Finally, resolution requirements dictate that in order to capture reasonably the diurnal range in the surface radiation temperature, the upper surface layer can be no greater than the thermal damping depth of snow, approximately, 6-10 cm. This requires that at every time step a simple mass wise redistribution of heat and water contents are performed among the three model layers.

The snowpack albedo is explicitly modeled. For computational simplicity we appropriately modify the formulation of Hansen et al. [1983], in which snowpack albedo
is parameterized as a function of snow surface aging, to instead to be a function of the density of the snow surface layer.

Results at the Sleepers River watershed in Vermont (8.4 km²) demonstrate the superiority of using this three-layer model instead of the simpler snow formulations discussed above. Not only are the radiation temperatures of the ground and snow surface now adequately modeled, but all the features of snowpack ripening that characterize pack growth/ablation are also well simulated (Figures 2b, 3) [Lynch-Stieglitz, 1994].

2.1.2 The NSIPP catchment based LSM

The catchment-based LSM was developed to overcome a critical deficiency in standard GCM-based LSMs, namely, the neglect of an explicit treatment for spatial variability in soil moisture. Standard LSMs employ a one-dimensional treatment of subsurface moisture transport and surface moisture and energy fluxes that effectively assumes homogeneous soil moisture conditions across areas spanning hundreds of kilometers. Much recent development work by various groups has focused on improving the 1-D representation itself, incorporating, for example, improved treatments of transpiration resistance and even carbon budget models into the evaporation calculation. Relatively little attention has been given to the spatial heterogeneity issue. This is unfortunate given that this heterogeneity can have a strong impact on surface energy and water budgets.

The strategy [Koster et al., in review] calls for the partitioning of the continental surface into a mosaic of hydrologic catchments, delineated through analysis of surface elevation data. Thus, the effective "grid" used for the land surface is not specified by the overlying atmospheric grid. Within each catchment, the variability of soil moisture is
related to characteristics of the topography and to three bulk soil moisture variables through a TOPMODEL-type formulation of catchment processes [Beven and Kirkby, 1979]. Many of the ideas underlying the strategy are culled from works of Beven and Kirkby [1979], Famiglietti and Wood [1991], Sivapalan et al. [1987], Stieglitz et al. [1997], among others.

A particularly unique aspect of the catchment model is the separation of the catchment into three subareas, each representing a distinct hydrological regime: one in which the surface is saturated, one in which the surface is unsaturated but transpiration proceeds without water stress, and one in which transpiration is stressed. Because these subareas are tied to the dynamically varying moisture variables in the catchment, their sizes vary with time. Key to the modeling strategy is the application of different formulations of evapotranspiration and runoff in each subarea to reflect the fundamentally different physical mechanisms controlling these fluxes in the three regions. This is a far more physically consistent approach than is possible with traditional one-dimensional LSMs.

Transpiration and other surface energy balance calculations proceed using established and tested code from a standard "SVAT-type" vegetation model [Koster and Suarez, 1996; Koster and Suarez, 1992] that includes bare soil evaporation and canopy interception loss. The SVAT code used for one-dimensional energy balance calculations is applied over each of the three identified moisture regimes. Each moisture sub-region maintains its own prognostic surface temperature; no "smoothing out" of this temperature is performed at the end of a time step. This allows the valley bottoms, where more evapotranspiration occurs, to remain consistently cooler than the drier uplands.
Of particular relevance here is the treatment of ground thermodynamics. Although each of the three sub-regions maintains its own surface/canopy temperature, temperatures for deep soil levels are assumed to be spatially homogeneous. The net heat flux from model surface soil layer to the layer just below is computed by weighting the individual heat flux from each moisture sub-region by its respective area and then summing together the three weighted fluxes. Heat transport within the soil column is governed by linear diffusion along the thermal gradient. Layer thicknesses follow a geometric series. The top layer's thickness is taken to be 5 cm to allow us to capture the diurnal range in the surface radiation temperature. To be compatible with the assumption that a zero heat flux condition applies at the bottom boundary of the deepest model layer, the ground profile extends to a depth of 10 m, approximately three times the seasonal damping depth for typical soils.

The model has been tested offline over the Red-Arkansas basin, using forcing established for the PILPS 2c intercomparison study [Wood et al., 1998]. With a minimal amount of calibration, the catchment model reproduces the observed surface fluxes in the basin as well as the inter-annual variability with high accuracy [Ducharne et al., in review].

2.1.3 Coupling the snow model to the catchment based LSM

The coupling of the snow model to the catchment framework necessitated some modifications to the above described snow scheme. In particular, we now ensure a smooth transition between snow-free and snow-covered conditions in order to capture the gradual growth of a snowpack's spatial extent and to avoid abrupt (discontinuous) changes in the surface energy balance calculations. The approach used is straightforward.
We assume a minimum local snow water equivalent, $SWE_{\text{min}}$, of 13 mm. If a given volume of snow falls on a snow-free catchment, that volume is spread uniformly over a fraction of the catchment so that the local water equivalent at any snow-covered point is $SWE_{\text{min}}$. Thus, if the snow falling on a snow-free catchment during a timestep has a total water equivalent volume, $V_s$, and if the area of the catchment is $A$, then the snow-covered area, $A_s$, is taken to be $V/(SWE_{\text{min}})$. The snow-covered areal fraction, $A_s/A$, increases as more snow falls until it reaches 1, at which time the local snow water equivalents across the catchment start increasing uniformly. When the fractional coverage is less than one, the snow model is represented with a single snow layer, whereas three model layers are used when the snow coverage is complete [Lynch-Stieglitz, 1994]. The transition between the single layer and three layer representations involves a simple conservative redistribution of layer heat and water contents. Surface energy calculations are performed separately over the snow free and snow covered areas. With 13 mm as the value for $SWE_{\text{min}}$, we can resolve the diurnal surface temperature signal and at the same time produce a stable solution with a 20-minute timestep.

2.2 A simpler scheme: the old Mosaic snow model

One of the goals of this paper is to demonstrate that the physics incorporated into the three layer snow model leads to an improved simulation of snow processes at the continental scale. We thus examine the behavior of a less sophisticated model in conjunction with that of the new model.

The less sophisticated model chosen for the comparison is the snow module of the Mosaic land surface scheme (Koster and Suarez, 1996). This model tracks the growth and ablation of snow with a single moisture reservoir. Compaction, liquid water storage,
refreezing, and other such processes within the snowpack are ignored; nevertheless, conservation of snow water is strictly maintained. The entire snowpack is assumed to have the same temperature as the underlying surface soil, and a single energy balance is calculated for the combined snow/surface soil system. Snow, of course, affects this calculation by imposing its own albedo (which accounts for subgrid snow coverage but not for snow aging) and by providing an energy sink during snowmelt.

The Mosaic land surface scheme has been used in numerous GCM studies, and its snow module has proven robust. Foster et al. [1996] present a comparison of observed continental-scale snowcover with the snowcover generated by several GCMs, including the GCM coupled to the Mosaic scheme. Although the Mosaic snow scheme produced a reasonable simulation of snowcover in this study, it tended to underestimate snow water equivalent. Model errors in this study, however, also reflect errors in the GCM’s simulated precipitation and temperature forcing.

3 Validation over North America

At the continental scale we can evaluate the ability of the model to simulate spatial coverage of snow, as well as snow amounts, over large areas. To this end, the ISLSCP Initiative 1 CD-ROM [Sellers et al., 1996] data were used to drive the model over North America for the period 1987 - 1988. Northern Hemisphere EASE-Grid Weekly Snow Cover data set is used to evaluate simulated snow coverage [NSIDC, 1996]. Further using the NSIDC digital permafrost maps [Zhang et al., 1999] we can evaluate the impact that snow insulation has on the evolution of ground temperatures; specifically, the evolution of the southerly extent of the continental permafrost front.
For the present analysis, the coupled catchment/snow model was driven over North America (partitioned into about 5000 catchments based on the USGS EROS Data Center's GTOPO30 data [Verdin and Verdin, 1999], using hourly atmospheric forcing derived from the ISLSCP Initiative 1 CD-ROM [Sellers et al., 1996]. This dataset covers the two-year period 1987-1988, and thus we were able to simulate in full the growth and ablation of snowpack for the winter of 87-88. Spin up of model variables was achieved by cycling the model through the two years of forcing data at least five times, with model diagnostics saved only during the final cycle.

The same spin up process was then repeated using the catchment model coupled to the snow scheme from the Mosaic LSM (see section 3.2 above). For logistical reasons, the version of the catchment model used here was older and somewhat inferior to that which was used with the three-layer snow scheme, with differences mainly in the representation of soil/catchment hydrology. However, since the present analysis focuses on snow dynamics and subsurface thermodynamics, and since both versions of the catchment model employed the same subsurface heat diffusion algorithm, the comparison should be quite valid. In essence, the differences induced by using two different versions of the catchment model are confined to snow-free periods.

Figures 4-5 show the spatial evolution of snow coverage over North America for the 1987-1988 snow season. Both the old Mosaic snow model and the new scheme capture this evolution fairly well. Considering that the major driver for both schemes is the total atmospheric radiation, air temperature, and precipitation, this result is somewhat to be expected. When atmospheric conditions favor snowfall, snow cover accumulates, and when conditions shift in favor of melting, the pack ablates. The ground-snow heat
flux has significantly less impact on pack growth and ablation than the snow-atmosphere flux. However, as demonstrated in Lynch-Stieglitz [1994], this does not imply that the surface radiation temperatures evolve similarly with both models. Therefore, when the land-atmosphere feedbacks are possible (i.e., in coupled land-atmosphere runs), the spatial evolution of the snowpack may evolve differently for the two schemes over the course of a snow season.

To better understand the control that snow insulation has over the evolution of the ground thermal processes, Figures 6-8 show ground temperatures with depth at three locations (54N-99W, 61N-99W, 68N-159W) for the 1987-1988 snow season. The length of the snow season increases from 4 months at 51N to just under 10 months at 68N. In all cases, the impact of snow insulation is clear. In the old scheme the ground and atmosphere are effectively in direct contact, regardless of the intervening snowpack, and with the onset of winter the soil is quickly depleted of heat content. With the new snow scheme, on the other hand, the ground heat reservoir, which has been gaining energy throughout the warm summer months, is effectively cut off from the cold atmosphere once snow cover accumulates, and this minimizes heat loss. Comparing model-generated results at 61N with data taken at the nearby Boreas sites [Levine and Knox, 1997; Pauwels and Wood, 1999], demonstrates that mid-winter temperatures in the old scheme are too cold by approximately 15-20 deg. C, while the new scheme evolves ground temperatures in close agreement to site data. It is interesting to note however, that except for differences in the deep model temperatures, the profiles are remarkably similar by the end of the summer; i.e., the soil heat memory is only on the order of several months. In any case, the impact of extreme ground freezing with depth in the mid-winter using the
old scheme can have profound implications for both hydrologic and biologic processes, as well as for the proper simulation of the surface energy fluxes. For example, the extremely cold mid-winter ground temperatures will effectively shut off microbial respiration, which have been shown to operate at temperatures as low as -7 deg. C. As demonstrated by Oechel and others [Oechel et al., 1997; Zimov et al., 1996; Zimov et al., 1993], this winter respiration can account for as much as 30% of the annual soil respiration at high latitudes.

Figure 9 shows that spatial difference in temperatures for the deepest soil layer between the new and old snow scheme after the model is spun up can be as much as 9 deg. C. The reason for this is as follows. As snow accumulates, the ground under the new snow model is insulated from the cold winter air temperatures, and as a result, evolves a deep ground temperature which is considerably higher than the overlying mean annual air temperature. On the other hand, the old scheme, which has no representation of snow insulation, continually loses heat to the atmosphere until equilibrium is reached, at which point the deep model temperature is close to the long-term air temperature overlying a given region. Further, the general trend is such that the deep soil temperature difference between the models increase with latitude, corresponding to a longer snow season with latitude, and therefore a longer period in which winter snow insulation is operating in the new model. For similar reasons, regions showing an especially large difference, east of the Hudson Bay and north of the Gulf of Alaska, are regions where the new snow scheme predicts earlier snow accumulation and later melt than the old snow scheme (see Figure 4).
The fact that the soil heat content using the old snow scheme is less than that of the new snow scheme, especially at lower latitudes, is reflected in the permafrost maps in Figure 10. Here we consider a catchment to be within a permafrost region and thereby shaded gray if the deepest model layer within that catchment is frozen throughout the two-year simulation. With few exceptions, the permafrost boundary generated by the new scheme appears highly accurate - the solid line in the figure refers to the observed permafrost line corresponding to 50% permafrost coverage whereas the dashed line corresponds to 10% permafrost coverage [Zhang et al., 1999]. Similar success, however, is not found with the old scheme, for which the southerly extent of permafrost front extends from Washington State in the west to Montreal, Canada, in the east. This comparison indicates that the three-layer model, originally developed and validated at small experimental catchments [Lynch-Stieglitz, 1994; Stieglitz et al., 1999] does indeed capture the important snow processes which control the growth and the ablation of continental-scale snowpack and its snow insulation capabilities

4 Future model developments

As stated earlier, to avoid abrupt discontinuities in the surface energy balance calculations, we account for sub-grid scale variability in snow cover when the pack is thin. However, even when snow cover is substantial, snow heterogeneity can be significant [Liston, 1986; Liston and Sturm, 1998]. Gradients in elevation, differences in aspect, and the interactions between wind, topography and vegetation will all result in snow cover heterogeneity. We currently ignore these effects and their influence on the surface energy fluxes.
To account for elevation effects in regions of high relief, a temperature lapse rate can be used along with binned elevation bands to distribute snow cover and snow melt throughout the landscape [Bowling and Lettenmaier, 1998]. To account for the effects that wind, vegetation, and topography have on the distribution of snow cover, the work of Liston and Sturm [1998] can be adapted to our modeling framework. While their spatially explicit model is not directly compatible with the statistical treatment of topography presented here, the empirical equations governing wind blown snow can be used to treat snow distribution in much the same way we currently treat soil moisture heterogeneity; through a statistical representation in which valleys are regions of snow accumulation and uplands are regions of snow ablation. Hartman et al. [1999] recently applied such a procedure, albeit without explicitly including for the effects of wind blown snow, and had success in improving snowmelt discharge.

5 Conclusions

General Circulation Model experiments predict that CO₂-induced global warming will be greatest at high northern latitudes. Associated with such rising temperatures would be increased precipitation and earlier snowmelt [IPCC, 1995]. With this in mind, researchers are attempting to answer a number of key questions: Will changes in snow cover extent and amount affect regional and global climate via changes in the surface energy balance? Will climate change augment plant growth and thus increase the uptake of CO₂ from the atmosphere? If Arctic rivers deliver less freshwater to the Arctic Ocean due to enhanced evapotranspiration, what will be the impact on river ecology, ocean shelf dynamics, surface ocean stability, and sea ice formation? If soils become warmer, will the increased microbial activity release carbon stored in the soil? Will warmer
temperatures increase the production of methane, another greenhouse gas, in regions where wetlands expand? To answer these questions on an global basis, there is a need for a new generation of computationally efficient models that can adequately represent snow processes.

We have coupled the snow model of Lynch Stieglitz [1994] to the global catchment-based LSM of the NASA NSIPP project. This three-layer snow model accounts for snow melting and refreezing, dynamic changes in snow density, snow insulating properties, and other physics relevant to the growth and ablation of the snowpack. Validating with 1987-1988 ISLSCP data sets at over the 5000 catchments representing North America indicates that the model is capable of simulating the spatial coverage of snow. More importantly, the model's treatment of the insulation properties of snow cover leads to an accurate simulation of the permafrost front, relative to the NSIDC digital permafrost map. Finally, the successful larger-scale application of the model for North America suggests that the global application of the model is within reach, and more specifically, that application at high latitudes will be successful.
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Figure Captions List

Figure 1: Surface ground temperature, overlying air temperature, and snow cover at two sites with significant snow cover. (a) The Sleepers River NOAA-ARS snow research station located in the Eastern Highlands of Vermont. (b) The Inninavait Creek watershed located in the foothills of the Brooks Range on the North Slope of Alaska.

Figure 2: (a) Hourly surface radiating temperature for 20 days starting 1 January 1971 at the NOAA-ARS research station (stars) and the LSM without snow insulation (solid line) [Lynch-Stieglitz, 1994]. (b) Hourly surface radiating temperature for 20 days starting 1 January 1971 at the NOAA-ARS research station (stars) and an LSM using the three-layer snow model of Lynch-Stieglitz [1994] (solid line).

Figure 3: (a) Measured hourly surface radiating temperature for 20 days starting 1 January 1971 at the NOAA-ARS research station (stars) and predicted by an LSM with the three layer snow model of (solid line) [Lynch-Stieglitz, 1994]. (b) Measured snow depth, water equivalent snow depth, and snowpack density for 1971 - 1972 at the NOAA-ARS research station (stars) and predicted by an LSM with the three-layer snow model of (solid line) [Lynch-Stieglitz, 1994].

Figure 4: The spatial evolution of snow coverage over the approximately 5000 catchments comprising North America for the 1987-1988 snow season.
Figure 5: The fractional snow coverage over North America for the period 1 January 1997 through 31 December 1998 for both the old and new snow scheme as well as coverage determined from satellite (NOAA/NESDIS weekly snow coverage, found on the ISLSCP CD-ROM or the LDEO Climate data library [2000]) and from ground stations (Air Force climatological data set, [Foster Jr. and Davy, December, 1988]).

Figure 6: The evolution of ground temperatures at depth for the 1987-1988 snow season at 55N, 99W. The presence or absence of snow in the new model is indicated by the white region labeled "snow". The presence or absence of snow in the old model is indicated by the stippled region. A layer that is both white and stippled indicates the presence of snow cover in both the new and old snow model. STW refers to the uppermost soil layer.

Figure 7: The evolution of ground temperatures at depth for the 1987-1988 snow season at 61N, 99W. The presence or absence of snow in the new model is indicated by the white region labeled "snow". The presence or absence of snow in the old model is indicated by the stippled region. A layer that is both white and stippled indicates the presence of snow cover in both the new and old snow model. STW refers to the uppermost soil layer.

Figure 8: The evolution of ground temperatures at depth for the 1987-1988 snow season at 68N, 159W. The presence or absence of snow in the new model is indicated by the white region labeled "snow". The presence or absence of snow in the old model is indicated by the stippled region. A layer that is both
white and stippled indicates the presence of snow cover in both the new and old snow model. STW refers to the uppermost soil layer.

Figure 9: The spatial difference in temperatures for the deepest soil layer between the new and old snow scheme after the ten year spin up.

Figure 10: Model-generated and observed (NSIDC digital permafrost maps, [Zhang et al., 1999]) permafrost regions. A catchment is considered to be within a permafrost region and thereby shaded gray if the deepest model layer within that catchment is frozen throughout the 1987 - 1988 simulation period. The solid line refers to the observed permafrost line corresponding to 50% permafrost coverage whereas the dashed line corresponds to 10% permafrost coverage. With few exceptions, the permafrost boundary generated by the new scheme appears highly accurate.
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