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ABSTRACT

This research investigated genetic algorithm approaches for smart actuator placement to provide aircraft maneuverability without requiring hinged flaps or other control surfaces. The effort supported goals of the Multidisciplinary Design Optimization focus efforts in NASA’s Aircraft Morphing program. This work helped to properly identify various aspects of the genetic algorithm operators and parameters that allow for placement of discrete control actuators / effectors. An improved problem definition, including better definition of the objective function and constraints, resulted from this research effort. The work conducted for this research used a geometrically simple wing model; however, an increasing number of potential actuator placement locations were incorporated to illustrate the ability of the GA to determine promising actuator placement arrangements. This effort’s major result is a useful genetic algorithm-based approach to assist in the discrete actuator / effector placement problem.

INTRODUCTION

The Aircraft Morphing program is a NASA-sponsored effort to develop smart devices for aircraft applications making use of active component technologies. One of the technology areas for this program is Multidisciplinary Design Optimization (MDO), and a focus effort in MDO is to investigate and subsequently develop methods for optimal placement of sensors and actuators for aeroelastic control, flow control and acoustic control. A thrust of this effort is to evaluate novel control effectors for aircraft flight control as an alternative to conventional aircraft control surfaces. These effectors are smart devices that produce a quasi-static shape change in an aircraft’s wing to produce desired control moments. Proposed concepts for this type of device include various smart materials and adaptive structures such as flexible/inflatable skins, piezoelectric actuators in composite laminates, shape memory alloys, and synthetic zero-mass jets driven by vibrating membranes. Proper placement of these devices is critical to their success.

Smart devices that can produce a quasi-static shape change in an aircraft wing may be able to provide three-axis flight control; this could eliminate the need for conventional control surfaces. Surfaces like ailerons, flaps, etc., have gaps between the wing and the surfaces that contribute to leakage and protuberance drag and can be a source of aerodynamic noise; these can also impact the radar cross-section of military aircraft. This report describes research of Genetic Algorithm (GA) approaches to place discrete actuators on a wing to provide three-axis flight control to a “seamless” aircraft.

The GA, a global optimization technique well suited to discrete optimization, is a promising approach for actuator placement. The GA is a computational representation of natural selection and reproduction observed in biological populations. The mimicry of nature in a GA includes representing points in a design space as if they were individual organisms. Design variables are generally mapped into binary strings that provide the genes of a given design. These strings are then concatenated to form a chromosome representing the traits of an individual design point. The GA works with these binary chromosomes, which allows for discrete optimization. In this application, the binary “1” will represent an “on” actuator, while the “0” will represent an “off” actuator.

When attempting to incorporate actuator devices on an aircraft, there are several goals. One is to reduce the number of actuators required, and a second is to provide uncoupled control moments in all three axes (pitch, roll, and yaw). Research for this effort investigated appropriate genetic algorithm approaches to provide fast runtimes and
RESEARCH RESULTS

AERODYNAMIC ANALYSIS AND MODELING

In order to address the actuator placement problem, 16 discrete actuator locations were defined on a geometrically simple wing. Figure 1 presents these discrete actuator locations on a wing planform that has been “unwrapped” about the leading edge. The actuator locations were chosen to mimic the effect of flaps along the trailing edge and leading edge of the wing.

![Figure 1: Discrete actuator locations on “unwrapped” wing model.](image)

This wing model is an unswept, untapered wing with a NACA 0015 airfoil section. This wing has an aspect ratio of 8, a wing span of 96 ft, a chord of 12 ft, and a total area of 1,152 ft². The intent is to provide a wing dimensionally similar to a “real” airplane wing. These dimensions are comparable to the wing of a commercial transport aircraft. The 3-D panel code, PMARC, predicted aerodynamic force and moment coefficients for the various actuator placements.

To begin the investigations, a panel model of the wing was constructed using the geometry described above. A common approach for paneling lifting surfaces uses a cosine spacing scheme to have a higher density of panels near the leading and trailing edges. However, to evaluate the effect of rectangular actuator patches, a uniform distribution of panels was desired to represent equally sized actuator patches. The results of a convergence study provided the total number of evenly spaced chordwise panels for the model. For this work, the wing model is split into 2400 panels, 20 panels in the spanwise direction by 60 panels in the chordwise direction. In addition, a rigid wake is attached to the trailing edge of the wing in the PMARC representation. This wake contains 240 panels with cosine spacing. The smallest panels are located closest to the wing to ensure the most accurate calculations as possible.

ACTUATOR MODELING

Each actuator location encompasses a group of panels. In the 16-actuator wing model, the each actuator location illustrated in Figure 1 has dimensions of 4 panels in the spanwise direction by 20 panels deep (chordwise). At the beginning of this research, it was not clear how the actuator should be modeled. Initially, imposing a positive normal velocity (blowing) on each panel in the actuator location provided a representation of an active actuator. While this appeared a reasonable way to represent the effect of an actuator, this model was adding mass to the flow, which is not appropriate for most envisioned actuator devices.

To avoid adding mass to the flow, combinations using equal numbers of panels with positive normal velocity (blowing, modeled using a potential source) and with negative normal velocity (suction, modeled using a potential sink) in the area defined by the given actuator were investigated. The first modeling approach used panels with alternating positive and negative surface normal velocities, with velocity magnitudes of ±1.0. Figure 2 depicts this type of actuator model.
A wing with one "on" actuator on the trailing edge lower surface of the wing was evaluated in PMARC, which computed pressure coefficient distributions over the wing. A plot of the pressure coefficients on the surface of the wing at a chordwise location passing through the "on" actuator shows that this modeling strategy is not the best choice. Figure 3 displays this pressure distribution.

Because the normal velocities are equal to the freestream velocity, the magnitude of the pressure coefficient near the active actuator is very large. Also, the alternating source/sink model causes some unusual spikes in the $C_p$ distribution at the front and back of the active actuator.

To remedy the obvious problems in the previous actuator models, active actuators were modeled using surface blowing (again, using potential sources) on the upstream aerodynamic panels in the actuator area followed by an equal number of panels with suction (potential sinks). This arrangement corrected the shape of the pressure distribution over the wing with an "on" actuator. In addition, the magnitude of the normal velocities is decreased to ±0.26 to remove the large magnitude pressure regions of the previous models. By maintaining an equal number of source and sink panels, this representation does not add any mass to the flow. Figure 4 shows this active actuator model.
Comparing the effect of the active actuators to the effect of a conventional control surface and plotting the pressure coefficients allowed determination of the normal velocity magnitude. To provide the pressure distribution of the conventional control surface, the two-dimensional panel code, XFOIL, computed $C_p$ values for a NACA 0015 airfoil with a deflected plain flap. The magnitude of the surface normal velocities in the PMARC actuator model were varied until the peak $C_p$ in the PMARC model closely matched the peak $C_p$ in the XFOIL model. This study determined that an actuator with normal velocity magnitudes of $\pm 0.26$ causes the same peak in the pressure coefficient as a deployed flap. Figure 5 presents the $C_p$ curve when an actuator is activated on the trailing edge of the PMARC wing model and the $C_p$ curve predicted when a plain flap is deflected using the XFOIL model.

By modeling the actuator with upstream blowing and downstream suction panels, the PMARC model becomes very generic so nearly any practical smart actuator system can be represented by matching the pressure coefficient distributions of the actual actuator and the normal velocity model in PMARC. Using the 2-D XFOIL results here is not completely realistic, but it demonstrates the flexibility of the actuator model. Experimental data, especially pressure distributions past an activated smart actuator device, would provide an inverse design approach to determine normal velocities for the PMARC models. Unfortunately, experimental data was not available for this research.

PMARC SOLVER MODIFICATIONS

Representing actuators with surface normal velocities provides an additional advantage. Using a vortex-panel aerodynamic analysis tool like PMARC requires a geometric description of the body to be modeled. This description allows the calculation of influence coefficients, which become the elements of a large matrix, $C$, in a system of linear equations, $Cv = b$. If the surface geometry is to be changed, new coordinates need to be entered into the program, and, in turn, a new set of influence coefficients must be calculated and assembled into a new $C$ matrix. Velocity and wake influence terms appear in the right-hand side vector, $b$, of the linear system of equations.
The vector of source doublet strength values, \( \mu \), provide values used to predict aerodynamic properties of the body. By representing the active actuator (which may provide an actual geometry change) through the blowing/suction model, the large influence coefficient can remain unchanged, and only a new right-hand side vector needs to be computed. This saves a great deal of computational effort. Unfortunately for this application, PMARC, like most panel codes, originated 15 or more years ago when computer memory and disk storage were limited in comparison to today's computational resources.

Immediately prior to this research effort described in this report, PMARC was modified for use as a subroutine that can be called numerous times in succession. While this modification shortened the run time of the genetic algorithm significantly by requiring only one assembly of \( C \), that can be reused throughout the run, using PMARC still requires solution of \( C_{tA} = b \) for each new actuator configuration.

The original matrix solver for PMARC solves for the doublet strength vector using an iterative technique that partitions the system of equations into smaller sub-problems that require significantly less memory.\(^7\) Using this solver, each call to PMARC requires about one minute and 30 seconds of runtime to compute the \( \mu \) vector for the wing model. Because of the computational resources available, and because the \( C \) matrix remains unchanged regardless of the actuator configuration being evaluated, this iterative solution was not necessary for every call to PMARC. In an effort speed up the run time for the GA, which can require thousands of PMARC analyses, several different numerical methods were investigated to improve the PMARC solver.

First, a sparse matrix solver from the IMSL library\(^8\) was implemented to replace the original iterative solver. While the geometry-based influence coefficient matrix is very large and contains many zero (or nearly zero) elements, it was not "sparse enough" for the IMSL routine to solve. Then, the IMSL version of LU decomposition was attempted. This routine did not work either; given the run-time error messages provided, it appears that the influence coefficient matrix was too large for the IMSL routine to handle. Additional investigations of LU solvers may provide an alternative approach.

Finally, an approach to store the inverse of the influence coefficient matrix, \( C^{-1} \), was developed using routines from both IMSL and Numerical Recipes.\(^7\) This inverse matrix is assembled and stored during the initial call to PMARC and is then used to solve the forward multiplication matrix equation, \( \mu = C^{-1}b \), on every subsequent call. Computing an inverse matrix is a comparatively expensive endeavor in computational terms, so the initial call to PMARC will take much longer. However, the intent is to recover this initial investment of computational effort in the much faster forward multiplication.

The Numerical Recipes version of the new PMARC solver uses the "LUDCMP" and "LUBKSB" routines. The first subroutine performs L-U decomposition on the influence coefficient matrix. This separates the matrix into upper and lower triangular matrices. The next subroutine uses back substitution to convert these two triangular matrices into the inverse of the original \( C \) matrix. The inverted matrix \( (C^{-1}) \) is then stored in a scratch file for use in subsequent calls to PMARC, which then perform the, \( \mu = C^{-1}b \) calculation. Using the Numerical Recipes routines for matrix inversion then subsequent forward multiplication requires approximately 144 calls to PMARC before the runtime is equal to the runtime required using PMARC with its original solver. Because the GA calls PMARC 50 times or more during each generation, the reduction in overall run time of the genetic algorithm is obvious after just a few generations.

In the second version of the inverse-matrix solver approach, the Fortran 77 IMSL subroutine "LINRG" directly inverts the influence coefficient matrix. This matrix is then stored in a scratch file and is used in the forward multiplication of subsequent PMARC calls. The IMSL solver requires only about 28 calls to PMARC before its runtime is equal to the runtime of the original solver. Thus, the reduction in runtime using the IMSL routines to calculate the \( C^{-1} \) matrix is obvious within the first generation of the GA.

Figure 6 shows a plot of the user time versus the number of subsequent PMARC calls for the three solver approaches (original, Numerical Recipes inversion, and IMSL inversion). To create this plot, PMARC ran for one, two, five and ten consecutive evaluations and the user was measured. A linear trend was fit to this data; these trends project that for large numbers of PMARC calls, the expense of the matrix inversion is rapidly recovered. Runs with the new inverse-based solver scheme demonstrate this behavior.
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Problem Statement

To form chromosomes for the genetic algorithm, a 16-bit string of “0”s and “1”s were used to represent whether the corresponding actuator location was “on” or “off”. As an example, the chromosome, “0110110110010010”, would represent an actuator configuration in which the “1” locations were turned on. This example is presented in Figure 7, where the shaded regions indicate the “on” actuator.

To begin, an uncoupled pitch control problem was developed. In this uncoupled pitch case, the objective was to minimize the objective function, \( \phi \),

\[
\text{minimize } \phi = \sum_{i=1}^{\ell} a_i
\]

where \( a_i \) is the \( i^{th} \) bit in the chromosome string corresponding to the \( i^{th} \) actuator location and \( \ell \) is the total chromosome length (here, this is 16). Because each “1” bit represents an “on” actuator, this minimizes the number of “on” actuators.

Constraints are imposed on the pitching, rolling, and yawing coefficients in order to obtain uncoupled moments about one axis. For the problem describing a pitching maneuver, the rolling and yawing moments are constrained to a small values (\( |c_{rl}| \leq 0.001 \) and \( |c_{yu}| \leq 0.001 \), respectively). A limit value for the minimum pitching moment was determined by conducting a PMARC analysis of a wing model with actuator locations 4, 8, 12, and 16 turned “on” to represent a condition like deflecting trailing edge flaps upward to provide an uncoupled pitching moment. The value of \( c_m \) from this analysis is reduced by five percent to obtain the limiting value used in the constraint. For the pitching moment case, with 16 possible actuator locations, these constraints are

Figure 6. Number of calls to PMARC versus user time for original solver and new solver.

Figure 7. Example wing with “on” actuators shaded.
where  is the pitching moment coefficient,  is the yawing moment coefficient, and  is the rolling moment coefficient. In this scaled form, the constraint function values, , are positive when the constraint is violated. These constraints will ensure that the feasible designs are capable of performing a pitching maneuver, without any rolling or yawing.

Similar PMARC analyses were conducted to generate the constraint limits imposed to provide uncoupled rolling and yawing maneuvers. For the rolling moment, actuators 1, 5, 12, and 16 were turned “on” to represent aileron deflection in a rolling maneuver. For yaw, actuators 13 and 16 were turned “on” to represent a split-flap yawing maneuver. Illustrates the models used to compute the limiting moment coefficient values for the constraints.

Because the genetic algorithm uses only a single fitness function value to guide its search, the fitness function must reflect both the objective and the constraints. The approach used in this work was to apply a step-linear external penalty function. With this formulation, the fitness function, , was expressed as:

\[
    f = \phi + \sum_{i=1}^{n_{\text{con}}} \left( r_0 \zeta_i + r_i \max\{0, g_i\} \right)
\]

The values of the penalty multipliers, , were chosen so that the penalty terms have a similar order of magnitude to the objective function when the constraints are violated. The operator, , has a value of 1 when the corresponding constraint is violated. In this manner, any constraint violation is assessed a penalty at least equal to the threshold value, .

**SYMMETRY STUDIES**

Some natural symmetry exists in producing uncoupled aerodynamic moments that may be exploited to make this problem easier to address. Because the binary code lends itself very well to the “on / off” representation of actuators, it is natural to code a chromosome that represents all possible actuator locations. The 16-bit chromosomes used in the previous studies followed this approach. However, this can present some problems for the crossover operator if symmetry is not incorporated. For a design to be selected as a “parent” in the GA, it must have a good
fitness value. To provide an uncoupled pitch maneuver, the actuators need to be symmetrically placed about the $y = 0$ line on the wing model. Asymmetry about this line will lead to rolling and / or yawing moments. Therefore, parent designs (which are selected as good designs) are likely to have symmetric actuator placements. An example of how both uniform and single point crossover can create asymmetric (and infeasible) children from two feasible parents is presented in Figure 9. The actuator arrangements and corresponding chromosome representations are shown.

**Figure 9.** Asymmetric children resulting from two symmetric parents.

As mentioned previously, to provide an uncoupled pitching moment, the “on” actuators need to have left-right symmetry so that yawing or rolling moments are not produced. The rolling moment has similar properties, with the top left and right bottom of the wing requiring symmetric actuators. Uncoupled yaw can utilize top-bottom symmetry. The axes of symmetry for each of the maneuver conditions are shown in Figure 10. By employing these symmetry conditions, the length of the chromosome can be reduced from 16 bits to eight bits.

**Figure 10.** Axes of symmetry.

The issue of symmetry was addressed to determine its effect on the overall speed and efficiency of the GA. A general case was run using a 16-bit string length with a population size of 64 individuals and a mutation rate of 0.0083. Then, a symmetrical case using an eight-bit string length with a population size of 32 individuals and a mutation rate of 0.0176 was run. As before, the population size and probability of mutation were determined using published guidelines. For both the symmetric and general cases, uniform crossover was used, and the pitching moment case provided the problem statement. The stopping criterion halted the GA when the minimum fitness was the same for five successive generations or when the maximum fitness equaled the minimum fitness. Figure 11
shows the convergence history for a general (nonsymmetrical) and a symmetrical case, both using the same random seed to start the runs and both using uniform crossover.

The nonsymmetrical case ran for 41 generations before meeting the stopping criterion. The best feasible design for this run contained six actuators, found at generation 9. The symmetrical case required 4 generations to meet the stopping criterion. The best feasible design contained 4 actuators and was located immediately in generation 0. By using symmetry in this problem, a large part of the infeasible design space is automatically eliminated. Using a nonsymmetrical chromosome representation, the GA wastes most of its computational effort evaluating nonsymmetrical, infeasible designs. Thus, the symmetric chromosome representation is more computationally efficient, and the GA is capable of finding good designs quickly. As shown in Figure 11, the maximum, average, and minimum fitness values were substantially lower throughout the duration of the symmetrical run.

![Figure 11. Fitness history for GA runs using general (top) and symmetric (bottom) chromosome representations. (Note different scales for each plot.)](image)

After running the GA with and without symmetry in the problem, it is obvious that by exploiting this characteristic of the problem, the computational time of the program can be drastically reduced. After five runs, the average runtime for a symmetrical run was approximately 9.3 hours real time using a Sun Ultra-450 computer. The nonsymmetrical case, however, took around 250 hours (10 days) real time to reach the convergence criteria.

The use of one crossover routine over another seems to have little effect when symmetry is also used in this problem. Five cases incorporating symmetry were run for the pitch case using each type of crossover routine (10 total cases). On average, a GA run with uniform crossover required about 10.5 CPU hours to reach the stopping criterion, while a GA run with single-point crossover required about 10 CPU hours. In all cases, the best feasible design contained 4 actuators. There is no significant difference in the convergence behavior or the fitness values of these routines. The crossover routine may have a more profound effect on the nonsymmetrical problem. Because single-point crossover is more capable of retaining patterns than uniform crossover, it may converge more quickly and find better designs.

Because of the obvious benefits of exploiting the symmetry in this problem, the GA was run to minimize the number of actuators in order to have uncoupled control in each of the three axes. Figure 12 shows the results from a typical pitch case. The problem statement for the pitch case was to minimize the total number of actuators subject to a minimum pitching moment of 0.0570 and absolute values of rolling and yawing moments less than 0.001. As in the previous cases, the constraint values were determined using a PMARC analysis with the appropriate actuators turned “on” to mimic a conventional control surface maneuver. The case shown in the figure required 7 generations to reach the stopping criterion and produced a scheme of four “on” actuators that produce a pitching moment of 0.0578. This solution is first encountered in the initial generation (generation 0), and is re-encountered by generation 3.
In addition to the "best" solution of four actuators, the GA finds several other feasible solutions, which can be used as alternate solutions should the "best" solution not meet all of the designer's manufacturing, safety, or other requirements. One of these six actuator schemes consists of actuators 1, 3, 5, 9, 13, and 15 and produces a pitching moment of 0.0652. The other alternate solution requires actuators 1, 5, 7, 9, 11, and 13 and produces a pitching moment of 0.0655. Because the GA's population-based search offers several design solutions from one run, it is very useful in complex, computationally expensive problems.

Next, the GA was used to minimize the number of actuators subject to a minimum rolling moment of 0.0650 and absolute values of pitching and yawing moments less than 0.001. The case shown in Figure 13 required 19 generations to reach the stopping criterion. As in the pitch case, the solution utilizes four actuators. The rolling moment produced by these four actuators is 0.0667 and is first encountered in generation 6. Alternate solutions found by this GA run include one four-actuator scheme and several six actuator schemes. The four actuator alternate scheme consists of actuators 1, 5, 12, and 16 to produce a slightly larger rolling moment of 0.0672. The six-actuator schemes all provide larger rolling moments and can be chosen at the designer's discretion.

Finally, the number of actuators were minimized in order to achieve a minimum yawing moment of 0.0042 and absolute values of pitching and rolling moments less than 0.001. Figure 14 shows the solution and the convergence plot. This case required 6 generations to meet the stopping criterion. The solution uses only 2 actuators, positions 1 and 4, to produce a yawing moment of 0.0043. The first occurrence of this solution is found in generation 0. An alternate two-actuator solution uses positions 14 and 15, producing a yawing moment of 0.0083. There were also several four actuator schemes found, which produced larger yawing moments.
For all three uncoupled moment cases with the symmetric chromosome representation shown above, the resulting best actuator placements have the expected number of actuators and the number of generations to obtain these results is much lower than the previous studies. These results indicate that the GA approach for actuator placement is successful. However, using only eight bits to represent the available actuator locations, there exist only $2^8$ (or 256) possible combinations of "on" and "off" actuators. This means that an exhaustive search of the design space may take comparatively fewer function evaluations than the GA search. In the examples shown above, the GA required 256 function evaluations to generate results for the pitch moment case, 640 for the rolling moment case, and 256 for the yawing moment case.

PROBLEM SIZE STUDIES

To determine the effect of increasing the size and complexity of the problem, the number of actuators was doubled, to 32. Each actuator in the original problem was divided in half chordwise. It was expected that each GA run would require approximately twice as many generations to reach convergence; however, the increased complexity may cause convergence problems in PMARC, which would drastically slow down the process. The results for a typical pitch case are shown in Figure 15. The results show that the more complex problem did take about twice as many generations to reach the stopping criteria. Also, the fitness value is exactly twice as large as the simpler problem, requiring 8 actuators instead of 4 to attain a pitching moment of 0.0380. This problem required about 3.5 hours of CPU time, about twice as much as the 16-actuator problem.

Making use of symmetry, this larger problem size used a 16-bit chromosome to represent the various actuator locations, which corresponds to $2^{16}$ (or 65,536) possible combinations of "on" and "off" actuators. Now, the GA approach requires far fewer evaluations than an enumerative approach to find optimal actuator arrangements. The example described above required only 768 function evaluations before reaching the stopping criterion.
CONCLUSIONS

The research presented here has shown that the genetic algorithm approach is successful at minimizing the number of discrete actuators needed to provide an uncoupled moment in each of the three body axes. The GA approach is very straightforward and capable of accommodating any type of actuator with minimal program modifications. The PMARC actuator model reduces the computational effort and allows the actuator to be modeled as a function rather than an actual device. This flexibility means that the GA approach should be successful in this type of problem, regardless of the type of device being modeled.

By replacing the original linear system solver in PMARC with an approach that inverts the influence coefficient matrix on the first call to PMARC, then performs forward multiplication for subsequent calls to PMARC provides a great reduction in time needed to complete one run of the genetic algorithm.

It has also been shown that the use of symmetry in the problem provides the greatest benefits in reducing computational time. By exploiting the natural symmetry inherent in the actuator placement problem, the total runtimes can be reduced from almost 2 weeks of real time to 8 hours real time for the simple wing case. This drastic reduction in runtime will allow a more complex problem to be solved in a realistic amount of time.

The choice of crossover routine seems to have little effect on the efficiency of the GA. From the results presented here, it has been shown that uniform and single point crossover produce nearly identical results in approximately the same amount of time. For this reason, the importance of the crossover routine appears to be minimal when symmetry is used in the simple wing problem.

The results presented also show that a more complex problem is computationally feasible and that the increased complexity does not drastically slow down the total runtime. An enumerative search of the 32-actuator problem would require the evaluation of 65,536 designs, but the GA required only 768 evaluations to find a "good" design. In addition to this, the GA is able to find multiple feasible designs in each run, providing flexibility to the designer and making the GA a more efficient design tool. This illustrates the overwhelming benefits of the GA approach for determining actuator placement in more complex problems.

Future work on this problem will include applying a genetic algorithm to optimize for the minimum number of unique actuators that can achieve uncoupled moments in all three axes. This work will continue the effort to increase the number of actuator locations on the wing and eventually, a full-size aircraft will be studied. This type of large problem may not have been possible without the work discussed in this report to reduce the computational time and increase the overall efficiency of the GA for this problem.
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