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Abstract

Because of our present inability to produce error-free software, software fault tolerance is and will continue to be an important consideration in software systems. The root cause of software design errors is the complexity of the systems. Compounding the problems in building correct software is the difficulty in assessing the correctness of software for highly complex systems. This paper presents a review of software fault tolerance. After a brief overview of the software development processes, we note how hard-to-detect design faults are likely to be introduced during development and how software faults tend to be state-dependent and activated by particular input sequences. Although component reliability is an important quality measure for system level analysis, software reliability is hard to characterize and the use of post-verification reliability estimates remains a controversial issue. For some applications software safety is more important than reliability, and fault tolerance techniques used in those applications are aimed at preventing catastrophes. Single version software fault tolerance techniques discussed include system structuring and closure, atomic actions, inline fault detection, exception handling, and others. Multiversion techniques are based on the assumption that software built differently should fail differently and thus, if one of the redundant versions fails, at least one of the others should provide an acceptable output. Recovery blocks, N-version programming, N self-checking programming, consensus recovery blocks, and t/(n-1) techniques are reviewed. Current research in software engineering focuses on establishing patterns in the software structure and trying to understand the practice of software engineering. It is expected that software fault tolerance research will benefit from this research by enabling greater predictability of the dependability of software.
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1. Introduction

Software permeates every aspect of modern society. Government, transportation, manufacturing, utilities, and almost every other sector that influences our way of life is affected directly or indirectly by software systems. The flexibility provided by software-controlled systems, the insatiable appetite of society for new and better products, and competition for business drive the continued expansion of the domain ruled by software systems. Without software, many of our modern conveniences would be virtually impossible.

Despite its widespread use, software is hardly ever “perfect”. For a myriad of reasons, it is extremely difficult to produce a flawless piece of software. According to [Lyu 95], “software is a systematic representation and processing of human knowledge”. For humans, perfect knowledge of a problem and its solution is rarely achieved. [Abbott 90] states that “programs are really not much more than the programmer’s best guess about what a system should do”. Even if a programmer had sufficient knowledge to solve a problem, that knowledge must be transformed into a systematic representation adequate for automatic processing. Our computers today are merciless when it comes to processing software: if there is an error in the logic, sooner or later that error will show up in the output independently of the consequences. Only the most trivial software problems can be solved without some trial and error. As computers are applied to solve more complex problems, the probability of logic errors being present in the software grows.

F. P. Brooks [Brooks 87] conjectured that the hard part about building software is not so much the representing of the solution to a problem in a particular computer language, but rather what he called the “essence” of a software entity. This essence is the algorithms, data structures, functions, and their interrelationships. Specification, design, and testing of this conceptual construct is the “hard part” of software engineering. This is not to say that capturing the software description in a textual or graphical manner is not difficult in itself; it certainly is. To Brooks, the labor intensiveness associated with software is really more of an “accidental” difficulty. Brooks enumerates four inherent properties that make software hard: complexity, conformity, changeability, and invisibility. Software is complex because of the extremely large number of states present in a design and the nonlinear interactions among these states. Software is forced to conform because it is perceived as the most conformable of all the components in a system. Software design complexity often follows from requirements to accommodate interfaces designed with no apparent consideration for homogeneity and ease of use. Also, it is often left to the software to handle deficiencies and incompatibilities among other system components. Software changes continuously because it is extremely malleable. As such, new and revised system functionality is often implemented through software changes. Even if the software is not the direct target of a change in system functionality, the software is forced to change to accommodate changes in other system components. Lastly, software is invisible. We use computer languages to try to capture the essence of software, but the concepts are so intricate that they generally defy attempts to completely visualize them in a practical manner and require the use of techniques to simplify relationships and enable communication among designers.

Software engineering is the discipline concerned with the establishment and application of sound engineering practices to the development of reliable and efficient software. The IEEE defines software engineering as “the application of a systematic, disciplined, quantifiable
approach to the development, operation, and maintenance of software; that is, the application of engineering to software” [IEEE 93]. This discipline has been around for more than forty years, and in that time software engineering practices have made possible significant accomplishments. Textbooks exist on the subject (e.g., [Pressman 97]) and guidelines for the development of software abound (e.g., [Mazza 96]). We will review some high-level concepts of the design and verification of software from the perspective of realizing what is involved in a complete and disciplined development effort.

Because absolute certainty of design correctness is rarely achieved, software fault tolerance techniques are sometimes employed to meet design dependability requirements. Software fault tolerance refers to the use of techniques to increase the likelihood that the final design embodiment will produce correct and/or safe outputs. Since correctness and safety are really system level concepts, the need and degree to use software fault tolerance is directly dependent on the intended application and the overall system design.

This paper reviews the concepts of software fault tolerance. Our aim is to survey the literature and present the material as an introduction to the field. We emphasize breadth and variety of the concepts to serve as a starting point for those interested in research and as a tutorial for people wanting some exposure to the field. The next section is an overlook of the software development process.

2. Software Development

The goal here is to present some of the ideas in software engineering. The information in this section is based on [Pressman 97] and [DO178B]. The reader should consult those and other references for a more detailed and precise treatment of the subject.

The software life cycle is composed of three types of processes: planning, development, and supporting processes. The planning process is the first step in the cycle and its goal is to define the activities of the development and supporting processes, including their interactions and sequencing. The data produced by the processes and the design development environments, with definitions of the methods and tools to be used, are also determined during the planning process. The planning process scopes the complexity of the software and estimates the resources needed in the development activities. Software development standards and methods are selected during the planning activity. Standards exist for all the processes in the software life cycle and are used as part of the quality assurance strategy. For better performance in terms of development time and quality of the final product, the plans should be generated at a point in time that provides timely direction to those involved in the life cycle process. The planning process should provide mechanisms for further refinement of the plans as the project advances.

The strategy used to develop the software, also known as the process model or software engineering paradigm, is chosen based on the particular characteristics of the application to be developed. Further consideration in selecting a process model is given to project elements like the maturity level of the developers and the organization, tools to be used, existent process control, and the expected deliverables. Various process models have been proposed in the software engineering literature [Pressman 97]. The Linear Sequential Model is the most basic
and straightforward process model (see Figure 1). Following the system engineering analysis where requirements are allocated to each element of a full system, the software development process goes through the steps of analyzing its allocated requirements and categorizing them in terms of functional, performance, interface and safety-related requirements. After this phase is complete, the high level design is built and the code is generated. Testing is then performed on the final coded version.

![Figure 1: Linear Sequential Process Model](image1.png)

Figure 2 presents the Prototyping Process Model. This process model is appropriate for projects where the requirements are incompletely specified or when the developers are unsure whether a proposed design solution is adequate. The process begins with a requirements capture activity, followed by a quick design and build of a prototype or mock-up of the product. After analyzing the prototype, further refinements to the requirements are generated and the process begins again. This cycle activity not only helps develop the requirements, but it also helps the developers better understand the problem.

![Figure 2: Prototyping Process Model](image2.png)

Other process models have been proposed. The Rapid Application Development (RAD) process model uses multiple teams of developers working simultaneously on different modules of an application with all the teams following what is basically the Linear Sequential Model to develop their corresponding module. The Incremental Model is an evolutionary process model that combines the Linear Sequential Model with prototyping activity in an iterative fashion; after each iteration the result is an incremental improvement on the software product. The Spiral Model, the Component Assembly Model, and the Concurrent Development Model are other evolutionary process models.
Regardless of the process model chosen, actual development of the software has four main processes: requirements capture, design, coding, and integration. The high-level software requirements are developed during the requirements capture process. These requirements include functional, performance, interface and safety requirements derived from the system level analysis and development. The capturing of requirements is usually an iterative process with corrections being added to rectify omissions, ambiguities, and inconsistencies found during the other processes. Further corrections and additions to the requirements can also originate from changing system-level requirements and design.

The design process produces the software architecture and corresponding lower level requirements for the coding process. The architectural design is a modular hierarchical decomposition of the software, including the control relationships and data flow between the modules. Complementary to the architectural design, this process also includes activities for performing the data design, interface design and procedural design. The data design is the selection of the data structures to be used and the identification of the program modules that operate directly on these structures. The interface design considers the interactions between software modules, between the software and other non-human external entities, and between the computer and human operators. A general guideline applicable to all software designs is the implementation of data validation and error handling capability within each structural module in order to control the propagation of side effects associated with the processing of erroneous data. Procedural design is the selection of the algorithms to be used by the software components. The design process should allocate requirements to software elements, identify available system resources with their limitations and selected managing strategies, identify scheduling procedures and inter-processor and/or inter-task communication mechanisms, and select design methods and their implementation. This part of the software development deals with what F. P. Brooks [Brooks 87] called the “essence” of a software entity. In general, errors originating during this phase of development tend to be systemic errors stemming from the inherent difficulty in mastering the complexity of the problem being solved and the proposed design solution.

The coding process develops the source code implementing the software architecture, including the data, interface, and procedural designs together with any other low-level requirements. If the output of the design process is detailed enough, the source code can be generated using automatic code generators. Any errors or inadequacies found during the coding activities generate problem reports to be resolved by changes to the requirements or the design. According to F. P. Brooks [Brooks 87], the difficulty in developing the source code is really “accidental”, meaning that the errors originating here tend to be random oversight errors or systemic errors caused by the difficulty of mapping the design onto a particular computer language representation.

The integration process is the phase of development when the source code is linked and transformed into the executable object code to be loaded on the target computer hardware. If the design and coding were done properly, this step should flow smoothly. However, errors in integration do appear often, and any interfacing problem found during this process should generate a problem report to be resolved by the previous development processes.

The supporting processes are three: verification, configuration management, and quality assurance. The purpose of the verification process is to search and report errors in the software requirements, design, source code, and integration. Verification is composed of three types of activities: reviews, analysis and testing. Reviews are qualitative inspections of the software items.
targeting compliance with requirements, accuracy and consistency of the structural modules and their outputs, compatibility with the target computer, verifiability, and conformance to standards. A review can take several forms: informal meetings to discuss technical problems; formal presentations of the design to customers, management, and the technical staff; and formal technical reviews or walkthroughs. Verification through analysis uses quantitative techniques to examine the software for functionality, performance, and safety in a system context. Analyses check the information domain to see how data and events are processed. Functional analysis studies the stimulus-response characteristics, including internal and external events and state sequencing. Testing is used as a complementary verification activity to provide assurance of correctness and completeness. There are four types of tests performed at each of three levels of the software system hierarchy. Tests should be performed at the low-level structural decomposition modules, at the software integration level where the modules are “wired” to perform some architectural functionality, and at the hardware-software integration level to verify proper operation of the software on the target computer. At each level, normal input range tests, input robustness tests, requirements-based tests, and structural-coverage tests should be performed. Normal input range tests demonstrate the ability of the software to respond properly to normal inputs. These tests should be developed considering internal state transitions, timing, and sequencing. Robustness tests check the response of the software to abnormal inputs in value, timing, or sequencing. Requirements-based testing develops tests for each software requirement, be it derived from system-level requirements, a high-level requirement, or a low-level derived requirement. Structural coverage testing is based on structural coverage analysis that identifies code structures not exercised by the previous tests. Testing techniques like path testing, data flow testing, condition testing and loop testing are used to develop tests that help in increasing the structural test coverage.

The Configuration Management Process identifies, organizes, and controls modifications to the software being built with the objective of minimizing the level of confusion generated by those changes. The changes include not only changes in the requirements coming from the system level analysis, but also the natural changes that occur in the software design as the project advances and the design items are created. This supporting process includes four main activities: configuration identification, baseline establishment, change control, and archiving of the software product. Configuration identification is the unambiguous labeling of each configuration item and its versions or variants. Baselines are established as milestones in the development and are defined as groups of items that have been formally reviewed and accepted as a basis for further development. Change control is the activity of managing the items under configuration through a formal process to accommodate changes in the requirements or problems found during the development activities. Archiving of the software ensures that the software items remain accessible when they are needed for further development, changes, or future reference.

The Quality Assurance Process is composed of the activities which ensure that the software development organization does “the right thing at the right time in the right way” [Pressman 97]. The basis for quality assurance is the planning activity. In that sense, quality assurance translates to ensuring compliance with the plans and all the processes and activities defined in them.

In spite of what is known about the discipline of software engineering, software often fails. A frequent source of this problem is the use of informal approaches to develop software. [Prowell 99] states:
“The vast majority of the software today is handcrafted by artisans using craft-based techniques that cannot produce consistent results. These techniques have little in common with the rigorous, theory-based processes characteristic of other engineering disciplines. As a result, software failure is a common occurrence, often with substantial societal and economic consequences. Many software projects simply collapse under the weight of the unmastered complexity and never result in usable systems at all”.

The next section covers the area of software failures, reliability, and safety as a preamble to the techniques of software fault tolerance.

3. Software Design Faults

This section discusses the problem of software faults and provides background for software fault tolerance techniques. Because software does not exist in a physical sense, it cannot degrade in the same manner as physical hardware components do. Errors that could arise in the bit pattern representation of the software (e.g., on a hard disk) are really faults in the media used to store the representation, and they can be dealt with and corrected using standard hardware redundancy techniques. The only type of fault possible in software is a design fault introduced during the software development. Software faults are what we commonly call “bugs”. According to [Chou 97], software faults are the root cause in a high percentage of operational system failures. The consequences of these failures depend on the application and the particular characteristic of the faults. The immediate effects can range from minor inconveniences (e.g., having to restart a hung personal computer) to catastrophic events (e.g., software in an aircraft that prevents the pilot from recovering from an input error) [Weinstock 97]. From a business perspective, operational failures caused by software faults can translate into loss of potential customers, lower sales, higher warranty repair costs, and losses due to legal actions from the people affected by the failures.

There are four ways of dealing with software faults: prevention, removal, fault tolerance, and input sequence workarounds. Fault prevention is concerned with the use of design methodologies, techniques, and technologies aimed at preventing the introduction of faults into the design. Fault removal considers the use of techniques like reviews, analyses, and testing to check an implementation and remove any faults thereby exposed. The proper use of software engineering during the development processes is a way of realizing fault prevention and fault removal (i.e., fault avoidance). The use of fault avoidance is the standard approach for dealing with software faults and the many developments in the software field target the improvement of the fault avoidance techniques. [Chou 97] states that the software development process usually removes most of the deterministic design faults. This type of fault is activated by the inputs independently of the internal state of the software. A large number of the faults in operational software are state-dependent faults activated by particular input sequences.

Given the lack of techniques that can guarantee that complex software designs are free of design fault, fault tolerance is sometimes used as an extra layer of protection. Software fault tolerance is the use of techniques to enable the continued delivery of services at an acceptable level of performance and safety after a design fault becomes active. The selection of particular fault tolerance techniques is based on system level and software design considerations.
The last line of defense against design faults is to use input sequence workarounds. This is nothing more than accepting that a particular software design has faults and taking those faults as “features”. This fix is employed by the system operator to work around known faults while still maintaining availability of the system. An example of this is not entering a particular input sequence to which the system has demonstrated susceptibility. Also if an unknown fault is activated, the operator could try a series of inputs to try to return the system to an acceptable state. The ultimate workaround is to restart the system to recover from a fault. Evidently, this type of system wouldn’t be dependable, as defined in [Laprie 92], because the operator cannot rely on proper delivery of services.

From a system perspective, two very important software quality measures are reliability and safety. Reliability is “the probability of failure free operation of a computer program in a specified environment for a specified period of time”, where failure free operation in the context of software is interpreted as adherence to its requirements [Pressman 97]. A measure of software reliability is the Mean Time Between Failures (MTBF) [Pressman 97]:

$$MTBF = MTTF + MTTR$$

where MTTF is an acronym for the Mean Time To Failure and MTTR is the Mean Time To Repair. The MTTF is a measure of how long a software item is expected to operate properly before a failure occurs. The MTTR measures the maintainability of the software (i.e., the degree of difficulty in repairing the software after a failure occurs). As mentioned above, software does not degrade with time and its failures are due to the activation of design faults by the input sequences. So, if a fault exists in a piece of software, it will manifest itself the first time the relevant condition occurs [Abbott 90]. What allows the use of reliability as a measure of software quality is the fact that the software is embedded in a stochastic environment that generates input sequences to the software over time [Butler 91]. Some of those inputs will result in software failures. Thus, reliability becomes a weighted measure of correctness, with the weights being dependent on the actual use of the software. Overall, different environments will result in different reliability values [Abbott 90].

Much controversy exists on the use of reliability to characterize software. Reliability is an important quality measure of a system. Since software is viewed as one of many system components, system analysts often consider the estimation of software reliability essential in order to estimate the full system reliability [Parnas 90]. To some people, the apparently random behavior of software failures is nothing more than a reflection of our ignorance and lack of understanding of the software [Parnas 90]. Since software does not fail like hardware does, some reliability engineers argue that software is either correct (reliability 1) or incorrect (reliability 0), and in order to get any meaningful system reliability estimates they assume a software reliability of 1 [Parnas 90]. To others, the notion of reliability of software is of no use unless it can help in reducing the total number of errors in a program [Abbott 90]. An interesting implication of the root cause of the stochastic nature of software failures is that a program with a high number of errors is not necessarily less reliable than another with a lower error count [Parnas 90]: the environment is as important as the software itself in determining the reliability.

Perhaps a more critical issue to the use of software reliability is the physical limitations on achieving accurate estimates. The key assumption that enables the design and reliability estimation of highly reliable hardware systems is that the components fail independently [Butler 91]. This does not apply to software, where the results of one component are directly or
indirectly dependent on the results of other components, and thus errors in some modules can result in problems in other modules. When it comes to software reliability estimation, the only reasonable approach is to treat the software as a black box [Parnas 90]. This approach is applicable to systems with low to moderate reliability requirements. However, according to [Butler 91], testing of software with a very high target reliability is prohibitively impractical. In addition, [DO178B] states:

“...methods for estimating the post-verification probabilities of software errors were examined. The goal was to develop numerical requirements for such probabilities for software in computer-based airborne systems or equipment. The conclusion reached, however, was that currently available methods do not provide results in which confidence can be placed to the level required for this purpose.”

Thus, it seems that much research work remains to be done in the area of software reliability modeling before adequate results can be achieved for complex software with high reliability requirements.

Reliability measures the probability of failure, not the consequences of those failures. Software safety is concerned with the consequences of failures from a global system safety perspective. Leveson [Leveson 95] defines software system safety as “the software will execute within a system context without contributing to hazards”. A hazard is defined as “a state or set of conditions of a system (or an object) that, together with other conditions in the environment of the system (or object), will lead inevitably to an accident (loss event)”. A system safety design begins by performing modeling and analysis to identify and categorize potential hazards. This is followed by the use of analysis techniques to assign a level of severity and probability of occurrence to the identified hazards. Software is considered as one of the many system components during this analysis. After the analysis is complete, safety related requirements are assigned to the software. [DO178B] states:

“The goal of [software] fault tolerance methods is to include safety features in the software design or Source Code to ensure that the software will respond correctly to input data errors and prevent output and control errors. The need for error prevention or fault tolerance methods is determined by the system requirements and the system safety assessment process.”

Thus the function of software fault tolerance is to prevent system accidents (or undesirable events, in general), and mask out faults if possible.

4. Software Fault Tolerance

In this section we present fault tolerance techniques applicable to software. These techniques are divided into two groups [Lyu 95]: single version and multi-version software techniques. Single version techniques focus on improving the fault tolerance of a single piece of software by adding mechanisms into the design targeting the detection, containment, and handling of errors caused by the activation of design faults. Multi-version fault tolerance techniques use multiple
versions (or variants) of a piece of software in a structured way to ensure that design faults in one version do not cause system failures. A characteristic of the software fault tolerance techniques is that they can, in principle, be applied at any level in a software system: procedure, process, full application program, or the whole system including the operating system (e.g., [Randell 95]). Also, the techniques can be applied selectively to those components deemed most like to have design faults due to their complexity [Lyu 95].


Single-version fault tolerance is based on the use of redundancy applied to a single version of a piece of software to detect and recover from faults. Among others, single-version software fault tolerance techniques include considerations on program structure and actions, error detection, exception handling, checkpoint and restart, process pairs, and data diversity [Lyu 95].

4.1.1. Software Structure and Actions

The software architecture provides the basis for implementation of fault tolerance. The use of modularizing techniques to decompose a problem into manageable components is as important to the efficient application of fault tolerance as it is to the design of a system. The modular decomposition of a design should consider built-in protections to keep aberrant component behavior in one module from propagating to other modules. Control hierarchy issues like visibility (i.e., the set of components that may be invoked directly and indirectly by a particular component [Pressman 97]) and connectivity (i.e., the set of components that may be invoked directly or used by a given component [Pressman 97]) should be considered in the context of error propagation for their potential to enable uncontrolled corruption of the system state.

Partitioning is a technique for providing isolation between functionally independent modules [DO178B]. Partitioning can be performed in the horizontal and vertical dimensions of the modular hierarchy of the software architecture [Pressman 97]. Horizontal partitioning separates the major software functions into highly independent structural branches communicating through interfaces to control modules whose function is to coordinate communication and execution of the functions. Vertical partitioning (or factoring) focuses distributing the control and processing work in a top-down hierarchy, where high level modules tend to focus on control functions and low level modules do most of the processing. Advantages of using partitioning in a design include simplified testing, easier maintenance, and lower propagation of side effects [Pressman 97].

System closure is a fault tolerance principle stating that no action is permissible unless explicitly authorized [Denning 76]. Under the guidance of this principle, no system element is granted any more capability than is needed to perform its function, and any restrictions must be expressly removed before a particular capability can be used. The rationale for system closure is that it is easier (and safer) to handle errors by limiting their chances of propagating and creating more damage before being detected. In a closed environment all the interactions are known and visible, and this simplifies the task of positioning and developing error detection checks. With system closure, any capability damaged by errors only disables a valid action. In a system with relaxed control over allowable capabilities, a damaged capability can result in the execution of
undesirable actions and unexpected interference between components.

Temporal structuring of the activity between interacting structural modules is also important for fault tolerance. An atomic action among a group of components is an activity in which the components interact exclusively with each other and there is no interaction with the rest of the system for the duration of the activity [Anderson 81]. Within an atomic action, the participating components neither import nor export any type of information from other non-participating components. From the perspective of the non-participating components, all the activity within the atomic action appears as one and indivisible occurring instantaneously at any time during the duration of the action. The advantage of using atomic actions in defining the interaction between system components is that they provide a framework for error confinement and recovery. There are only two possible outcomes of an atomic action: either it terminates normally or it is aborted upon error detection. If an atomic action terminates normally, its results are complete and committed. If a failure is detected during an atomic action, it is known before hand that only the participating components can be affected. Thus error confinement is defined (and need not be diagnosed) and recovery is limited to the participating set of components.

4.1.2. Error Detection

Effective application of fault tolerance techniques in single version systems requires that the structural modules have two basic properties: self-protection and self-checking [Abbott 90]. The self-protection property means that a component must be able to protect itself from external contamination by detecting errors in the information passed to it by other interacting components. Self-checking means that a component must be able to detect internal errors and take appropriate actions to prevent the propagation of those errors to other components. The degree (and coverage) to which error detection mechanisms are used in a design is determined by the cost of the additional redundancy and the run-time overhead. Note that the fault tolerance redundancy is not intended to contribute to system functionality but rather to the quality of the product. Similarly, detection mechanisms detract from system performance. Actual usage of fault tolerance in a design is based on trade-offs of functionality, performance, complexity, and safety.

Anderson [Anderson 81] has proposed a classification of error detection checks, some of which can be chosen for the implementation of the module properties mentioned above. The location of the checks can be within the modules or at their outputs, as needed. The checks include replication, timing, reversal, coding, reasonableness, and structural checks.

- Replication checks make use of matching components with error detection based on comparison of their outputs. This is applicable to multi-version software fault tolerance discussed in section 4.2.

- Timing checks are applicable to systems and modules whose specifications include timing constraints, including deadlines. Based on these constraints, checks can be developed to look for deviations from the acceptable module behavior. Watchdog timers are a type of timing check with general applicability that can be used to monitor for satisfactory behavior and detect “lost or locked out” components.

- Reversal checks use the output of a module to compute the corresponding inputs based on the function of the module. An error is detected if the computed inputs do not match the
actual inputs. Reversal checks are applicable to modules whose inverse computation is relatively straightforward.

- Coding checks use redundancy in the representation of information with fixed relationships between the actual and the redundant information. Error detection is based on checking those relationships before and after operations. Checksums are a type of coding check. Similarly, many techniques developed for hardware (e.g., Hamming, M-out-of-N, cyclic codes) can be used in software, especially in cases where the information is supposed to be merely referenced or transported by a module from one point to another without changing its contents. Many arithmetic operations preserve some particular properties between the actual and redundant information, and can thus enable the use of this type of check to detect errors in their execution.

- Reasonableness checks use known semantic properties of data (e.g., range, rate of change, and sequence) to detect errors. These properties can be based on the requirements or the particular design of a module.

- Structural checks use known properties of data structures. For example, lists, queues, and trees can be inspected for number of elements in the structure, their links and pointers, and any other particular information that could be articulated. Structural checks could be made more effective by augmenting data structures with redundant structural data like extra pointers, embedded counts of the number of items on a particular structure, and individual identifiers for all the items ([TaylorD 80A], [TaylorD 80B], [Black 80], [Black 81]).

Another fault detection tool is run-time checks [Pradhan 96]. These are provided as standard error detection mechanisms in hardware systems (e.g., divide by zero, overflow, underflow). Although they are not application specific, they do represent an effective means of detecting design errors.

Error detection strategies can be developed in an ad-hoc fashion or using structured methodologies. Ad-hoc strategies can be used by experienced designers guided by their judgement to identify the types of checks and their location needed to achieve a high degree of error coverage. A problem with this approach stems from the nature of software design faults. It is impossible to anticipate all the faults (and their generated errors) in a module. In fact, according to Abbott [Abbott 90]:

"If one had a list of anticipated design faults, it makes much more sense to eliminate those faults during design reviews than to add features to the system to tolerate those faults after deployment. ...The problem, of course, is that it is unanticipated design faults that one would really like to tolerate."

Fault trees have been proposed as a design aid in the development of fault detection strategies [Hecht 96]. Fault trees can be used to identify general classes of failures and conditions that can trigger those failures. Fault trees represent a top-down approach which, although not guaranteeing complete coverage, is very helpful in documenting assumptions, simplifying design reviews, identifying omissions, and allowing the designer to visualize component interactions and their consequences through structured graphical means. Fault trees enable the designer to
perform qualitative analysis of the complexity and degree of independence in the error checks of a proposed fault tolerance strategy. In general, as a fault tree is elaborated, the structuring of the tree goes from high-level functional concepts to more design dependent elements. Therefore, by means of a fault tree a designer can "tune" a fault detection strategy trading-off independence and requirements emphasis on the tests (by staying with relatively shallow and mostly functional fault trees) versus ease of development of the tests (by moving deeper down the design structure and creating tests that target particular aspects of the design).

4.1.3. Exception Handling

Exception handling is the interruption of normal operation to handle abnormal responses. In the context of software fault tolerance, exceptions are signaled by the implemented error detection mechanisms as a request for initiation of an appropriate recovery. The design of exception handlers requires that consideration be given to the possible events triggering the exceptions, the effects of those events on the system, and the selection of appropriate mitigating actions [Pradhan 96]. [Randell 95] lists three classes of exception triggering events for a software component: interface exceptions, internal local exceptions, and failure exceptions.

- Interface exceptions are signaled by a component when it detects an invalid service request. This type of exception is triggered by the self-protection mechanisms of a module and is meant to be handled by the module that requested the service.

- Local exceptions are signaled by a module when its error detection mechanisms find an error in its own internal operations. These exceptions should be handled by the module’s fault tolerant capabilities.

- Failure exceptions are signaled by a module after it has detected an error which its fault processing mechanisms have been unable to handle successfully. In effect, failure exceptions tell the module requesting the service that some other means must be found to accomplish its function.

If the system structure, its actions, and error detection mechanisms are designed properly, the effects of errors will be contained within a particular set of interacting components at the moment the error is detected. This knowledge of error containment is essential to the design of effective exception handlers.

4.1.4. Checkpoint and Restart

For single-version software there are few recovery mechanisms. The most often mentioned is the checkpoint and restart mechanism (e.g., [Pradhan 96]). As mentioned in previous sections, most of the software faults remaining after development are unanticipated, state-dependent faults. This type of fault behaves similarly to transient hardware faults: they appear, do the damage, and then apparently just go away, leaving behind no obvious reason for their activation in the first place [Gray 86]. Because of these characteristics, simply restarting a module is usually enough to allow successful completion of its execution [Gray 86]. A restart, or backward error recovery
(see Figure 3), has the advantages of being independent of the damage caused by a fault, applicable to unanticipated faults, general enough that it can be used at multiple levels in a system, and conceptually simple [Anderson 81].

![Checkpoint and Restart Diagram]

Figure 3: Logical Representation of Checkpoint and Restart

There exist two kinds of restart recovery: static and dynamic. A static restart is based on returning the module to a predetermined state. This can be a direct return to the initial reset state, or to one of a set of possible states, with the selection being made based on the operational situation at the moment the error detection occurred. Dynamic restart uses dynamically created checkpoints that are snapshots of the state at various points during the execution. Checkpoints can be created at fixed intervals or at particular points during the computation determined by some optimizing role. The advantage of these checkpoints is that they are based on states created during operation, and can thus be used to allow forward progress of execution without having to discard all the work done up to the time of error detection.

An issue of particular importance to backward error recovery is the existence of unrecoverable actions [Anderson 81]. These tend to be associated with external events that cannot be cleared by the simple process of reloading the state and restarting a module. Examples of unrecoverable actions include firing a missile or soldering a pair of wires. These actions must be given special treatment, including compensating for their consequences (e.g., undoing a solder) or just delaying their output until after additional confirmation checks are complete (e.g., do a friend-or-foe confirmation before firing).

### 4.1.5. Process Pairs

A process pair uses two identical versions of the software that run on separate processors [Pradhan 96] (Figure 4). The recovery mechanism is checkpoint and restart. Here the processors are labeled as primary and secondary. At first the primary processor is actively processing the input and creating the output while generating checkpoint information that is sent to the backup
or secondary processor. Upon error detection, the secondary processor loads the last checkpoint as its starting state and takes over the role of primary processor. As this happens, the faulty processor goes offline and executes diagnostic checks. If required, maintenance and replacement is performed on the faulty processor. After returning to service the repaired processor becomes the secondary processor and begins taking checkpoints from the primary. The main advantage of this recovery technique is that the delivery of services continues uninterrupted after the occurrence of a failure in the system.

![Figure 4: Logical Representation of Process Pairs](image)

4.1.6. Data Diversity

In a previous section we mentioned that the last line of defense against design faults is to use "input sequence workarounds". Data diversity can be seen as the automatic implementation of "input sequence workarounds" combined with checkpoint and restart. Again, the rationale for this technique is that faults in deployed software are usually input sequence dependent. Data diversity has the potential of increasing the effectiveness of the checkpoint and restart by using different input re-expressions on each retry [Ammann 88] (see Figure 5). The goal of each retry is to generate output results that are either exactly the same or semantically equivalent in some way. In general, the notion of equivalence is application dependent.

[Ammann 88] presents three basic data diversity models:

- **Input Data Re-Expression**, where only the input is changed (Figures 5 and 6);
- **Input Re-Expression with Post-Execution Adjustment**, where the output is also processed as necessary to achieve the required output value or format (Figure 7);
- **Re-Expression via Decomposition and Recombination**, where the input is broken down into smaller elements and then recombined after processing to form the desired output (Figure 8).
Data diversity is compatible with the Process Pairs technique using different re-expressions of the input in the primary and secondary. Also it seems plausible to be able to incorporate some degree of execution flexibility into the design of the software components to simplify the use of the data diversity concept. Finally, data diversity could be used in conjunction with the multi-version fault tolerance techniques presented in the next section.
4.1.6. Considerations on the use of Checkpointing

We are concerned in this section with the use of checkpointing during execution of a program. The results referenced here assume instantaneous detection of errors from the moment a fault is activated. In real systems these detection delays are non-zero and should be taken into account when selecting a checkpointing strategy. Non-zero detection delays can invalidate checkpoints if the time to detect errors is larger than the interval between checkpoints.

As mentioned above, there exist two kinds of checkpointing that can be used with the checkpoint and restart technique: static and dynamic checkpointing. Static checkpoints take single snapshots of the state at the beginning of a program or module execution. With this approach, the system returns to the beginning of that module when an error is detected and restarts execution all over again. This basic approach to checkpointing provides a generic capability to recover from errors that appear during execution. The use of the single static checkpoint strategy allows the use of error detection checks placed at the output of the module without necessarily having to embed checks in the code. A problem with this approach is that under the presence of random faults, the expected time to complete the execution grows exponentially with the processing requirement. Nevertheless, because of the overhead associated with the use of checkpoints (e.g., creating the checkpoints, reloading checkpoints, restarting), the single checkpoint approach is the most effective when the processing requirement is relatively small.

Dynamic checkpointing is aimed at reducing the execution time for large processing requirements in the presence of random faults by saving the state information at intermediate points during the execution. In general, with dynamic checkpointing it is possible to achieve a linear increase in actual execution time as the processing requirements grow. Because of the overhead associated with checkpointing and restart, there exist an optimal number of checkpoints that optimizes a certain performance measure. Factors that influence the checkpointing performance include the execution requirement, the fault tolerance overhead (i.e., error detection checks, creating checkpoints, recovery, etc.), the fault activation rate, and the interval between checkpoints. Because checkpoints are created dynamically during processing, the error detection checks must be embedded in the code and executed before the checkpoints are created. This increases the effectiveness of the checks and the likelihood that the checkpoints are valid and usable upon error detection.

[Nicola 95] presents three basic dynamic checkpointing strategies: equidistant, modular, and random. Equidistant checkpointing uses a deterministic fixed time between checkpoints. [Nicola 95] shows that for an arbitrary duration between equidistant checkpoints, the expected execution time increases linearly as the processing requirement grows. The optimal time between checkpoints that minimizes the total execution time is shown to be directly dependent on the fault rate and independent of the processing requirements.

Modular checkpointing is the placement of checkpoints at the end of the sub-modular components of a piece of software right after the error detection checks for each sub-module are complete. Assuming a component with a fixed number of sub-modules, the expected execution time is directly related to the processing distribution of the sub-modules (i.e., the processing time between checkpoints). For a given failure rate, a linear dependence between the execution time and the processing requirement is achieved when the processing distribution is the same throughout the modules. For the more general case of a variable processing requirement and an
exponential distribution in the duration of the sub-modules, the execution time becomes a linear function of the processing requirements when the checkpointing rate is larger than the failure rate.

In random checkpointing the process of checkpoint creation is triggered at random without consideration of the status of the software execution. Here it is found that the optimal average checkpointing rate is directly dependent on the failure rate and independent of the processing requirements. With this optimal checkpointing rate, the execution time is linearly dependent on the processing requirement.

4.2. Multi-Version Software Fault Tolerance Techniques

Multi-version fault tolerance is based on the use of two or more versions (or “variants”) of a piece of software, executed either in sequence or in parallel. The versions are used as alternatives (with a separate means of error detection), in pairs (to implement detection by replication checks) or in larger groups (to enable masking through voting). The rationale for the use of multiple versions is the expectation that components built differently (i.e., different designers, different algorithms, different design tools, etc) should fail differently [Avizienis 77]. Therefore, if one version fails on a particular input, at least one of the alternate versions should be able to provide an appropriate output. This section covers some of these “design diversity” approaches to software reliability and safety.

4.2.1. Recovery Blocks

The Recovery Blocks technique ([Randell 75], [Randell 95A]) combines the basics of the checkpoint and restart approach with multiple versions of a software component such that a different version is tried after an error is detected (see Figure 9). Checkpoints are created before a version executes. Checkpoints are needed to recover the state after a version fails to provide a valid operational starting point for the next version if an error is detected. The acceptance test need not be an output-only test and can be implemented by various embedded checks to increase the effectiveness of the error detection. Also, because the primary version will be executed successfully most of the time, the alternates could be designed to provide degraded performance in some sense (e.g., by computing values to a lesser accuracy). Like data diversity, the output of the alternates could be designed to be equivalent to that of the primary, with the definition of equivalence being application dependent. Actual execution of the multiple versions can be sequential or in parallel depending on the available processing capability and performance requirements. If all the alternates are tried unsuccessfully, the component must raise an exception to communicate to the rest of the system its failure to complete its function. Note that such a failure occurrence does not imply a permanent failure of the component, which may be reusable after changes in its inputs or state. The possibility of coincident faults is the source of much controversy concerning all the multi-version software fault tolerance techniques.
4.2.2. N-Version Programming

N-Version programming [Avizienis 95B] is a multi-version technique in which all the versions are designed to satisfy the same basic requirements and the decision of output correctness is based on the comparison of all the outputs (see Figure 10). The use of a generic decision algorithm (usually a voter) to select the correct output is the fundamental difference of this approach from the Recovery Blocks approach, which requires an application dependent acceptance test. Since all the versions are built to satisfy the same requirements, the use of N-version programming requires considerable development effort but the complexity (i.e., development difficulty) is not necessarily much greater than the inherent complexity of building a single version. Design of the voter can be complicated by the need to perform inexact voting (see section 4.2.7.2). Much research has gone into development of methodologies that increase the likelihood of achieving effective diversity in the final product (see section 4.2.7.1). Actual execution of the versions can be sequential or in parallel. Sequential execution may require the use of checkpoints to reload the state before an alternate version is executed.
4.2.3. *N* Self-Checking Programming

*N* Self-Checking programming ([Laprie 87], [Laprie 90], [Laprie 95]) is the use of multiple software versions combined with structural variations of the Recovery Blocks and *N*-Version Programming. *N* Self-Checking programming using acceptance tests is shown on Figure 11. Here the versions and the acceptance tests are developed independently from common requirements. This use of separate acceptance tests for each version is the main difference of this *N* Self-Checking model from the Recovery Blocks approach. Similar to Recovery Blocks, execution of the versions and their tests can be done sequentially or in parallel but the output is taken from the highest-ranking version that passes its acceptance test. Sequential execution requires the use of checkpoints, and parallel execution requires the use of input and state consistency algorithms.
N self-checking programming using comparison for error detection is shown in Figure 12. Similar to N-Version Programming, this model has the advantage of using an application independent decision algorithm to select a correct output. This variation of self-checking programming has the theoretical vulnerability of encountering situations where multiple pairs pass their comparisons each with different outputs. That case must be considered and an appropriate decision policy should be selected during design.

![Figure 12: N Self-Checking Programming using Comparison](image)

### 4.2.4. Consensus Recovery Blocks

The Consensus Recovery Blocks [Scott 87] (see Figure 13) approach combines N-Version Programming and Recovery Blocks to improve the reliability over that achievable by using just one of the approaches. According to Scott [Scott 87], the acceptance tests in the Recovery Blocks suffer from lack of guidelines for their development and a general proneness to design faults due to the inherent difficulty in creating effective tests. The use of voters as in N-Version Programming may not be appropriate in all situations, especially when multiple correct outputs are possible. In that case a voter, for example, would declare a failure in selecting an appropriate output. Consensus Recovery Blocks uses a decision algorithm similar to N-Version Programming as a first layer of decision. If this first layer declares a failure, a second layer using acceptance tests similar to those used in the Recovery Blocks approach is invoked. Although obviously much more complex than either of the individual techniques, the reliability models indicate that this combined approach has the potential of producing a more reliable piece of software [Scott 87]. The use of the word potential is important here because the added complexity could actually work against the design and result in a less reliable system.
4.2.6. \(t/(n-1)\)-Variant Programming

\(t/(n-1)\)-Variant Programming (VP) was proposed by Xu and Randell in [Xu 97]. The main difference between this approach and the ones mentioned above is in the mechanism used to select the output from among the multiple variants. The design of the selection logic is based on the theory of system-level fault diagnosis, which is beyond the scope of this paper (see [Pradhan 96] for a presentation of the subject). Basically, a \(t/(n-1)\)-VP architecture consists of \(n\) variants and uses the \(t/(n-1)\) diagnosability measure to isolate the faulty units to a subset of size at most \((n-1)\) assuming there are at most \(t\) faulty units [Xu 97]. Thus, at least one non-faulty unit exists such that its output is correct and can be used as the result of computation for the module. \(t/(n-1)\)-VP compares favorably with other approaches in that the complexity of the selection mechanism grows with order \(O(n)\) and it can potentially tolerate multiple dependent faults among the versions. It also has a lower probability of failure than \(N\) Self-Checking Programming and \(N\)-Version Programming when they use a simple voter as selection logic.

4.2.7. Additional Considerations

Two critical issues in the use of multi-version software fault tolerance techniques are the guaranteeing of independence of failure of the multiple versions and the development of the output selection algorithms.

4.2.7.1. Multi-Version Software Development

Design diversity is “protection against uncertainty” [Bishop 95]. In the case of software design, the uncertainty is in the presence of design faults and the failure modes due to those faults. The goal of design diversity techniques applied to software design is to build program
versions that fail independently and with low probability of coincidental failures. If this goal is achieved, the probability of not being able to select a good output at a particular point during program execution is greatly reduced or eliminated.

Due to the complexity of software, the use of design diversity for software fault tolerance is today more of an art rather than a science. Some researchers have developed guidelines and methodologies to achieve a desired level of diversity, but the implementation of design diversity remains a rather complex (and controversial) subject. Presently, the assessment of the achieved improvement over single version software design is difficult (if not impossible) and is based mostly on qualitative arguments.

Perhaps the most comprehensive effort to develop the methodology of multi-version software design was carried out by Algirdas Avizienis and his colleagues at UCLA starting in the 1970s ([Avizienis 85A], [Avizienis 85B], [Avizienis 86], [Avizienis 88], [Avizienis 89], [Avizienis 95A], [Avizienis 95B], [Avizienis 97]). Although focused mainly on software, their research considered the use of design diversity concepts for other aspects of systems like the operating system, the hardware, and the user interfaces. [Avizienis 95B] presents a design methodology for multi-version software that considers the full development effort from the system requirements phase to the operational phase. The objectives of the design paradigm are to reduce the probability of design errors, eliminate any sources of similar design faults and minimize the probability of similar output errors. The presented methodology basically follows the same software engineering principles presented in Section 2 of this paper and it is augmented with activities to support the introduction of design diversity. Decisions to be made include: the selection of the number of software versions; assessment of the required diversity (i.e., diverse specification, design, code, and/or testing); assessment of the use of random (or unmanaged) diversity versus forced (or managed) diversity to minimize the common causes of errors; rules of isolation between the development teams to reduce the probability of similar design errors; the establishment of a coordinating team to serve as an interface between the development teams; and the definition of a rigorous communication protocol between the design teams and the coordinating team to prevent the flow of information that could result in common design errors.

An approach to introducing software fault tolerance is to implement the fault tolerance at the host system level while allowing the application programs to be developed with a minimum of concern for the fault tolerance services. This allows the application developers to focus on their application specialties without being overwhelmed by the fault tolerance aspects of the system. To implement this approach, a framework must be developed which expands the capabilities of the basic operating system with fault tolerance services like cross-version communication, error recovery, and output value selection ([Avizienis 95B], [Bresoud 98]).

As mentioned above, it is hard to determine the benefits of using design diversity for software fault tolerance. There are some inherent difficulties with this approach including the elimination of failure dependencies and the cost of development. Assuming that the development is rigorous and design diversity is adequately applied to the product, there is still the common error source of the identical input profile. [Saglietti 90B] points out that experiments (e.g., [Knight 85], [Knight 86], [Eckhardt 91]) have shown that the probability of error manifestations are not equally distributed over the input space and the probability of coincident errors is impacted by the chosen inputs. Certainly data diversity techniques could be used to reduce the impact of this error source, but the problem of quantifying the effectiveness of the approach still remains.
The cost of using multi-version software is also an important issue. A direct replication of the full development effort, including testing, would certainly be an expensive proposition. Since a supporting execution environment is needed to complete the implementation, the total cost could be prohibitive for some applications. However, cost savings can be effected by judicious use of acceptable alternatives. For example, in some applications where only a small part of the functionality is safety critical, development and production cost can be reduced by applying design diversity only to those critical parts [Bishop 95]. In situations where demonstrating safety attributes to an official regulatory authority tends to be more costly than the actual development cost, design diversity can be used to make a more convincing safety case with a smaller safety assessment effort. Also, when the cost of alternative design assurance techniques is rather high because of the need for specialized staff and tools, the use of design diversity could actually result in a cost saving.

### 4.2.7.2. Output Selection Algorithms

The basic difference among the multi-version software fault tolerance techniques presented above is in the output selection algorithms. For some techniques, inline acceptance tests simplify the output selection. Some problems with the acceptance tests is that they are highly application dependent, they tend to be difficult to develop, and they cannot test for a specific correct answer but only for "acceptable" values. The ranking of versions based on their individual expected reliabilities can supplement the acceptance tests for cases where multiple versions pass the tests. However, when all the versions are considered equally reliable, the output selection must be based on cross-comparison of the available version outputs, possibly augmented by knowledge of the application. As noted in the particular case of the Consensus Recovery Block approach, the output reliability can be increased by the combination of multiple output selection techniques.

The development of output selection algorithms should consider the consequences of erroneous output selection in terms of critical application issues like safety, reliability, and availability. In general, the output of properly developed versions should be correct for the vast majority of inputs and input sequences, and therefore the reliability of a single version will tend to be relatively good. Nevertheless, for increased reliability in a multi-version arrangement cross-comparison techniques should be designed such that the selected output is correct with a very high probability. For applications where safety is a main concern, it is important that the output selection algorithm be capable of detecting erroneous version outputs and prevent the propagation of bad values to the main output. For these applications the selection algorithm must be given the capability to declare an error condition or initiate an acceptable safe output sequence when it cannot achieve a high confidence of selecting a correct output. In those cases where availability is more important, the output selection can be designed such that it will always produce an output even if it is incorrect. Such approach could be acceptable as long as the program execution is not subsequently dependent on previously generated and possibly erroneous outputs.

[Anderson 86] presents a generic two step structure for the output selection process. The first step is a filtering process where individual version outputs are analyzed by acceptance tests for likelihood of correctness, timing, completeness, and other characteristics. In general the function of the filtering step is to remove any outputs which can be declared bad by direct inline examination. Those outputs that pass the filtering step are then forwarded to the arbitration step where a selection algorithm is used to produce a final output value. Because the values used in
the arbitration have been pre-screened, the selection algorithm and the overall approach is likely to be more effective.

Cross-comparison of the available version outputs is usually performed by means of a voting algorithm. [Lorczak 89] presents four generalized voters for use in redundant systems: Formalized Majority Voter, Generalized Median Voter, Formalized Plurality Voter, and Weighted Averaging Techniques. The proposed generalization of the voting techniques is based on a framework of metric spaces. By assuming the use of a metric space, the voters are given the capability of performing inexact voting by declaring values to be equal if their metric distance is less than some predefined threshold \( \epsilon \). In the Formalized Majority Voter version outputs are compared for metric equality and if more than half of the values agree, the voter output is selected as one of the values in the agreement group. The Generalized Median Voter selects the median of the version values as the output. In the metric framework defined here, the median is determined by successively eliminating pairs of values that are the farthest apart until only one value remains (assuming an odd number of versions, of course). The Formalized Plurality Voter partitions the set of version outputs based on metric equality and the selected output is one of the elements in the partition with the largest cardinality. The Weighted Averaging Technique combines the version outputs in a weighted average to produce a new output. The weights can be selected a-priori based on the characteristics of the individual versions and the application. When all the weights are equal this technique becomes a mean selection technique. The weights can also be selected dynamically based on the pair-wise distances of the version outputs [Broen 75] or the success history of the versions measured by some performance metric ([Lorczak 89], [Gersting 91]).

Other voting techniques have been proposed. For example, [Croll 95] proposed a selection function that always produces an acceptable output through the use of artificial intelligence techniques. Specifically, the voting system would behave like a majority or plurality voter when version outputs are sufficiently close to each other and within an acceptable normal range. When there is disagreement, the voter would behave like a weighted averaging voter that assigns the weights based on “fault records” generated from normal cases when the voter is able to form a majority for output selection. These fault records contain information about the disagreements in the value and time domains for each individual version. These records are then used when there is a disagreement beyond the capabilities of the majority or plurality voter. In those cases the output selection would be based on the reliability information contained in the fault records. The authors propose the use of neural networks or genetic algorithms to implement the voter in such a way that its performance is related to the application and the particular characteristics of the software versions. [Bass 95] proposes the use of predictive voters (e.g. Linear Predictor and First Order Predictor) that use history of previous results to produce an expected output value and then select the output based on which version output value is closest to the expected value. [Broen 75] proposed eight weighted average voters for control applications. The voters are designed to produce smooth continuous outputs and to have various degrees of transient failure suppression for failed channels (or versions) of a redundant system.

An important parameter for output selection algorithms is the granularity of the arbitration.

---

1 Definition of a metric space [Lorczak 89]: Let \( X \) denote the output space of the software. Let \( d \) denote a real-valued function defined on the Cartesian Product \( X \times X \) with the following properties: (1) \( d(x,y) = 0 \); (2) \( d(x,y) = 0 \) implies \( x = y \); (3) \( d(x,y) = d(y,x) \); (4) \( d(x,z) = d(x,y) + d(y,z) \), for all \( x, y, z \) in \( X \). Then \( (X,d) \) is a metric space.
This concept of granularity applies to systems where the version outputs are composites or matrices with various sub-elements. The decision to be made here concerns the level at which output selection will be performed: at coarse level, at fine level, or at some intermediate level. [Kelly 86], [Tso 87], and [Saglietti 91] discuss the problem in some detail. The most obvious characteristic of this perspective on the output selection problem is that coarse level arbitration will result in many more disagreements in output selection among the versions. In general, the higher the level of arbitration, the more likely it is that the selected output will be correct but the likelihood of achieving agreement is diminished. Similarly, applying the output selection algorithm at the lower levels will increase the availability of the system but it will also increase the probability of having inconsistent outputs. An interesting characteristic of voter granularity is that the output selection can dynamically select the granularity. For example, if a voter is unable to detect a majority or plurality at a coarse level, it can automatically switch to progressively lower granularities until agreement is achieved. In doing so, the selection logic would be trading safety and reliability for an increase in system availability. As mentioned above, the characteristics of the output selection algorithm must be based on system level issues like reliability, safety and availability, as well the particular details of the application.

4.3. Fault Tolerance in Operating Systems

Application level software relies on the correct behavior of the operating system. In theory, the previously mentioned techniques to achieve software fault tolerance can be applied to the design of operating systems (e.g., [Denning 76]). However, in general, designing and building operating systems tends to be a rather complex, lengthy and costly endeavor. For safety critical applications it may be necessary to develop custom operating systems through highly structured design processes (e.g., [DO178B]) including highly experienced programmers and advanced verification techniques in order to gain a high degree of confidence on the correctness of the software. For many other applications where time to market and cost are driving factors, such highly structured approaches are not viable. Tradeoffs are necessary in those cases. For example, as mentioned previously, in some applications where only a small part of the functionality is safety critical, development and production cost can be reduced by applying design diversity only to those critical parts. This, of course, requires analysis and insight into the workings of the applications and the operating system.

Another approach to the development of fault tolerant operating systems for mission critical applications is the use of wrappers on off-the-shelf operating systems to boost their robustness to faults. A problem with the use of off-the-shelf software on dependable systems is that the system developers are not sure if the off-the-shelf components are reliable enough for the application [Voas 98A]. It is known that the development process for commercial off-the-shelf software does not consider de facto standards for safety or mission critical applications and the available documentation for the design and validation activities tend to be rather weak [Salles 99]. A point in favor of using commercial operating systems is that they often include the latest developments in operating system technology. Also, widely deployed commercial operating systems could have fewer bugs overall than custom developed software due to the corrective actions performed in response to bug complaints from the users [Koopman 97]. Because modifications to the internals of the operating system could increase the risk of introducing design faults, it is preferred to apply techniques that use the software as is.

A wrapper is a piece of software put around another component to limit what that component
can do without modifying the component’s source code [Voas 98A]. Wrappers monitor the flow of information into and out of the component and try to keep undesirable values from being propagated. In this manner, the wrapper limits the component’s input and output spaces. As with other inline software fault tolerance techniques, wrappers are not a fix-all solution. Their error detection techniques are based on anticipated fault models. As mentioned previously, it is unanticipated faults that are the main source of concern. Also, wrappers cannot protect against illegal outputs explicitly generated by the off-the-shelf component which are not part of the component’s specification. Again, the wrapper cannot protect against unanticipated events. Nevertheless, within their inherent limitations, wrappers can be an acceptable technique to achieve the robustness and cost goals for certain applications.

Wrappers have been used as middleware located between the operating system and the application software ([Russinovich 93], [Russinovich 94], [Russinovich 95]). The wrappers (called “sentries” in the referenced work) encapsulate operating system services to provide application-transparent fault tolerant functionality and can augment or change the characteristics of the services as seen by the application layer. In this design the sentries provide the mechanism to implement fault tolerance policies that can be dynamically assigned to particular applications based on the individual fault tolerance, cost and performance needs. The sentries have the capability to implement fault detection and recovery policies through checkpointing and journaling. Journaling is a technique that allows recovery by guiding an application through the replay and synchronization of key input events that occurred from the last checkpointed state to a state close to that just before the fault was detected. The sentries can also perform error correction by performing consistency and validity checks on operating system data structures and doing corrections when errors are detected. Tests performed by the researchers seem to indicate the viability of their approach for effectively implementing fault tolerance policies with acceptable performance penalties.

[Salles 99] proposed the use of wrappers at the microkernel level for off-the-shelf operating systems. The wrappers proposed by these researchers aim at verifying consistency constraints at a semantic level by utilizing information beyond what is available at the interface of the wrapped component. Their approach uses abstractions (i.e., models) of the expected component functionality. Fault containment is based on verifying dynamic predicates defined to assert the correct behavior of the component. As with other error detection techniques, there is a tradeoff between developing costly detailed models of the targeted component that enable more accurate error detection versus the performance achievable using simpler models which might not be as effective in detecting errors. The authors of the referenced work deliberately targeted microkernels instead of the full general-purpose operating system built on top of it because their functionality is easier to understand and manageable from a modeling perspective. The proposed wrappers require access to information internal to the microkernel to verify the predicates and enable corrective actions when a fault is detected. In order to do this the addition of a “metainterface” that would allow observation and control of the microkernel data structures is proposed. This additional interface would protect the source code developed by the microkernel manufacturer while enabling full access to the critical internal data structures. The requirement for the additional metainterface is a drawback of this approach to wrapper design, but it does enable fault tolerance capabilities beyond those achievable by a simpler interface wrapper.

One way to increase the effectiveness of wrappers is by carrying out fault injection experiments on the targeted operating system before designing the wrappers in order to gain knowledge of the weaknesses and pitfalls of the operating system error detection and recovery
Section 4.4 covers the area of software fault injection in more detail.

4.4. Software Fault Injection for Fault Tolerance Assessment

Software fault injection (SFI) is the process of testing software under anomalous circumstances involving erroneous external inputs or internal state information. The main reason for using software fault injection is to assess the goodness of a design [Voas98B]. Basically, SFI tries to measure the degree of confidence that can be placed on the proper delivery of services. Since it is very hard to produce correct software, SFI tries to show what could happen when faults are activated. The collected information can be used to make code less likely to hide faults and also less likely to propagate faults to the outputs either by reworking the existing code or by augmenting its capabilities with additional code as done with wrappers [Voas 98B]. SFI can be used to target both objectives of the dependability validation process: fault removal and fault forecasting [Avresky 92]. In the context of fault removal, SFI can be used as part of the testing strategy during the software development process to see if the designed algorithms and mechanisms work as intended. In fault forecasting, SFI is used to assess the fault tolerance robustness of a piece of software (e.g., an off-the-shelf operating system). In this context, SFI enables a performance estimate for the fault tolerance mechanisms in terms of their coverage (i.e., the percentage of faults handled properly) and latency (i.e., the time from fault occurrence to error manifestation at the observation point). The use of SFI has two important advantages over the traditional input sequence test cases [Lai 95]. First, by actively injecting faults into the software we are in effect accelerating the failure rate and this allows thorough testing in a controlled environment within a limited time frame. Second, by systematically injecting faults to target particular mechanisms we are able to better understand the behavior of that mechanism including error propagation and output response characteristics.

There exist two basic models of software injection: fault injection and error injection. Fault injection simulates software design faults by targeting the code. Here the injection considers the syntax of the software to modify it in various ways with the goal of replacing existing code with new code that is semantically different [Voas 98B]. This “code mutation” can be performed at the source code level before compilation if the source code is available. The mutation can also be done by modifying the text segment of a program’s object code after compilation. Error injection, called “data-state mutation” in [Voas 98B], targets the state of the program to simulate fault manifestations. Actual state injection can be performed by modifying the data of a program using any of various available mechanisms: high priority processes that modify lower priority processes with the support of the operating system; debuggers that directly change the program state; message-based mechanisms where one component corrupts the messages received by another component; storage-based mechanisms by using storage (e.g., cache, primary, or secondary memory) manipulation tools; or command-based approaches that change the state by means of the system administration and maintenance interface commands [Lai 95]. An important aspect of both types of fault injection is the operational profile of the software [Voas 98B]. Fault injection is a dynamic-type testing because it must be used in the context of running software following a particular input sequence and internal state profile. The operational profile must be similar to the actual profile in order to realistically assess the robustness of software. However, for the purpose of removing weaknesses in the code or characterizing the code under special or unlikely circumstances, the operational profile can be manipulated to improve other aspects of a test like observability and test duration.
Software fault injection is but one element of the larger area of experimental system testing. A large amount of work has been done in this area by many researchers. The reader is encouraged to review the reported experiments and experimental tools to gather a deeper understanding of the pros and cons of this approach to robustness assessment. Examples of reported works include [Iyer 96], [Kao 93], [Fabre 99], [Koopman 97], [Lee 95], [Arlat 90].

5. Hardware and Software Fault Tolerance

System fault tolerance is a vast area of knowledge well beyond what can be covered in a single paper. The concepts presented in this section are purposely treated at a high level with details considered only where regarded as appropriate. Readers interested in a more thorough treatment of the concepts of computer system fault tolerance should consult additional reference material (for example, [Pradhan 96], [Suri 95], [Randell 95B]).

5.1. Computer Fault Tolerance

Computer fault tolerance is one of the means available to increase dependability of delivered computational services. Dependability is a quality measure encompassing the concepts of reliability, availability, safety, performability, maintainability and testability [Johnson 96].

- Reliability is the probability that a system continues to operate correctly during a particular time interval given that it was operational at the beginning of the interval.

- Availability is the probability that a system is operating correctly at a given time instant.

- Safety is the probability that the system will perform in a non-hazardous way. A hazard is defined as “a state or condition of a system that, together with other conditions in the environment of the system, will lead inevitably to an accident” [Leveson 95].

- Performability is the probability that the system performance will be equal to or greater than some particular level at a given instant of time.

- Maintainability is the probability that a failed system will be returned to operation within a particular time period. Maintainability measures the ease with which a system can be repaired.

- Testability is a measure of the ability to characterize a system through testing. Testability includes the ease of test development (i.e., controllability) and effect observation (i.e., observability).

The main direct concern for fault tolerant designs is the ability to continue delivery of services in the presence of faults in the system. A fault is an anomalous condition occurring in the system hardware or software. [Suri 95] presents a general fault classification table (see Table 1) which is
excellent for understanding the types of faults that fault tolerant designs are called upon to handle. A latent fault is a fault that is present in the system but has not caused errors; after errors occur, the fault is said to be active. Permanent faults are present in the system until they are removed; transient faults appear and disappear on their own with no explicit intervention from the system. Symmetric faults are those perceived identically by all good subsystems; asymmetric faults are perceived differently by the good subsystems. A random fault is caused by the environment (e.g., heat, humidity, vibration, etc.) or by component degradation; generic faults are built-in faults accidentally introduced during design or manufacturing of the system. Benign faults are detectable by all good subsystems; malicious faults are not directly detectable by all good subsystems. The fault count classification is relative to the modularity of the system. A single fault is a fault in a single system module; a group of multiple faults affects more than one module. The time classification is relative to the time granularity. Coincident multiple faults appear during the same time interval; distinct-time faults appear in different time intervals. Independent faults are faults originating from different causes or nature. Common mode faults, in the context of multiple faults, are faults that have the same cause and are present in multiple components.

Table 1: Fault classification (source: [Suri 95])

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Fault</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity</td>
<td>Latent vs. Active</td>
</tr>
<tr>
<td>Duration</td>
<td>Transient vs. Permanent</td>
</tr>
<tr>
<td>Perception</td>
<td>Symmetric vs. Asymmetric</td>
</tr>
<tr>
<td>Cause</td>
<td>Random vs. Generic</td>
</tr>
<tr>
<td>Intent</td>
<td>Benign vs. Malicious</td>
</tr>
<tr>
<td>Count</td>
<td>Single vs. Multiple</td>
</tr>
<tr>
<td>Time (multiple faults)</td>
<td>Coincident vs. Distinct</td>
</tr>
<tr>
<td>Cause (multiple faults)</td>
<td>Independent vs. Common Mode</td>
</tr>
</tbody>
</table>

The selection of the fault tolerance techniques used in a system depends on the requirements of the application. Fault tolerance is used in a varied set of applications. These include critical, long-life, delayed-maintenance, high-availability, and commercial applications:

- Critical applications require a high degree of confidence on the correct and safe operation of the computer system in order to prevent loss of life or damage to expensive machinery.

- Long-life applications require that computer systems operate as intended with a high probability when the time between scheduled maintenance is extremely long (e.g., on the order of years or tens of years).

- Delayed-maintenance applications involve situations where maintenance actions are extremely costly, inconvenient, or difficult to perform. For this reason the system must be designed to have a high probability of being able to continue operating without requiring unscheduled maintenance actions.

- High-availability applications require a very high probability that the system will be ready to provide the intended service when so requested. This type of system allows
frequent service interruptions if they are all short in duration.

- Commercial applications are typically less demanding than the previous applications. The main use of fault tolerance in these systems is to provide added value and prevent nuisance faults from affecting the perceived dependability from a user perspective.

The design of systems with fault tolerance capabilities to satisfy particular application requirements is a complex process loaded with theoretical and experimental analysis in order to find the most appropriate tradeoffs within the design space. [Suri 95] offers a high-level design paradigm (see Table 2) extracted from the more detailed description presented in [Avizienis 87]. System properties to be considered include dependability (i.e., reliability, availability, maintainability, etc), performance, failure modes, environmental resilience, weight, cost, volume, power, design effort, and verification effort. In addition to these, development programs must also weigh in the development risks associated with using technologies that in theory could result in a better system but that could also drive the whole development effort to failure due to the inability of the design team to manage the complexity of the system within a reasonable time frame.

Table 2: Fault Tolerant System Design Paradigm (source: [Suri 95])

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Identify the classes of faults expected over the life of the system.</td>
</tr>
<tr>
<td>2.</td>
<td>Specify goals for the system dependability.</td>
</tr>
<tr>
<td>3.</td>
<td>Partition the system into subsystems, both hardware and software, taking both performance and fault tolerance into account.</td>
</tr>
<tr>
<td>4.</td>
<td>Select error detection and fault diagnosis algorithms for every subsystem.</td>
</tr>
<tr>
<td>5.</td>
<td>Devise state recovery and fault removal techniques for every subsystem.</td>
</tr>
<tr>
<td>6.</td>
<td>Integrate subsystem fault tolerance on a global (system wide) scale.</td>
</tr>
<tr>
<td>8.</td>
<td>Refine the design by iteration of steps 3 through 7.</td>
</tr>
</tbody>
</table>

Every fault tolerant design must deal with one or more of the following aspects ([Nelson 90], [Anderson 81]):

- Detection: A basic element of a fault tolerant design is error detection. Error detection is a critical prerequisite for other fault tolerant mechanisms.

- Containment: In order to be able to deal with the large number of possible effects of faults in a complex computer system it is necessary to define confinement boundaries for the propagation of errors. Containment regions are usually arranged hierarchically throughout the modular structure of the system. Each boundary protects the rest of the system from errors occurred within it and enable the designer to count on a certain number of correctly operating components by means of which the system can continue to perform its function.
- Masking: For some applications, the timely flow of information is a critical design issue. In such cases, it is not possible to just stop the information processing to deal with detected errors. Masking is the dynamic correction of errors. In general, masking errors is difficult to perform inline with a complex component. Masking, however, is much simpler when redundant copies of the data in question are available.

- Diagnosis: After an error is detected, the system must assess its health in order to decide how to proceed. If the containment boundaries are highly secure, diagnosis is reduced to just identifying the enclosed components. If the established boundaries are not completely secure, then more involved diagnosis is required to identify which other areas are affected by propagated errors.

- Repair/reconfiguration: In general, systems do not actually try to repair component-level faults in order to continue operating. Because faults are either physical or design-related, repair techniques are based on finding ways to work around faults by either effectively removing from operation the affected components or by rearranging the activity within the system in order to prevent the activation of the faults.

- Recovery and Continued Service: After an error is detected, a system must be returned to proper service by ensuring an error-free state. This usually involves the restoration to a previous or predefined state, or rebuilding the state by means of known-good external information.

Redundancy in computer systems is the use of resources beyond the minimum needed to deliver the specified services. Fault tolerance is achieved through the use of redundancy in the hardware, software, information, or time domain ([Johnson 96], [Nelson 90]). In what follows we presents some basic concepts of hardware redundancy to achieve hardware fault tolerance. Good examples of information domain redundancy for hardware fault tolerance are error detecting and correcting codes [Wicker 95]. Time redundancy is the repetition of computations in ways that allow faults to be detected [Johnson 96].

Hardware redundancy can be implemented in static, dynamic, or hybrid configurations. Static (or passive) redundancy techniques do not detect or explicitly perform any reactive action to control errors, but rather rely on masking to simply prevent their propagation beyond predefined error containment boundaries. Dynamic (or active) redundancy techniques use fault detection followed by diagnosis and reconfiguration. Masking is not used in dynamic redundancy, and errors are handled by actively diagnosing error propagation and isolating or replacing faulty components. Hybrid redundancy techniques combine elements of both static and dynamic redundancy. In hybrid redundancy approaches, masking is used prevent the propagation of errors, and error detection, diagnosis, and reconfiguration are used to handle faulty components.

Figure 14 is an example of passive hardware redundancy. Here the modules are replicated multiple times depending on the desired fault tolerance capability. A selection mechanism (usually a voter) is used to mask errors that reach the outputs of the modules. Figure 15 shows a different approach where the voters are moved to the input of the modules to eliminate the single point of failure that is the single voter in Figure 14. This configuration protects the computations performed by the replicated components but requires that redundant components reading the outputs use the same approach to prevent the propagation of errors and single point of failure.
Figure 16 shows an active redundancy approach. In duplication with comparison, error detection is achieved by comparing the outputs of two modules performing the same function. If the outputs of the modules disagree, an error condition is raised followed by diagnosis and repair actions to return the system to operation. In a similar approach only one module would actually perform the intended function with the other component being a dissimilar monitor that checks the outputs looking for errors. Figure 17 shows four modules arranged in a self-checking pair configuration (or dual-dual configuration). In this configuration the comparators perform the error detection function. Normally the output is taken from one of the pairs known as the primary pair, with the other pair acting as a spare or backup. When an error on the primary is detected, the spare is brought online and the primary is taken offline for diagnosis and maintenance if necessary.
Figure 16: Dynamic Redundancy using Duplication with Comparison

Figure 17: Dynamic Redundancy using Self-Checking Pairs

Figure 18 shows an example of hybrid redundancy using an N-modular masking configuration with spares. Here we are combining the masking approach used in passive redundancy with the error detection, diagnosis, and reconfiguration used in dynamic approaches. The system in Figure 18 uses a set of primary modules to provide inputs to the voter to implement error masking. Simultaneously an error detection component monitors the outputs of the active modules looking for errors. When an error is detected, the faulty module is taken offline for diagnosis and a spare module is brought online to participate in the error-masking configuration. Implemented properly, this configuration has better dependability characteristics than purely passive or active configurations. However, the cost and complexity are higher for the hybrid approach. The selection of one of the three approaches is highly dependent on the application.
It is worth noting that although redundancy is required for fault tolerance, it is not sufficient to just put a group of components together in a “fault tolerant” configuration. How the redundancy is used is as important as the redundancy itself in order to contribute to higher dependability. The following is quoted from [LalaJ 94]:

“Redundancy alone does not guarantee fault tolerance. The only thing it does guarantee is a higher fault arrival rate compared to a nonredundant system of the same functionality. For a redundant system to continue correct operation in the presence of a fault, the redundancy must be managed properly. Redundancy management issues are deeply interrelated and determine not only the ultimate system reliability but also the performance penalty paid for fault tolerance.”

5.2. Examples of Fault Tolerant Architectures

In this section we present two examples of fault tolerant architectures for safety critical applications. These architectures are used on the flight control computers of the fly-by-wire systems of two types of commercial jet transport aircraft. The first computer is used on the Boeing 777 airplane. The second computer is used on the AIRBUS A320/A330/A340 series aircraft.
5.2.1. B777 Primary Flight Control Computer

The fly-by-wire system of the Boeing 777 airplane departs from old-style mechanical systems that directly connect the pilot’s control instruments to the external control surfaces. A fly-by-wire system (see Figure 19) enables the creation of artificial airplane flight characteristics that allow crew workload alleviation and flight safety enhancement, as well as simplifying maintenance procedures through modularization and automatic periodic self-inspection ([Bleeg 88], [Hills 88], [Yeh 96], [Aleska 97], [McKinzie 96]).

Some of the requirements for the 777 flight control computer include:

- No single fault of any kind should cause degradation below MIN-OP (i.e., minimum configuration to meet requirements)

- $1 \times 10^{-9}$ (i.e., 1 in 10 billion) probability of degrading below MIN-OP configuration due to random hardware faults, generic faults, or common mode faults

- No single fault should result in the transmission of erroneous outputs without a failure indication.

- Components should be located in separate compartments throughout the airplane to assure continued safe flight despite physical damage to the airplane and its systems.

- “Never give up” redundancy management strategy for situations when the flight control computer degrades below MIN-OP configuration. This includes considerations for keeping the computer operational if there are any good resources, preventing improper
removal of resources, and recovering resources after being improperly removed.

- Fully automatic redundancy management
- Fully automatic Minimum Dispatch Configuration assessment prior to a flight
- Mean-Time-Between-Maintenance-Actions of 25,000 operating hours assuming 13.6 operating hours per day.

Figure 20 presents the architecture of the B777 flight control computer. It is a triple-triple configuration of three identical channels, each composed of three redundant computation lanes. The computers are connected to the flight control data buses that serve to exchange information among the fly-by-wire system components. Each channel transmits on a preassigned data bus and receives on all the busses. This setup enables the channels to communicate with each other without the possibility of one bad channel interrupting all the communications. The channels are placed in separate equipment bays on the aircraft to allow continued safe flight despite structural damage. Normally the lanes are arranged in a command-monitor-standby arrangement where one lane writes to the bus while the others monitor its operation. The spare lanes in each channel enable rapid reconfiguration in case of a lane failure. The lanes exchange information for redundancy management and for time and data synchronization in order to allow tighter cross-lane monitoring. When the command lane is declared bad, it is taken offline and one of the spare lanes is upgraded to the command assignment. Before sending a computed output to the actuators, the channels perform an exchange of their proposed output values, do a median select, and then finally declare the selected value as the actual computed control value. The channels also exchange information for critical variable equalization to ensure tracking of their outputs within acceptable bounds. The channels must also monitor the operation on the data busses to ensure that data flow is taking place according data bus requirements.

The initial design of this flight control computer was a four by three configuration including hardware and software dissimilarity in all the channels [Hills 88]. Software diversity was to be achieved through the use of different programming languages targeting different lane processors. The final and current implementation uses only one programming language with the executable code being generated by three different compilers still targeting dissimilar lane processors. The lane processors are dissimilar because they are the single most complex hardware devices, and thus there is a perceived risk of design faults associated with their use.
5.2.2. AIRBUS A320/A330/A340 Flight Control Computer

The requirements for the flight control computer on the Airbus A320/A330/A340 include many of the same considerations as in the B777 fly-by-wire system ([Traverse 91], [Briere 93]). The selected architecture, however, is much different. Figure 21 shows the architecture used on the Airbus aircraft. The basic building block is the fail-stop control and monitor module. Each module is composed of a control computer performing the flight control function and a completely independent monitoring computer performing functions not necessarily identical to the flight control function. The specifications for the control and monitoring computers are developed independently from a common functional specification for the computer module. The software for the control and monitoring computers are designed and built by independent design teams to reduce the likelihood of common design errors. As part of the software development, forced diversity rules are applied to ensure different designs for those areas deemed more complex (and thus, more likely to have errors in the final design). The primary and secondary computer modules are designed by different manufacturers to reduce the likelihood of any kind of software or hardware generic errors. In effect, there are four dissimilar types of computers working together to perform the flight control function. In the basic configuration, the primary module sends its commands to the actuators, with the secondary module remaining in standby. When the primary module fails, it is taken offline and the secondary module takes over the command function. In addition, a second pair of modules (Primary 2 and Secondary 2 in Figure 21) is also available and sending commands to redundant actuators. At any particular time, only one computer module is driving a control surface. Upon detection of a computer or actuator failure, control is passed to another computer based on a predetermined hand over sequence.
Figure 21: Architecture of A3XX Flight Control Computer
(Adapted from [Traverse 91])

6. Summary and Concluding Remarks

In this paper we have presented a review of software fault tolerance. We gave a brief overview of the software development processes and noted how hard-to-detect design faults are likely to be introduced during development. We noted how software faults tend to be state-dependent and activated by particular input sequences. Although component reliability is an important quality measure for system level analysis, software reliability is hard to estimate and the use of post-verification reliability estimates remains a controversial issue. For some applications software safety is more important than reliability, and fault tolerance techniques used in those applications are aimed at preventing catastrophes. Single version software fault tolerance techniques discussed include system structuring and closure, atomic actions, inline fault detection, exception handling, and checkpoint and restart. Process pairs exploit the state dependence characteristic of most software faults to allow uninterrupted delivery of services despite the activation of faults. Similarly, data diversity aims at preventing the activation of design faults by trying multiple alternate input sequences. Multiversion techniques are based on the assumption that software built differently should fail differently and thus, if one of the redundant versions fails, at least one of the others should provide an acceptable output. Recovery blocks, N-version programming, N self-checking programming, consensus recovery blocks, and t/(n-1)-variant techniques were presented. Special consideration was given to multiversion software development and output selection algorithms. Operating systems must be given special treatment when designing a fault tolerant software system because of the cost and complexity associated with their development, as well as their criticality for correct system functionality. Software fault injection was presented as a technique to experimentally assess the robustness of
software to design faults and errors. Finally, we presented a brief high level overview of fault tolerant computer design followed by the review of two safety critical flight control computer systems.

Because of our present inability to produce error-free software, software fault tolerance is and will continue to be an important consideration in software systems. The root cause of software design errors is the complexity of the systems. Compounding the problems in building correct software is the difficulty in assessing the correctness of software for highly complex systems. Current research in software engineering focuses on establishing patterns in the software structure and trying to understand the practice of software engineering [Weinstock 97]. It is expected that software fault tolerance research will benefit from this research by enabling greater predictability of the dependability of software [Weinstock 97].
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