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Introduction

Since the ACTS launch in September 1993 and the Experiments Program’s beginning in
December 1993, the ACTS project has made significant contributions to retiring the risk of
advanced satellite communications technology. Conceived with an initial 2-year plan, the
Experiments Program provided a forum for 103 experiments and many demonstrations that
grew to cover a 78-month period. The ACTS Conference 2000 (AC2000) was held to report the
results of the program since the 1995 ACTS Results Conference and celebrate the end of a very
successful satellite program.

The conference was held on May 31, 2000, as part of the 6"Ka-band Utilization Conference
(May 31 to June 2, 2000) in Cleveland, Ohio at the Renaissance Cleveland Hotel. The sponsoring
organization was Italy’s Istituto Internazionale delle Comunicazioni (IIC), which has sponsored
all previous Ka-band Utilization Conferences. The NASA Glenn Research Center was the local
host. The conference was an ideal venue in which to discuss the ACTS program as its technical
program focused on next-generation satellite communications systems. Furthermore, the timing
of the Ka-band conference coincided with the ending of the ACTS Experiments Program.
Approximately 280 representatives of industry, academia, and government attended.

The conference was organized into two parts: a technical program during the day and an evening
reception. The technical program consisted of 5 technical sessions that included 17 papers
covering the results of the experiment activity and technical performance of the satellite. The
written papers and presentations are included in these proceedings (except one paper and one
presentation, which were not submitted; and one presentation was a video, for which we’ve
included a brief summary).

In the evening, a reception was held to celebrate the end of the ACTS Experiments Program. The
keynote address was provided by NASA’s Associate Administrator for Space Flight, Joseph
Rothenberg. Industry VIP’s (Dr. Tom Brackey on behalf of the U.S. satellite industry, Edward
Fitzpatrick on behalf of the Hughes Spaceway program, Jeffrey Grant on behalf of the Lockheed
Martin Astrolink program, and Edward Ashford on behalf of SES-ASTRA) provided their
perspectives on the significance and impact ACTS has had on the industry. The daylong event
brought together many people from industry, academia, and government who have participated
and benefited from ACTS. These proceedings were developed to capture the entire event,
including the evening reception.

I’d like to thank those who contributed and helped make the last ACTS conference a success:
those who presented papers, those who participated in the evening reception, and those who
organized the myriad details and managed the event.

Last, but by no means least, I’d like to thank all those who attended!

Robert Bauer
ACTS Project Manager
NASA Glenn Research Center
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1.1 - The Advanced Communications
Technology Satellite: Performance,
Reliability and Lessons Learned

R.J. Krawczyk L.R. Ignaczak
NASA Glenn Research Center NASA Glenn Research Center
Cleveland, Ohio Cleveland, Ohio

Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 - June 2, 2000, Cleveland, Ohio

Outline of Presentation

Glenn Research Center

« ACTS Background

 Satellite Subsystem Operational Performance
including lessons learned

 Reliability discussion
e Concluding Remarks

* ACTS Disposal comments

NASA/CP—2000-210530 3
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ACTS Background

Glenn Research Center

e e

. US C sponsored NASA to conduct ACTS ogram e
1984 to pioneer technologies and services envisioned for
future commercial application.

» Ka band - components and rain fade compensation
* Spot beam antennas with multiple hopping beams
* On-board processing and microwave switching

* Wideband transponders

* Objectives: Demonstrate, verify and characterize technology for
comsats and evaluation of Ka band systems.
Provide a reliable GEO experimental testbed.

* Original 2-year mission extended twice to take advantage
of excellent performance of hardware.

Ka-Band Payload Operational Performance

Glenn Research Center

° ver 58,000 hours on orbit without failure.

Eam;
:

mmmmm

* 590 power/thermal cycles on communications payload subsystems
(battery sized for bus only during eclipse).

* Versatile switching and multiple daily payload reconfiguration allows
efficient, flexible scheduling of experimenters/users.

NASA/CP—2000-210530 B



Successful Ka-Band Comsat Technology

Glenn Research Center

* Four LNRs. HEMT LNA with3.8 dB noise figure at antenna. Down converts to C band
IF amp. Good configuration for production since 30 GHz, 900MHz bandwidth LNA
needed new methodology in manufacturing, alignment and test.

20 GHz Transmitters

« Each (of 4) upconverter/TWTA provides 46 w. output, from 19.2 - 20.1 GHz.

» Almost 200K total tube hours accumulated.

* No spurious shutoffs after 590 power/thermal cycles proves robust hi-voltage and
thermal package design.

» Extensive telemetry instrumentation (Pin, Po, VK, Ik, Va, Ihtr, Ihlx) shows excellent
stability - many parameters within one count (of 256) of original value.

 Original concept was dual power TWTA for rain fade - insignificant net advantage due to
weight and efficiency per 1988 study.

Beacons

* 20 and 27.7 GHz beacons provide reliable signals for long term propagation studies.
 Primary TT&C at Ka band but C band backup used for omni contingency coverage.

Successful Ka-Band Comsat Technology

Glenn Research Center

———————

"Multi-beam

» 48 high gain, 0.3° spot beams - enable frequency reuse, small terminals and high
data rates.

« High speed hopping beams (ferrite switched) enable TDMA networks.

» Thermal and mechanical effects peculiar to ACTS design and materials evaluated:
- Diurnal thermal distortion effects on Rx subreflector and Tx reflector compensated by
routine daily procedures. Shows need for comprehensive thermal model at other
than max temperature gradients and extremes.
- Low level, 1-Hz on downlink attributed to pitch control impulses exciting Tx reflector
resonance. Negligible effect at beam center. Shows need for low frequency
dynamic analysis.

» One meter steerable beam reflector (SBA) has enabled links, from Antarctica to
Arctic Circle, to fixed, airborne and shipboard terminals. Manual peaking can
assure users of max signal - point by shaft position telemetry plus command step count.

NASA/CP—2000-210530 5
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Attitude Control for Spot Beams

Glenn Research Center

T

Attitude Determina

» Narrow spot beams require more precise pitch/roll pointing (+/-0.025°).
* RF autotrack system using command carrier provides error signals over 22 dB fade depth.

Vi e
v e S
et o e s L
:—’_:i’: '—‘QW:L\« LN e T
e =

» Temporary switch to less precise Earth Sensor compensates for 0.1° autotrack transients
during MBA subreflector thermal distortion periods. Autotrack sensitive to antenna
construction and materials, needs non-RF backup.

* Yaw requirement (+/-0.15°) implemented by sun sensors and yaw estimator. This method can be
operator intensive to regain estimator convergence during geomagnetic storms.

Attitude Control for Spot Beams

Glenn Research Center

——————"

Attitude onl 3

» Excellent pitch control (<0.01°) maintained by quick reacting momentum wheel.
* Roll and yaw controlled by less responsive magnetic torquer - simple devices but have
relatively slow time constants and can saturate during large geomagnetic storms.

1.00

==2Roll
°-°¢ angle

-0.s0

X

74
+

-1.00
600 000 000 300 800 200 €00 000 0000 400 600

e For Inclined Orbit operation: attitude processor reprogrammed to execute autonomous
momentum axis bias, and roll and yaw compensation to maintain MBA pointing.

e | 1= I 1N

e S | o am

i

s R SEs=Es= s B Seginis

== =5 = == = = == == == e oo

« Inclined orbit has not introduced perceptible degradation to beam pointing

NASA/CP—2000-210530 6




Successful Ka-Band Systems Technology

Glenn Research Center

TR ———

Baseband Processor (BBP) Mode

* On-board BBP provides single hop, full mesh, bandwidth-on-demand to T1 VSAT network.

» Adaptive compensation is a complex process but adds 10 dB margin to enhance availability
in those spot beams experiencing rain fade, for 5.0E-7 BER or better.

* No hard failures of memory or processing after 590 power/thermal cycles.

* Occasional Single Event Upset may occur but is near imperceptible.

Microwave Switch Matrix (MSM) Mode

* 4X4 crossbar switch provides static or dynamic connection of any uplink to any downlink.

 Unique features include 16 GaAsFET switch/amplifier modules with 1 GHz IF bandwidth,
1000 states/frame and control of spot beams.

* Routinely enables connectivity for Ka-band technology experiments with mobile or
propagation terminals, service demonstrations from 0.6 m. USATs and
155 to 622 Mbps SS-TDMA interconnection of fiber networks.

Pre-launch Full Systems Test

* End-to-end test done to verify system integrity and interface compatibility.

Providing a Reliable Experimental Comsat

Glenn Research Center

Reliability Modeling

* Used during design process to assure adequate performance and identify areas of risk.
Probability of Survival (Ps)

Mode At 2 years At 4 years

Full BBP/VSAT capability 077 0.55 Almost 60K hours

36% duty cycle with no failures
Full BBP/VSAT capabilit 0.45 0.16

100% duty cycﬂc y of payload
Half BBP/VSAT capability 0.66 0.33

100% duty cycle
Partial TIVSAT capability 0.74 0.41

100% duty cycle

Timeshare mode

3 Beam MSM 0.95 0.88
36% duty cycle

Robust Product Assurance Program

* Highest quality parts or upgrade screening

* Radiation hardness analysis plus testing where necessary

* Accelerated life testing from RF chips to hybrid modules to TWTA
* Accepting cost/schedule impact to replace questionable devices

» Final end-to-end polarity verification

NASA/CP—2000-210530 7}




ACTS - A Well-Executed Program

Glenn Research Center

Concluding Remarks

+ Although an experimental satellite, the reliability and product assurance efforts
were an integral part of the program.

» The Ka-band components and satellite communications concepts implemented by
ACTS have operated without failure or loss of capabilities for over 6.5 years and
almost 600 power/thermal cycles.

* ACTS has successfully continued experiment operations including Ka-band spot
beam pointing and autotracking into inclined orbit.

* The capabilities of a versatile Ka-band satellite test bed and earth stations and a
dedicated project team has enabled ACTS to evolve with advancing technologies
of fiber, networks and terminals to continue its unique contributions to the satellite
industry.

ACTS Retirement

Glenn Research Center

e

* Move spacecraft to orbital
gravity well at 105.2°W
starting mid-June.

* Coordinate fly-by with
commercial operators.

e 35 days to arrive at
105.2 °W

e Monitor spacecraft for 2
months

— Settle into well - minor
adjustments if needed

* Inert all energy sources on
spacecraft ~9/21/00

NASA/CP—2000-210530 8



| 1.2 - ACTS Ka-Band Earth Stations:
Technology, Performance, and
Lessons Learned

Richard C. Reinhart John. J. Diamond
NASA Glenn Research Center Analex Corporation
Cleveland, Ohio Brookpark, Ohio

[

f Steven J. Struharik David Stewart

‘ COMSAT Laboratories GTE
Clarksburg, Maryland Cleveland, Ohio

| Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 - June 2, 2000, Cleveland, Ohio

ACTS Ground Stations

1.2 m VSAT

0.35/0.6m USAT

5.5 m NASA ‘ valuation

Ground Station

NASA/CP—2000-210530 9




Transmit -
1st Generation TWTA

e Design & Performance (NGS & LET)
— 60 Watt helix type TWT’s
— RF power fluctuations degraded link
— Low reliability/spontaneous shut down/high helix
current
e Removed from service after 7,000-10,000 hours
e Lessons Learned
— Tube redesign minimized RF “ticks”
e Insulation, material, and wire changes

— Operation procedure changed
e Limited standby operation
e RF drive always applied
e Extended 2nd Generation TWT life to > 20,000 hrs 2

Transmit -
2nd Generation TWTA

e Design & Performance
| — 100-200 Watt coupled cavity and helix TWT’s
} e Overall performance good

— High failure rate of outdoor installed TWT (HDR)

e Water penetrating connectors
e High voltage shorts
e TWT defocus due to temperature

e Lessons Learned
— Commercial design improvements continued

e Material change, precision tolerances, delay line stabjlity
e Increased TWT lifetime to 20,000-30,000 hours %

— Operational procedure different for HDRWA/TA’s
e Low duty cycle

NASA/CP—2000-210530 10



Transmit - VSAT

e Design & Performance
— Combined 40W Ku-Band TWT and frequency doubler
— HPFD located near feed in separate housing from TWT
— Ku-Band TWT achieved ~ 30,000 hours
— Low high power frequency doubler reliability

e RF fluctuations from TWT damage diodes over time

e Lessons Learned

— Issues with high power frequency doubler configuration

e Difficult to maintain stable external dc voltage bias
e Redesigned for self biasing diodes and CW operatlonw}gy

— Operations data enabled personal to |mpr3!'e statior’§
availability K¢

Transmlt USAT/SSPA

‘Performance

— Small integrated block
upconverter & SSPA

— Advancements from 0.25W
to 2W MMIC amplifiers

— Good performance
— Commercial advancements i
integration
e Lessons Learned
— Low and medium power

SSPA’s available but.....cost,
size, efficiency, & lead time

NASA/CP—2000-210530 11




Receiver/LNA

Lessons Learned

Station Gain
(dB)
NGS (20 GH2z) 30 3 HEMT LNA - Good
(27 GHZz) 20 4.5 performance, long life
LET (LNB) 25 4-5.5 [Prototype/POC
(LNA only) |50 < {0 High gain, wider BW,
good performance
HDR 50 = 3 High gain, wide BW,
good performance
VSAT (LNB) 45 5 Wide ranae of
+ 5 + performance
USAT (1*' Gen) |26 4. Advancements in NF
LNB (2" Gen) [32 2 enabled higher rate

links

tions

e Design & Performance

— Parabolic offset-fed reflectors
— Ku-Band commercial reflectors proved adequate

for Ka-Band operation

e Lessons Learned

— Recommend design changes to reduce wet
antenna effects
e Losses due to water coverage and dielectric thickness

— Panel design for 3.4m antenna. Surface tolerggge

and alignment sufficient at Ka-Band.

NASA/CP—2000-210530




e Cassegrain

e LET - Center feed/hub
mounted electronics
NGS - Beam
waveguide/ indoor
electronics

e Cost/benefit analysis
e Thermal distortions

caused by deicer
heaters

LET NGS

VSAT/N

e Design (SMSK)
— Custom TDMA 27.5/110 Mbps burst modem
— Automatic rain fade mitigation (network)

e half-rate burst rate reduction with FEC
e no impact or data rate reduction to user (T1)

e Lessons Learned

— Most problems were low-tech: ps & fans

e Only anomaly - sensitive to long strings of 1’s or 0’s.
Corrected with S/W mod

e Burst modems difficult to troubleshoot

NASA/CP—2000-210530 13




Modems (cont)

e HDR (O- _BPSK, O- -QPSK)

— Custom made SS-TDMA 384/696 Mbps burst
modem with SONET interface

— Four channels of OC-3 or single OC-12 throughput

— Key technologies: fast acquisition circuitry & carrier &
clock recovery functions

— Simplify modem and digital electronics interface
e USAT (BPSK, QPSK)
— Commercial variable rate (kbps to 45 Mbps) mo ems
— Various serial & network interfaces
— Diagnostics built-in, Good reliability *’w

e Extensive remote capablllty to
monitor station (Eb/No, U/L
BER, D/L BER, call parameters)

Load and configure station by
dial-up access or by satellite
link

VSAT RF enclosure

— Heat from HPFD effected
surrounding electronics

— Moisture damage to LNC
RF enclosure weather proofing

— Gaskets & s

NASA/CP—2000-210530 14



‘ VSAT Recommended
Modifications

e Add RF test points and IF or
RF loopback capability (relied
upon TDMA network for
troubleshooting)

e Move HPFD to TWT enclosure

— Protection circuitry for RF
fluctuations

— Eliminate heat issues within
enclosure

| — Adds additional WG losses

e Use Ka-TWTA or SSPA
| transmit @ 12-14 Watt

USAT Design ‘

e Single electronics package

| e Indoor equipment - COTS

| modem and antenna

‘ controller provided status
& control & IF loopback
capability

e Limited station diagnostics
by design to reduce cost
and size

e 70 MHz interface

14
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USAT Recommended
Modifications

e Reduce part count through RF design
— Common oscillator frequency
— Single stage u/c

e Reduce terminal size
— Integrated power supply (from indoor equipment)
— Continued technical advancements

e Add monitor/test points for field service

— oscillator lock indicator

— output power detector

— power supply indicator

— RF test ports

e Used waveguide equalizers to compensate for
long waveguide runs

— TWT mounted at antenna feed

e High rate QPSK performance degraded by hard
limiting channel & spectral re-growth

— Modems modified for O-QPSK, O-BPSK
e Any station could serve as reference terminal

e Only station to use Internet for routine remote
control & status

— Used dial-up and satellite link control as backup<
— Security/availability T,

NASA/CP—2000-210530 16




HDR Recommended
Modifications

e Reduce waveguide runs to
reduce group delay effects
e Strengthen antenna mount/
platform or add tracking
— Fixed mount required
periodic re-pointing
e Add RF loopback to

characterize station
performance

Gateway Station Design

* Extenswe “dlagnostlc capablllty' proved
invaluable

— IF & RF station loopback
— Built-in test equipment

e satellite simulator
e modem STE

— Pre-launch testing and check-out
— On-orbit troubleshooting & characterization

e Validated need for stable enwronment
electrical power

NASA/CP—2000-210530 17



Inclined Orbit

+2° S/C Limit e Satellite drift in N/S
direction increasing
by ~0.8° per year
e Maintain East/West
+1.6° 2yeyd +0.8° 1year station keeping at +
0.05°

e Impacts antenna
tracking & TDMA
acquisition & timin

100° W *g,
. al

Inclined Orbit -

round Station Modification

e

e All stations used combination of closed
loop tracking and memory track

e Antenna step tracking added to all field
stations

— Commercial controller
— I/O mounts designed & fabricated in-house

e Modifications made to VSAT & HDR TDMA
acquisition & timing s/w ﬁl?

NASA/CP—2000-210530 18



Inclined Orbit -
Lessons Learned

e Step/incremental actuators proved
adequate for field station antennas < 3.4m

e 2-axis mount and closed-loop tracking
with memory track proved successful

e Open-loop tracking evaluated/rejected
— periodic updates to controller
— earth station position accuracy/stability
e Single axis tracking evaluated/rejectedg%
— installation & accuracy concerns *X &l

Inclined Orbit -
Lessons Learned

e Step track proved sufficient for Ka-Band
operation.

— Both field and gateway earth stations

— Fade variations affect tracking

e Compensate with fade thresholds, fade rates,
memory track

e HDR/VSAT experienced acquisition
problems late in program as expected , 4

— Affected by range rate

NASA/CP—2000-210530 19



%

e Technology/Performance
— Highlight Ka-Band technology enabled by ACTS
— Highlight commercial advancements of SOA
— TWTA, HPFD/Receiver/Modems/Antenna

e Full report in NASA publication:
— Station integration/operations & lessons learned
— Inclined Orbit Operations
— Available at Ka-Band Conference ﬁ?

Inclined Orbit -
VSAT Mount Modifications




USAT Mount Modifications

HDR Mount Modifications

NASA/CP—2000-210530
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Inclined Orbit -

21




ACTS Ground Stations

NAME |MODE |ANTENNA| | HPA| | EIRP] ‘ G/T| BURST | DATA | MODULATION
| (m  (Wat) (dBW) |(dB/K) | RATES| | RATES]
| | d | (Mbps) | (Mbps) |
| Nas ([ BBF | B.5 ﬁ@ ’ 78 | B0 [UL:275] [e4kbpsto] [SMSK |
| | aBdi | fertio  mtipleTt) |
“ I ‘ ‘i ' DL:110  [&T2
vsAT [ BBP | [1.2,24 | {12 |B0.66 |[6-18 [uL:275] [1.792] SMSK
| “ DL: 110 |(max)at 64]
| | | | Ikbps | |
U ‘ | increments |
| USAT | MSM | 06,1.2 125,] | B5-51 |[15,21] [Upto25] [U/L:low] BPSK, QPSK, | ]}
n I ‘ | [.0,] 1 Msps| kbpsto 8]  |CDMA |
\i DIL: up to] |
| | 45 Mbps h
HDR | MSM 3.4 120 76 28 |Upto6%s |311 or 0-BPSK (OC-3) ‘
1 “ ‘ ; 622 Mbps| 0-QPSK(OC-12) |
| [ | I
4.7 | 100 78 :[ 27 |Upto696 |low kpbsto| |BPSK, QPSK, | L
| 1 622 Mbps|  |SMSK w;
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1.3 - T1 VSAT Fade Compensation
Statistical Results

Sandra Johnson Dr. Oke Ugweje |
NASA Glenn Research Center University of Akron |

Cleveland, Ohio Akron, Ohio ‘

Dr. Roberto Acosta
NASA Glenn Research Center
Cleveland, Ohio

Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 - June 2, 2000, Cleveland, Ohio

Overview of Presentation

Objective |

Compensation experiment description and
analysis

Description of ACTS fade detection and
compensation technique

Derived technique for future system analysis

Suggestions for implementations on future
communication systems

NASA/CP—2000-210530 23



Objective

* Perform a statistical investigation and validation of the
rain fade detection and compensation algorithm in an
end-to-end Ka-band satellite system

* Provide analysis and results from this investigation

e Develop an algorithm to determine the impact of data
compensation techniques, which can be used for future
system analysis

Compensation Experiment Hardware Connectivity

West Scan 08 Beam

Occurrence of bit errors
. in NGS/ACTS link
miriimized by high link margins

128 kbps data channel +

g V : access to modem |
to/from NASA Ground Station | .
to each VSAT 1 ¥ wal

Tipping Bucket
Rain Gauge

Data Storage
Server

\SAT #7 Downlink  VSAT #11 Downlink (|

| BER test set | BER test set L 2
VSAT #7 VSAT # 11 ’ o e
(Coded) (Uncoded) i vea e :
BER test s ER
Cleveland, Ohio test;‘e;bA éﬁﬁnd i

Station
Cleveland, Ohio
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ACTS Fade Detection and
Compensation Techniques

» Fade is measured by determining the quality of
the communications link

* Adaptive Compensation: BER performance
automatically enhanced during a period of
signal loss using ONSET and CESSATION
thresholds

* Compensation Protocol: Rate /2, Constraint
Length 5 Forward Error Correction
Convolutional Coding and Viterbi decoding

Rain Fade Event (August 8, 1999)

Cessation :
Threshold \ : -
SRR bl St R o S Y sy ) B ety e b doel (e iy e
ad o OSTY hin add e e v R NN, S T R | TR
o ' 1]
E.n s .
w : H 1
5 $-8
L k] : Threshold P
it 1
0'0000@00‘(70; < O oo COOC OO < < d:°§ QWO
: g

1.e-02| Time of Tip

: ——
i a —1—1 Above coding 1 it
| : 1%%%% Yol i ———
| Ry i ==———i=—
| = S not applied - =
| o 1.E-05 [ s Tt S — .h
c == A |
3 1.E-06
= e | E— 1 N [ 8 A
H—a—F— ; f X
1.E-08
1.E-09 i i Kach 1 1
0 1 2 3 4 5 6
Time of Day in Hours (GMT)
Coded VSAT ---- Onset
---- Uncoded VSAT ---- Cessation
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Downlink BER

-Rain Fade Event (August 8, 1999)

E,/N,

5
memeePomlonoeeeoe

H
©C O COOO OO O < <ol oo

H

Time of Day in Hours (GMT)

Coded VSAT
---- Uncoded VSAT

- ===~ Onset
---- Cessation

Compensation Experiment

Statistical Results

100

o Coded VSAT

CDF

01 _ P

_, |_| Uncoded VSAT CDF *

Percent of Time E,/N, was Exceeded (%)

4

1-10

15T G0 ) (R [ M B R T e R 2 e £ )

E,/N, (dB)
— Coled VSAT = ===
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Percent of Time BER was Exceeded (%)

Compensation Experiment
Downlink BER CDF

Compensation Experiment Downlink BER

100 I I
- Uncoded Availability:
N s -----../ 93 %
= s
1 \ i w o
\ i
0.1 H Coded Availability: —
99.3 %
0.01 Bit Error Rate Time Enhancement
Factor for a BER of 10%: 6.3%
110 l I l_
& T 1107 1:10°° 1157 110 110°
Bit Error Rate
— Coded VSAT  ---- Uncoded VSAT

BER Time Enhancement Factor: Additional percent of time which a coded link
will maintain or exceed a given BER level over a link system that is not coded.

Percent of Time BER was Exceeded (%)

100

o

Compensation Experiment

Uplink BER CDF

Compensation Experiment Uplink BER

"\

| ‘hwg\
0.01
110" -8 —7 -6 —4 ~
1-10 1410 110 110° 110 110°
Bit Error Rate
—— Coded VSAT ----  Uncoded VSAT
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Measured BER Time Enhancement Factor
for the Compensation Experiment

(o]
o

(%)

8 10
n 9
@
() 8 :
5 Measured BER Time
2 7
= Enhancement Factor:
e s 6.3%
= .
S .3
——
[ =4 2
5 \
8 1
[0} 0 RS =
a- A |
11077 110 ° 1410732 1.107% 15107
BER Level

Summary of Compensation
‘ Experiment Results

e ACTS rain fade compensation technique complies
with design specifications with no observed
anomalies

| e 10 dB of adaptive link margin provided by data
compensation provides 6% additional downlink
BER availability at a BER of 10-¢

e Margins (3 dB downlink and 5 dB uplink)
adequate for most rain fades.
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Derived Technique for Future System Analysis

Bit Error Rate Time Enhancement Factor

= Measured: Need to obtain distribution of coded and
uncoded BER

= Derived: Using fade CDF and performance curves

Input to Derived Technique for Computing
BER Time Enhancement Factor

e Measured or model data of the fade CDF
 Link calculation for clear sky E,/N,

e Probability of error for coded and uncoded
modulation scheme (through equation or
simulation)

NASA/CP—2000-210530 29



BER Time Enhancement Factor
Simulation Example

=T 7. e
;;\ < Y @ & f" &
s el R N S L . .
T Lﬁf vs c‘>/ Location Of ¥
B | .
N ( = "% ACTS Propagation
Vancouver, BC E F .
o ] F?'c:...‘n, i 4 U% A ; Terminals for the
&:\O/ Norman, OK Restop, X3 fH ACTS PrOpagation
2g° /'_—’ Cruces, ‘ A | AR 30° .
T MY (R S e Campaign
s i E
g G o
N , / .
T - Lat. Long. |Az F Path
Location I'I'Uézn:am (North), (WO:S%), T\lon:,m Ele:ation
deg. deg. deg deg.
Vancouwer, BC D 49 123 150 30
Ft. Collins, CO E 40 105 173 43
| Fairbanks, AL C 65 148 129 9
| Reston, VA K 39 77 | 214 38
| Las Cruces, NM M/E 32 107 | 168 51
Norman, OK M 35 97 | 184 49
‘ [Tampa, FL N 28 82 | 214 52
|
Fade CDF for Simulation Example
Fade CDF
: Floida |
| —=— Alaska b
Vancouver | 1
Colorado I
| Maryland }
| -=- Oklahoma |
‘ New Mexico |
ks
'c - -
o Florida
w
[0)]
£ S
= st ITr
32
S A R IS arme
10'3 : A : —
0 5 10 15 20 25 30
‘ Fade (dB)
\
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Performance of Uncoded and Coded BPSK

One Channel BPSK Convolutional Coding Performance

10°
e | - Convolutional coded |-
1q_' ../ ==~ Non coded H
10 ;‘\\ :;,\'_‘ g
: Ny $E
107 g : %
'.g ]
S 10°; - 4
o =
g E
. 4
& o IS .
S E
v | ]
B 10°] s i v O
10-6’, 0 3
: i T 3
107 |
0 1 2 3 4 5 6 7 8 9 10

BER Time Enhancement Factor Results

for Simulation Example

BER Enhancement Factor

2
‘ —+— Florida
1.8} < Alaska
‘ Vancouver
1.6 | Colorado
s 1 Maryland "
& el | -=~ Oklahoma ’;
3 New Mexico |
o |
o } - ‘ y : 3
= 3 &
g 1 BN e S / Alaska e et gt ]
B 080 -i-Neiit - ol Florida
& b / ¥
L 0.6 -t cnte gl -« .o
. : R i
& L e G inn

BER Lewel
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Suggestions for Implementations on
Future Communication Systems

Suitable for use in future proposed Ka-band systems
such as Teledesic, Astrolink, and Spaceway with
suggested improvement techniques:

— Insure consistent E,/N,, detection method among units for mass
production

— Detect E,/N, value in less than 0.25 seconds

— Optimize threshold settings and/or add other adaptive
compensation techniques (such as uplink power control)

— Detect differences between system events and rain events

T1 VSAT Operational Features

Uplink Burst Rate: 27.5 Mbps uncoded  13.5 Msps coded
Downlink Burst Rate: 110 Mbps uncoded 55 Msps coded
Antenna size: 1.2m or2.4m
Transmit Power: 12 W
Uplink Frequency: 29.236 GHz and 29.291 GHz
Downlink Frequency: 19.440 GHz
Modulation Format: Serial Minimum Shift Keying (SMSK)
Power frequency doubler with Ku-band TWTA
Dialable bandwidth on demand

NASA/CP—2000-210530 32



Summary of Compensation
Experiment Results

e Limitations of ACTS technique and
experiment setup restrict measurable results
e Limited dynamic range of T1 VSAT
| * | minute averaging of fade vs. 2 minute averaging
| of BER
* Inaccuracies of E,/N,, detection and estimation
process

e Uplink E,/N, not measured
e Thresholds optimized for downlink
* BER downlink collection method via satellite
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2.1 - Summary of the ACTS Propagation
Experiments

Louis J. Ippolito

ITT Industries

Advanced Engineering & Sciences
Ashburn, Virginia

Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 - June 2, 2000, Cleveland, Ohio

Topics

O Overview of ACTS Propagation Measurements
Program

O Major Results and Accomplishments
»Link Availability
»Rain Attenuation Modeling and Prediction
» Scintillation Effects
»Wet Surface Effects
»Rain and Ice Depolarization

O Summary

NASA/CP—2000-210530 35



Advanced Communications Technology
Satellite (ACTS) Propagation Program

O ACTS Launched on September 12, 1993
OGSO @ 1000w
O ACTS Propagation Beacons
»20.185/20.195 GHz
»27.505 GHz

O NASA Selected seven sites in North America for
comprehensive propagation measurements
campaign

»ldentical APTs at each location

ACTS Propagation Terminal (APT)

4 1.2 m offset feed receive-only

O Dual channel receiver/radiometer
U Measured Parameters
»20.185/20.195 GHz Beacon
»27.5 GHz Beacon
»20 GHz Radiometer
»27 GHz Radiometer
»Rain Rate (CRG, TBG)

Density, Wind Vector
O Data acquisition and pre-processing software
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ACTS Propagation Experimenters

University of South Florida/

Fi t

Major Areas of ACTS Propagation
Campaign Accomplishments

Elevation | ITU-R
Location Principal Investigator Angle Rain |
(degrees) | Region |
Vancouver, British U. of British Columbia/ CRC 29 D '
Columbia
Ft. Collins, Colorado Colorado State University 43 E
Fairbanks, Alaska University of Alaska, 8 C
Fairbanks
Clarksburg, Maryland COMSAT Laboratories 39 K
Reston, Virginia
Las Cruces, New Mexico Stanford Telecom, Inc/ 51 E
New Mexico State Univ.
Norman, Oklahoma University of Oklahoma 49 M
Tampa, Florida 52 N

4 Link Availability

0 Rain Attenuation Modeling and Prediction

U1 Scintillation Effects
] Wet Surface Effects

O Rain and Ice Depolarization

NASA/CP—2000-210530
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Link Availability

Five Year Cumulative Distribution of AFS

for Las Cruces, NM APT

? 100.0000 L
E: o Location: Las Cruces, NM
i | toagie L} Elevation Angle: 51°
e

§ A B ST

S| remo £\ 27.5 GHz |

F E /_—_

‘g’ <

& | 01000 - e

g ; e = o
\ g N P s = S8
£ ;._ i EMEHT
“E 00100 20.2 GHZ/ e
§ [ e 1
2
L | 0.0010

0 5 10 15 20 25

Attenuation (dB)

AFS - Attenuation with respect to Free Space
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Link Availability Margin Statistics for the
ACTS Locations

60 month continuous measurement period, unless otherwise noted

Elev.

Angle | Frequency Required to Achieve the

Amplitude Margin (in dB)

+ 48

sscaniasiscssnis

Location (deg) (GHz) Given
Annual Link Availability
99% 99.9% | 99.99%
Vancouver, BC 29 20.2 3.3 5.6 14
27.5 5 9.2 20
Ft. Collins, Colorado 43 202" 0.8 3 135
2[5 1.2 5.6 22
Fairbanks, Alaska 8 20.2 1.5 4.2 13.5
27.5 2.3 7.4 20.5
Reston, Virginia 39 20.2 0.9 6.5 20
205 1.8 10.5 >25
Las Cruces, New Mexico 51 20.2 11 5 18.5
27.5 1.6 7.5 >25
Norman, Oklahoma 49 20.2 0.7 7.8 24.4
27.5 1.2 11.0 >25
Tampa, Florida 52

mont

Five Year Cumulative Fade Duration
for Las Cruces, NM APT

20.2 GHz

27.5 GHz

8

\ Number of Fades Exceeding Value |

5

10+

T

|

|
A
i
|

|

|

l—e—2dB
| —— 4dB
...|—a— 6dB
..|——8dB

“1—o— 128
| —a— 18dB

S —— 208
l—— 2218

—— 10B

—— 14B
—— 16dB

—0— 4B
—— BB

Duration (seconds) |
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Five Year Cumulative Fade Slope
for Las Cruces, NM APT

ia 20.2 GHz 27.5 GHz

—— 1B
—— 3B
5B
78
—+ 158
208

: ]Percent of Time Slope is Exceeded (%)

Om T T T T T T
Qo Q2 04 Q6 Qa8 10 1200 Q2 04 Q6| 08 1.0 12
| Fade Slope (dB/sec) (. Fade Slope (dB/sec)

Rain Atténuation Modeling
and Prediction

i

. il
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Comparison of Measured ACA* Distributions
to Attenuation Prediction Models

New Mexico APT: Rain Models + Wet Surface Effects

1.000
3 4 |TU-R 618-5
& 3 e ExCell i
5 ) \ ¢ Crane Global
5 : ‘ —a— |TU-R 618-6
3 Beacon
= 0.100 -
=]
o
w
@
c
<
T
3
c
9
Z
g 00104
£
'_ Sy
5
20.2 GHz :
5 . ]
a 5 yr Cumulative
0.001 . T . , {
0 5 10 15 20 25

Attenuation (dB)
* ACA - Attenuation with respect to Clear Air = AFS - A (gaseous absorption)

Comparison (cont’d)

New Mexico APT: Rain Models + Wet Surface Effects

1.000 - T —
o —+— [TU-R 6185
% DAH
2 —e— ExCell ]
] . —+~ Crane Global
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*
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Attenuation (dB)
* ACA - Attenuation with respect to Clear Air = AFS - A (gaseous absorption)

NASA/CP—2000-210530 41



Comparison of Performance of Rain

Attenuation Prediction Models

 Selection of appropriate rain attenuation
prediction model important to system designers

U Exhaustive study by ITU-R compared several
published prediction models with 186 station year
ITU-R propagation data base *

O Measurements from ACTS were used for similar

comparisons **

d Comparisons based on RMS error and Mean Error
O RMS errors ranged from 30% to 40% (in dB) for

top performers

*ITU-R WP 3M, June 1996 ** Feldake & Ailes-Sengers, 1997

Summary of Performance of Rain
Attenuation Prediction Models

2 ITU R WP 3M June 1996 o Feldake & A|Ies Sengers 1997

NASA/CP—2000-210530
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Model Evaluation with Evaluation with
ITU-R Data Base * ACTS Data ** |
Overall | 15-35GHz | 20 GHz | 27 GHz |
DAH 1 2 1 1
ITU-R 2 3 3 4
ExCell 3 8 2 2
Japan 4 5 8 8
Brazil 5 6 6 6
CCIR 6 7 5 5
Leitao-Watson 7 4 11 11
Misme-Waltdeufel 8 10 N/A N/A
Crane Two-Component 9 9 4 3
Spain 10 1 9 9
Crane Global N/A N/A i 7
10



Low Elevation Angle 27.5 GHz Scintillation

Scintillation Effects

Fairbanks, AK APT

|

]
-

Beacon Level (dB)
@

| Frequency: 27.5 GHz

| Elevation Angle: 7.92 degrees |

|

f 1 [
S 8 @ 8 8 @ i Es Tgtie Mo gudt gl et 8 8 8
RS R L R e e TR I TR R e I R I
& 4.9 8 & & $§ & B 5% & 8 £ 5. & £ & E & ¥
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ACTS Scintillation Study *

U Scintillation measurements on ACTS links and
evaluation of prediction models

O Primary interest on low elevation measurements
at Fairbanks (7.92 degrees)

O Models evaluated
»Karasawa, Yamada, Allnutt, 1988
»ITU-R, 1990
»Ortgies -N, Ortgies-T, 1993
»DSSP, MPSP, 1997
»Tervonen, van de Kamp, Salonen, 1998

v Mayer, et al, University of Alaska, Fairbanks (NAPEX XXII, June 1999)

Scintillation Study Conclusions

O Scintillations Increase as:
»Elevation Angle Decreases]]
»Humidity Increases{
»Temperature Increasesf
»Frequency Increases{]
»>Antenna Aperture Decreases]

U Scintillation well correlated between 20.2 GHz
and 27.5 GHz signals

O Ortgies-N model best predicts magnitude of
Scintillation for Fairbanks

O Karasawa Model best predicts magnitude of
scintillation for 4 of 6 lower 48 states

NASA/CP—2000-210530 4



Wet Surface Effects

Wet Surface Effects

O One of the major new developments of the ACTS
propagation campaign
O Water accumulation on two critical surface areas
found to contribute additional attenuation (1 to 3
dB and higher) above path rain attenuation
»antenna reflector (dish)
»feed aperture cover

O Several ACTS experimenters conducted special
studies to evaluate effects and develop
prediction models

»R. Acosta, GRC (this session)
»R. Crane & D. Ramachandran, U. of Oklahoma
»S. Horan & A. Borsholm, New Mexico State U.
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Fade Distributions for Identical Sheltered
and Un-sheltered 1.2 m Antennas

1.0
Frequency: 20.8 GHz
\ Location: Cleveland, OH
\
- \
!
G 02 =T o
- \
N
X
\\\
0.01
s~
Sl e vc W L
: éou;ce: Acosta et al, NAPEX XXII Proceedings, Nov. 1997 ‘
Simulation Prediction of
Attenuation Due to Water on Feed
Rain Angle o = 200
33
3 27.5GHz ,,_,—-——*"“//.,
/‘ __,_...--‘/
5 ="
=)
= g 120.2 GHz
= 45 ]/
Z
1

0.5 //
0
0 10 20 30 40 S0 .60 J49°08§0 90 100

Rain rate (mm/hr)

Source: Crane et al, NAPEX XXI Proceedings, June 1997
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Rain and Ice Depolarization

STel/ITT Dual-Polarization Measurements
with ACTS

O ACTS Propagation Program not originally designed
for dual polarization measurements

O Depolarization effects important for design and
performance evaluation of Ka-band systems
planning frequency reuse services

d Stanford Telecom (now ITT) with IR&D funds, and
with GRC support, developed a depolarization
measurements experiment

» Two APTs modified near end of ACTS lifetime to
provide simultaneous dual-pol measurements

» Simultaneous transmissions of both 20.185 and
20.195 GHz signals utilized

» Terminal at STel/lITT location in Ashburn, VA
» Measurements: 5/99 through 4/00
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ACTS Dual-Pol
Receiver System

(20.195 GHz - copol)
(20.185 GHz - xpol)

20.185 GHz Va

—» H 20.195 GHz

H i Vv
(20.185 GHz - copol)

OMT
) szl (20.195 GHz - xpol)

20.255 GHz

. s (70 MHz - copol)
(20 GHz) :38 ;‘\’:gﬁ ; i‘r‘)gf," @ (60 MHz - xpol)
RADIOMETER PS
(70 MHz - xpol) le=21)
(60 MHz - copol) v (70 MHz - copol) X {60tz —5pol)
BEACON BEACON BEACON BEACON
e|_ocation: Ashburn, VA IF CNVTR IF CNVTR IF CNVTR IF CNVTR
*Elevation Angle: 39.2° l i i l
o ization Tilt: 25.65°
Po!arlza . t 5 65 DIGITAL DIGITAL | DIGITAL DIGITAL
eAltitude: 250 m RCVR RCVR "| RCVR RCVR

eLatitude: 39.01° N I
eLongitude: 77.33° W (OMHzxpeh |

*Measured Isolation: ~30 dB
*NASA Installed Tracking
Hardware included

DACS

(70 MHz -copol)
(70 MHz - xpol)
A

DACS

Parameters Measured

O CPA Magnitude and XPD Magnitude & Phase

»Full Atmospheric Depolarization
Characterization at 20 GHz

e 20.185 GHz: transmit vertical, receive horizontal
& vertical polarization

¢ 20.195 GHz: transmit horizontal, receive
horizontal & vertical polarization

»1 sample per second recording standard
»Up to 20 samples per second available

O Radiometer: 20 GHz

U Weather: Rain rate (CRG, TBG), Temperature,
Relative Humidity, Wind Vector, Barometric

Pressure

NASA/CP—2000-210530
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i . Example of Depolarization Event
| 5/24/99

20.185 GHz - Vertical Polarization Channel

' Rain Fade

S 4
£ -15.00 -

4
1 =20.00 —

20 Beacon <dl

m T T T T ™ T T T T T T 9 T
09:50:00 10:05:00 10:20:00 10:35:00 10:50:00
[ il ]

| Time (GMT)

Example of Depolarization Event
5/24/99

20.195 GHz - Horizontal Polarization channel

£ M3

= 1Co-Pol

«© o

e, 3 B ' 5 oo

eyl

R M o oo v A ..é...mh.,,...,...”...,W...Mtaﬁ&.w..nm...........“;:’..... e Teaimmis aea st R A D
i E 3 § ;

LY 5
! : % :

£ am o o : g L | oo 21 RN

2 Cﬁg ;Mj E i :fg&

©ORELAN + ; - EEL00

BN K ; : 5 B RME

S A : 2 - A o ‘ 5 & B T

46 05 - poe : : : . 0b
0% 050 100 L 109 08 OG0 L 0 LS00
! | 1

B bl LMY P

r.ﬁg A e X“po’w«. V,A:,.,...M .W..A..,.,m,m«%,, SURICTEREE I o S s
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ACTS Depolarization Measurements
Preliminary Results

Q Ice and rain depolarization observed on path

O Behavior nearly identical for horizontal and
vertical transmission channels

»Horizontal channel co-pol attenuation ~1-2
dB greater as predicted

U Relative phase measurement between co- and
cross- channels difficult to obtain. Results
inconclusive

Summary

3
t

-l
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Summary - ACTS Propagation
Measurements Campaign

O The ACTS propagation campaign has developed
over 35 station years of reliable, high quality, digital
data records for the evaluation of Ka-band systems

O ACTS offers the systems designer access to a
comprehensive source of data for the development
and validation of propagation effects modeling and
prediction

O Significant accomplishments have contributed to
our understanding of space communications in the
Ka-band for the next generation of applications and
services

Full Conference Paper Available: Louis.ippolito @itt.com

NASA/CP—2000-210530 51



Page intentionally left blank



2.2 - Rain Attenuation Model Comparison
and Validation

Charlie Mayer Brad Jaeger
University of Alaska University of Alaska
Fairbanks, Alaska Fairbanks, Alaska

Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 - June 2, 2000, Cleveland, Ohio

s

* Overview of Propagation Experiment
and Objectives

* Propagation Impairments

* Procedure to go from Measurements to
Rain Attenuation

e Rain Attenuation Models
* Comparison Results
e Conclusions

Outline of Presentation

Alaska ACTS Propagation
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\

Site and Rain Zone Map

[ ETULR flaan Zores B RakoTall Rale Excedeed ramdy) |

o T F bipnee L EE] L ¥ L] P
1.8 o | 2.4 on | 1= | 4 =
.1 & | ® e 12 2% | 3%
M arn "y
e At 3 dB Beam Contour
4 ey g S s ' ‘ % -

8° iz
Elevation = 3’

Angle le&t:"l\"v;f; -' :

Alaska ACTS Propagation

/ ACTS Propagation Studies \

Objective: Characterize Ka-band satellite
electromagnetic wave propagation to
enable the design of economic and
reliable communication systems.

Means: Develop and verify

Rain, Gas,
accurate models of the Clouds, Snow,
: : Hydrometeors
various propagation i
) ; prepas Turbulent atmosphere 20 and 27 GHz
impairments.
beacons
5-year study
7 sites
ation
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g

Propagation Impairments

Clear sky
—Atmospheric gases —Attenuation &
(0,, H,0) Refraction
—Turbulence —Scintillation
—lIce crystals —Depolarization

Alaska ACTS Propagation

\

Propagation Impairments

/Ci]
Degraded sky////// //

» Hail, lce, Show

Alaska ACTS Propagation

—Rain —Attenuation & Depolarization
—Clouds —Attenuation
—Fog —Attenuation
—Other —Little effect
hydrometeors
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i

—Curved antenna
—Wet antenna
» Feedhorn

Equipment effects

» Reflector surface

Propagation Impairments

Alaska ACTS Propagation

~

—Depolarization
—Attenuation

Rain Attenuation

Gaseous Attenuation

Wet Antenna Effects

Cloud Attenuation

/Propagation Impairments Pertinent
to Rain Attenuation Modeling

Alaska ACTS Propagation

0 to 30+ dB

few tenths to a few dB

O to a few dB

O to afew dB

NASA/CP—2000-210530
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Procedure to get to Rain Attenuation

* Measured Attenuation, A, ...
* Preprocess

—Remove: Ranging tone effects &
satellite diurnal motions

—Discard times of beam blockages &
equipment downtime

—Calibrate “zero” level of beacon
using radiometer

Result is Total Attenuation, A,

Alaska ACTS Propagation

( Total Attenuation Components

e AGA -- Gaseous Attenuation
e AWA -- Wet Antenna Attenuation
* A, — Rain Attenuation

A = AGA + AWA + A

rain

Alaska ACTS Propagation
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!-O-Rain
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100 T —— s -
8 OK .
1517 A ~Rain Attenuation & Models |
< 3 .
A
5
= 1 _
§ =~ Rain
g &~ Crane

—~—ITU-R
£ o1- Ll
E
o
o)
z |
§ 001 =———rl ; — s
o
o
0.001

0 5 10 15 20 25
Attenuation (dB)

/ Rain Attenuation Models
ITU-R (DAH) Model

* Determine 0.01% rain rate, R (mm/hr)
— was zones, now continuous world map

e Calc. Specific attn., y=k R * (dB/km)

— function of frequency and polarization

e Calc. Path length through rain, L

— function of el. angle, station height and latitude
* Attng o, =7- L (dB)
e Calc. Attn. at other percentage times

% Alaska ACTS Propagation
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/ Rain Attenuation Models \

Crane Two-Component Model

e Cells of heavy rain; larger region of lighter
rain (debris)

e Cells and debris characterized by statistical
parameters as function of climate zone

» Calc. Specific attn.
e Calc. Path length through 2 types of rain

e Calc. Probability that attenuation exceeds a
selected attenuation

e Calc. for all selected attenuations

Alaska ACTS Propagation

100

BE
~Rain Attenuation & Models |
‘327 GHz

10 8y —

=+ Rain
- Crane
b {1172 5

0.1

0.01

Percentage Time Attenuation > Abscissa

0.001
0 5 10 15 20 25

Attenuation (dB)
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/ Rain Attenuation Model \
Comparison

For valid equi-percentage points on CDF:

Calculate (A )/ A * 100 %

model ram model

Perform statistical analysis on these points
for each site, and for all 7 sites.

Alaska ACTS Propagation

/ Rain Attenuation Model Results \

ITU-R AK| BC| CO| FL| MD| NM| OK|AIl 7 Sites
Avg. 1-23.7166,5:347 04| 41i-165| 0.3 -19.4
Stdev

% Alaska ACTS Propagation
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f Conclusions

zones than others

Rain models work about equally well

than Europe and Japan

bands

Alaska ACTS Propagation

e

7 sites X 5 years = 35 site-years of data

Rain models work better in some climate

Climatology of the U.S. is vastly different

Important that propagation measurements
continue in the U.S. in higher frequency
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2.3 - Propagation Effects Handbook for
Satellite Systems Design

Louis Ippolito

ITT Industries

Advanced Engineering & Sciences
Ashburn, Virginia

Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 -~ June 2, 2000, Cleveland, Ohio

Basic Objectives for
NASA Propagation Handbook

U Combine Scope of the Previous NASA Handbooks
into a Single Comprehensive Document

U Eliminate Duplication
U Provide a More Cohesive Structure for the Reader

» Offer Several Levels of “Entrance” into
Handbook

Qinclude Tailored Propagation Analysis Procedures
For Specific Types of Satellite Applications
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Prior Editions

Above 10 GHz Handbooks

UFirst Edition

USecond Edition

UThird Edition

WUJFourth Edition

ORI Technical Report TR 1679
R. Kaul, R. Wallace, G. Kinal
March 1980

NASA Reference Publication 1082

L. Ippolito, R. Kaul, R. Wallace
December 1981

NASA Reference Publication 1082(03)

L. Ippolito, R. Kaul, R. Wallace
June 1983

NASA Reference Publication 1082(04)

L. Ippolito
February 1989

Prior Editions

Below 10 GHz Handbooks

OFirst Edition

Second Edition

NASA/CP—2000-210530

NASA Reference Publication 1108
W. Flock
December 1983

NASA Reference Publication 1108(02)

W. Flock
December 1987
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Fifth
Edition

Propagation Effects Handbook
for Satellite Systems Design

REV.01

Fifth Edition
opagation Effects Handbook
Section 1 or Satellite Systems Design
Background uweana

Fifth Edition

ropagation Effects Handbook
for Satellite Systems Design

Dr. Louis J. Ippolito
NFORD TELECOM ACS

Section 2
Prediction

Fifth Edition

uuuuu
L
Jot Propulsion Laboratory
4800 Onk Grove Drive
Pasadena, CA 91109

Section 3
Applications

February1999 B @ preerdter
wL

Dr. Louis J. Ippolito
STANFORD TELECOM ACS

preared for

February 1999

JPL
Jot Propulsion Laboratory
4800 Oak Grove Drive
Pasadena, CA 91100

» Fifth Edition
* Released Oct 1998
» Fifth Edition, Rev. 1
* Released Feb 1999

February 1999

Basic Structure of Handbook

Three Sections
SECTION 1 BACKGROUND

Provides Overview of Propagation Effects, including
Theory and Basic Concepts, Propagation Measurements,
Available Data Bases

SECTION 2 PREDICTION

Provides Descriptions of Prediction Models and
Techniques, Organized By Effect. Provides Step-by-Step
Procedures For Each, Where Appropriate. Includes
Sample Calculations

SECTION 3 APPLICATIONS

Provides “Roadmaps?” (i.e. flow charts) of Application of
Prediction Models in SECTION 2 to Specific Satellite
Systems and Applications. Includes Evaluation and

Impact on Systems Design and Performance

NASA/CP—2000-210530 71



Three Section Structure

ey 2 ey cons S -
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Researcher, General Interest

NAS

Dr. Louis J. Ippolito

February 1999

x STANFORD,

Enters Here

il
A/CP—2000-210530

.. STANFORD,

Dr. Lous J. Ippolito
STANFORD TELECOM ACS

Ashbum, Viginia 207

casmos

February 1999

Link Analyst
Enters Here

P tion Effects Handbook | P Handbook | Pr ion Effects Handbook §
for Satellite Systems Design | for Satellite Systems Design for Satellite Systems Design
Fifth Edition Fitth Edition Fifth Edition
Section 1 Section 2 Section 3
Background Prediction Applications

<« STANFORD,

Dr. Lois J. Ippolito

February 1999

Systems Designer
Enters Here

Handbook
Contents Summary
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Section 1
BACKGROUND

1.1 OVERVIEW: PROPAGATION EFFECTS ON
COMMUNICATIONS

1.1.1 Developments Since Last Handbook
1.1.2 Frequency Dependence

1.2 IONOSPHERIC EFFECTS
1.2.1 Introduction
1.2.2 Effects Due to Background lonization
1.2.3 Effects Due to lonization Irregularities

1.2.4 Transionospheric Propagation
Predictions

Section 1 (cont’d)

1.3 TROPOSPHERIC EFFECTS
1.3.1 Atmospheric Gases
1.3.2 Clouds, Fog
1.3.3 Rain Attenuation and Depolarization
1.3.4 Ice Depolarization
1.3.5 Tropospheric Scintillation
1.4 RADIO NOISE
1.4.1 Uplink Noise Sources
1.4.2 Downlink Noise Sources
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Section 1 (cont’d)

1.5 PROPAGATION DATA BASES
1.5.1 Meteorological Parameters
1.5.2 Point Data
1.5.3 Path Data

1.5.4 Miscellaneous Sources of Atmospheric
Data

Section 2
PREDICTION

2.1 PREDICTION METHODS FOR SATELLITE
LINKS OPERATING BELOW 3 GHz

2.1.1 Total Electron Content
2.1.2 Faraday Rotation

2.1.3 Time Delay

2.1.4 Dispersion

2.1.5 lonospheric Scintillation
2.1.6 Auroral Absorption
2.1.7 Polar Cap Absorption

2.1.8 Summary - lonospheric Effects
Prediction
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Section 2 (cont’d)

2.2 PREDICTION METHODS FOR SATELLITE
LINKS OPERATING ABOVE 3 GHz

2.2.1 Atmospheric Gaseous Attenuation
2.2.1.1 Leibe Complex Refractivity Model
2.2.1.2 ITU-R Gaseous Attenuation Models
2.2.2 Cloud Attenuation
2.2.2.1 The ITU-R Cloud Attenuation Model
2.2.2.2 Practical Issues in Using the ITU-R Model
2.2.2.3 Slobin Cloud Model
2.2.3 Fog Attenuation
2.2.3.1 Altshuler Model

Section 2 (cont’d)

2.2.4 Rain Attenuation
2.2.4.1 ITU-R Rain Model
2.2.4.2 Global Model
2.2.4.3 Two-Component Model
2.2.4.4 DAH Model (“USA Model”)
2.2.4.5 ExCell Rain Attenuation Model
2.2.4.6 Manning Model
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Section 2 (cont’d)

2.2.5 Rain Depolarization

2.2.5.1 Chu Empirical Models

2.2.5.2 ITU-R Rain Depolarization Model
2.2.6 Ice Depolarization

2.2.6.1 Tsolakis and Stutzman Model

2.2.6.2 ITU-R Ice Depolarization Prediction
2.2.7 Wet Surface Effects

2.2.7.1 Wet Antenna Surface Experiments

2.2.7.2 Wet Antenna Effects Modeling
2.2.7.2.1 The Smooth Conductor Model
2.2.7.2.2 The ACTS Reflector Model
2.2.7.2.3 Attenuation Due to Water on the Feed

Section 2 (cont’d)

2.2.8 Scintillation

2.2.8.1 Tropospheric Scintillation
2.2.8.1.1 The Karasawa Model
2.2.8.1.2 ITU-R Scintillation Prediction Method
2.2.8.1.3 Scintillation Dynamics

2.2.8.2 Cloud Scintillation
2.2.8.2.1 Vanhoenacker Model

2.2.9 Worst Month Statistics
2.2.9.1 ITU-R Worst Month Prediction Model
2.2.10 Fade Rate and Fade Duration

NASA/CP—2000-210530 76



Section 2 (cont’d)

2.2.11 Combined Effects Modeling
2.2.11.1 Feldhake Combined Effects Model
2.2.11.2 DAH Combined Effects Model
2.2.11.3 ESA Combined Effects Studies

2.3 RADIO NOISE
2.3.1 Specification of Radio Noise
2.3.2 Noise from Atmospheric Gases
2.3.3 Sky Noise Due to Rain
2.3.4 Sky Noise Due to Clouds
2.3.5 Noise From Extra-Terrestrial Sources

Section 2 (cont’d)

2.5 LINK RESTORATION MODELS

2.5.1 Site Diversity
2.5.1.1 Hodge Site Diversity Model
2.5.1.2 ITU-R Site Diversity Model
2.5.2 Orbit Diversity

2.5.3 Link Power Control
2.5.3.1 Uplink Power Control
2.5.3.2 Downlink Power Control

2.5.4 Adaptive FEC
2.5.4.1 Block Codes
2.5.4.2 Convolutional codes
2.5.4.3 Concatenated Codes
2.5.4.4 Trellis codes
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Section 3
APPLICATIONS

3.1 APPLICATION OF PREDICTION MODELS TO
SYSTEM DESIGN AND PERFORMANCE

3.1.1 General Link Analysis Procedures
3.1.2 Design Considerations

3.1.3 Selection of a Rain Attenuation
Prediction Model

3.2 PROPAGATION EFFECTS ON SATELLITE
SYSTEMS OPERATING BELOW 3 GHZ

3.2.1 General Link Propagation Parameters
3.2.2 Mobile Satellite System Service Links

Section 3 (CONT’D)

3.3 PROPAGATION EFFECTS ON K,;-BAND
SYSTEMS

3.3.1 K,-band FSS Systems
3.3.2 Low Margin K,-band Systems

3.4 PROPAGATION EFFECTS ON K,-BAND
SYSTEMS

3.4.1 K, -band FSS Systems
3.4.2 Low Margin K,-band Systems

3.5 PROPAGATION EFFECTS ON Q/V-BAND
SYSTEMS

3.5.1 Q/V-Band Rain Attenuation Evaluation
Procedure
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Section 3 (CONT’D)

3.6 PROPAGATION EFFECTS ON DIRECT
BROADCAST SATELLITE SYSTEMS

3.7 PROPAGATION EFFECTS CONSIDERATIONS
FOR NGSO SYSTEMS

3.7.1 NGSO Links and Rain Attenuation
Statistics Evaluation

Handbook
Highlights
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Atmospheric
Effects
Dependencies
Ea— e Q0 Example:
» Total Gaseous
| £ ' Attenuation
»Elevation Angles
g : g from 5 to 30
oo ot s g degrees
Fraguaniy (0 ;Frequency from 10
to 110 GHz

| ‘“Z':. § ] 3
| \ | Application of
A % ACTS Data
% 0 Example:
. »Combined Effects
§ Modeling
»Comparison of
Independent,
Dependent, and
Traditional
Prediction
Techniques with
Measured ACTS
Data
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Sart

Calkulate Atmospheric Gaseous Attenuation
from ITU-R Methed [Sec. 22.1.2.2

|

Is
Caleulation for
Inemaforal

Propagation
Analysis

Calkulate Rain Atteruation
from Global Model [Sec. 2.24.3

Cakulate Rain Atteruation

iN. America Lecation from ITU-R Model
S ) Procedures for
otherwise
= |

Specific
Applications

Cakulate Tropospheric
Scintilation Loss
from ITU-R Model [Sec. 22.81.3

Is

U Example:

L= | » Propagation

Analysis Procedure
for Ka-band FSS
Links

Proceed b Exhibit 33.1-2
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Sar }
‘ | " from ITU-R Method [Sec. 22.1.2.2

| me—
| Is
1 No Cakulation fa "\ Yes

Propagation
Analysis
Procedures for
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for Low-Margin
\—-[Conpaanemns wthanhnxiBhdsP!maiumSecZZn]k Ka-band Links

Wil Link
Restaaion
Techriques Be
Employed 7,

Is
Yes Calculate Rain D
Frequency Reuse
Employed? IR bdd e

Praceed ©
Extibt 33.1-2
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Link Outage Evaluation for Non-GSO
Satellite Constellations

@] | T B o i L R e RS T L T R

-t - ‘_/{.tsﬁiropagapon Margin | = |
- 4
| -O 1
(S : ﬁ
5=l

310 |
= /)

2 b L T

<8 gl

S| . ,

£ °Tl s

5 L

g 4 ~

2 R e iy Gas Attenuation

s e
SHEBE yasHL g R QT2 T304 1.5

Time, minutes

[EN I =

Exhibit 3.7-2
Total Propagation Margin and Allocation of Margin to Gaseous Attenuation and Rain
Attenuation, for Single Pass of a LEO Satellite
Frequency = 20 GHz

Summary and Future Plans

d Handbook Delivered to JPL October 23 1998

O Revision 1 Released February 1999

O Electronic Version on-line at JPL
» http://propagation.jpl.nasa.gov/

U On-going Peer Review

O JPL/ITT extension to update handbook signed May 2000
»Revision 2 to Fifth Edition
» Corrections, Minor Changes from Peer Review
»Add index, list of symbols
»Add ACTS 5 year Data Base
»Update ITU-R Models

Full Conference Paper Available: Louis.ippolito @itt.com
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2.4 - Special Effects: Antenna Wetting,
Short Distance Diversity and
Depolarization

Dr. Roberto Acosta
NASA Glenn Research Center
Cleveland, Ohio

Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 - June 2, 2000, Cleveland, Ohio

Outline of Presentation

=) Antenna Wetting Physics and Modeling

e] Antenna Wetting Experiment and Model validation

B- Propagation Data Correction Example

Depolarization Experiment and Results

Short Distance Diversity Experiment and Results

Conclusive Remarks
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Team Members

ITT Industries
* Cynthia Grinder
* Lynn Ailes-Sengers

Westenhaver Wizard Works Inc.
* David Westenhaver

Florida Atlantic and South Florida Universities
* Henry Helmken
* Rudolph Henning

Florida Solar Energy Center
e Carol Emrich
e Jerry Ventry

NASA Glenn Research Center

¢ Bill Gauntner
e Dave Kifer
* Walber Feliciano

FADE CHARACTERISTICS

Rain Induced (random)

Srec(t) - Sclear(t) X AT(t) + n(t)

Attenuation(t) = A (1) + A, (1) + Ay(t) + A (t) + Ay(t) +A (1) +A (1)

Rain fade depth (A)
mmm) Wet-antenna (A,)
mmmdp Depolarization (A)
Rain
Ice
Tropospheric Scintillation effects (A,)
Gaseous absorption (Ay)
Cloud attenuation (A.)
Melting layer attenuation (A,)
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Impact of Wet Antenna

e Propagation model verification

and system design

mmm) Required the attenuation measurements to
be referenced to clear sky (no antenna wetting

or gaseous attenuation)

e Ka band ground station reflector

design
== Required minimum attenuation due to
wet surfaces (reflector and feed)

Wet Antenna Attenuation Physics

Reflector attenuatiorn
Mechanism

; Air
Water
Dielectric

Ref

Feed attenuation
mechanism

i Air
Water
Dielectric
Air

Feed
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Wet Antenna Model

Step #2: Water Thickness for each dS;

3rri%ﬂu

pgy

173

m;:

gi
U
dl

P

T

rain rate normal vector
: gravity normal vector

: Viscosity of water

: Square length

: Density of Water
: Water Thickness

Step #3: Reflection Coefficient for each dS;

~~~~~ r i.1 ‘\‘ ““ X'axis |
i U

i I Bl f&- M
e ri | , M
L R |
' LS It (i
& 1+1 i‘j‘ . Tatec Enietectric I
_____ =i | o | = L
i | § 142 }‘:[‘-'Reﬂrector . il
it iE‘; LEl' éﬁ; “‘;‘i ‘}

I . :

1“ " ‘wh
Step #1: Segmented Reflector | @ i@ | @ M
(1.2 m - 80 x 80 points) “ ™ Y, Yo |
“‘ h‘ =0 =0 o=0 o=infinite i

i l

A 4
I hor = T COS 6
= 1/3
Dielectric Thickness ‘/—b norm dl u
Water Thickness }/ T - p g Wi
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Wet Reflector Antenna Model

Step #5: Antenna Gain Calculation

Far-field
adiation Pattern

Reflector

Antenna Wetting Factor = G, - G,

Experiment Description

s

Wet Antenna

& Florida Solar Energy Center
Cocoa, Florida
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Experiment Results
e e

T™NL ia ] (10% , 2.5 dB)
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Model Validation
Theory vs. Experiment
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Propagation Site Parameters

Ref.

Feed Plate| Tilt Plate
Angle Angle

LOCATION ' |Lettuds |Loaghuds | Helght | Elevation) Admutty " 80 geon™ | Ana
S : K Deg. Deg. From
(Deg.) (Deg.) {Km} (Deg.) (Deg.) Horiz. Horiz. Horiz.

(Deg) | (Deg.) | (Deg.)

Fairbanks, AK |e4.85| 147.82|0.18 | 80 [129.3| 53.4 |70.6 |84.6

VanCOUVGr, BC |49.25 | 128.22| 001 | 293 li505| 747 |71.1 |76.9

Greeley, CO 40.33|104.61 |1.90 | 43.1 [172.8| 88.5 |84.6 |59.1

Tampa, FL 28.06 | 82.42 |0.05 | 52.0 |214.0| 97.4 | 60.4|47.0

Reston,VA 38.95| 77.33 |0.08 [ 39.2 [213.3| 84.6 |64.4 |64.3

Las Cruces, NM| 3254 | 106.61|1.46 |515 |167.8] 96.9 | 797|477

Norman, OK 35.21| 97.44 |0.42 | 49.1 |184.4| 94.5 | 86.4|50.9

Measured Rain Rates

)
\ Tipping Bucket
™ Measurements

041 f¥ 0.1 % [ 33mm/hr] Florida

| |

| 0.01 % [ 90 mm/hr] Florida

o
o

%
ol
: \ \\
\
Y

Percent of Time %

0 10 20 30 40 50 60 70 80 9 100
+++ British Columbia i

AR oy Rain Rates (mm/hr)

—o— Florida

©0€ Maryland
200¢ New Mexico
+++ Oklahoma
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Water Thickness - (mm)

Example of Correction
for Wet Antenna - CDFs

10

20.185 GHz
Florida APT

Percent of Time (%)

110 °

0 0.5 1

15 2 25 3 3.5 4
Attenuation AWF (dB)

Reflector Design Procedure

Step #1 - Smooth Surface
Elevation Angle -

o1 _;80" [70° (60° (50° || 40° | | 30° | — 01
—F 7 / e o 20°
+ ol 0.09
0.09 + o FJ"
£ /'/ «af#
r o
et ‘ 0.08 |
o 100
4 : E |
| 0.07
‘‘‘‘‘ _a j é
‘ | § 0.06 |
7 (0.061 mm, 30mm/hr) ] =
(& L
liok: B =
12-’»’1’ ¥ l_
0.04 "lv:"r-: ‘ B \ |
W IS - e
# : - 4 N (0.028 mm, 30mm/hr) J
o Ka Band design using ‘
‘ Ku band off-the-shelf reflectors
s Rough Surface New Ka Band Design ||
Smooth Surface \
9 Q 10 20 30 40 50 &0 30 40 50 60
Rain Rate (mm/hr) Rain Rate (mm/hr)

NASA/CP—2000-210530 92



Attenuation (dB)

Attenuation (dB)

Reflector Design Procedure

Ka Band design using

Ku band off-the-self reflectors
o
3
£
2 .0
; 5
\ g
B S 8
(0.2 mm, 2.25 =

; dB)

Thickness Water (mm)

5

475 |

45

425 |

4

375

35

325

3

275

25

225

2

175 |

1.5

Step #2- Minimize Dielectric Thickness

|ﬂaw Ka band desigﬂ

(0.2 mm,0 .75 dB)

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 045

Thickness Water (mm)

Reflector Design Procedure

Step #3 - Offset Reflector Geometry

,‘;”’ /_ (0.2 mm, 9dB) i
% [

*m,%%%
'»“‘\1,,
N\N
0 0.05 01 0.1 0 025 0 035 04 04 0
Thickness Water (mm)
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Depolarization Experiment

cv Co-pol
Mediumi | Co-pol
(ICE, RAIN, etc.) :
W& 5
De-pol CV\é :
2 I e-po
ZCy Co-pol %

2
Co-pol= @ V2 + CVV°
Total Field ki e

2
Cross-pol = « VKe-pol % cho-poI

Depolarization Experiment
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2 | 158
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Depolarization Experiment

100
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Cross-Pol. Cross-Pol.
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2 2
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Short Distance Diversity Experiment
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Terminal
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P
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Diversity Gain (dB)

Conclusive Remarks

In order to minimize the effect of wet reflectors, the dielectric
thickness of the reflector needs to be reduced and the surface has to
be smooth in order to reduce the losses in the presence of a water
layer.

|

The feed radome can be easily covered on the topside to protect
the phase center of the horn from being exposed to water. Offset
geometry optimize for each elevation angle.

For system design the effect of ice depolarization appears
to be small in occurrence.

A typical expected enhancement of greater than 5 dB is
more likely to be achievable in systems operating in
tropical and sub-tropical rain zones using short distance
diversity.

388
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3.1 - Survey of Advanced Applications

Over ACTS
Robert Bauer Paul McMasters
NASA Glenn Research Center Analex Corporation
Cleveland, Ohio Cleveland, Ohio

Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 - June 2, 2000, Cleveland, Ohio

Experiment Categories

Glenn Research Center

e

» Technology Verification & Characterization
— ACTS-specific technologies
— Ka-band component/subsystem
* Propagation
— Ka-band characterization - fixed and mobile
— Other effects - de-pol, dispersion
— Mitigation techniques - diversity, power control
+ Applications & Networking
— Business Development and Service Improvement
— Health, Education, and Public Wellness
— Telescience
— Broadband Network Interoperability & Protocol Verification
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Experiment Program Goals

Glenn Research Center

1. Demonstrate transitioning to future commercial satellite
services in support of NASA & other government missions

2. Test, verify & resolve technical issues using
Asynchronous Transfer Mode (ATM), Internet Protocol
(IP), or other protocols over satellite, including
interoperability issues with terrestrial networks

3. Characterization of the ACTS system and operations in
inclined orbit

4. Verify new satellite Ka-band technology and hardware

* Defined for inclined orbit operations phase

Selected Experiments

Glenn Research Center

- Industry Entire Program (104)

Unwersiy

,:] University 16%

G ovemn ent
50%

hdustry
34%

FY94-95 (59) FY96-00 (45)




Government

. Industry Entire Program (61)
D University

- ; Government
University 26%
31%

V.

Industry
43%
FY94-95 (40) FY96-00 (21)

University Government
Govemnm ent 30% 20%
29%

University
32%

hdusty
39% Industry
50%

Experiment Hours Used

Glenn Research Center

Government Entire Program (74,248)
. Industry Industry ~ University
4% 5%
D University

FY94-95 (18,937) o FY96-00 (55,311)
) 3 University
niversity Industry 5%
19% Gov:rg;:em 4% ~_ Government

91%

Industry
21%
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Advanced Applications

Glenn Research Center

pe——— T

Business Development & Service Improvement

 AT&T

* Globalstar

*« NASA GRC - Advanced Air Trans. Tech’'gy
* Lockheed Martin Systems, Inc.

* Intelsat

+ Raytheon Telecommunications Company

« Caterpillar

* Lockheed Martin/JPL

* Naval Research & Development (now SPAWAR)
« Savannah State Univ/FL Solar Energy Ctr.

* University of Hawaii
+ Southwest Research Institute
* Montana Telemedicine Demonstration

* Mayo Clinic
* NASA GRC/Cleveland Clinic/Univ. of Virginia
« Passport to Knowledge
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Advanced Applications

Glenn Research Center

* NASA HPCC - Keck Observatory
* NASA HPCC - Global Climate Modeling
* Haughton Mars Project

Advanced Applications

Glenn Research Center

* NTIA/Institute for Telecommunications Science
» California State University - Hayward

* ACT Corporation

« NASA GRC

* Air Force Research Laboratory - Rome
* Ohio University

* Naval Research Laboratory

*  118x/154 Industry Consortium

* Carnegie Mellon University
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3.2 - NASA/DARPA ACTS Project forEvaluation of
Telemedicine Outreach Using Next-Generation
Communications Satellite Technology

B.K. Khandheria M.P. Mitchell

Mayo Clinic Mayo Clinic
Rochester, Minnesota Rochester, Minnesota
B. Gilbert A. Bengali

Mayo Clinic Mayo Clinic
Rochester, Minnesota Rochester, Minnesota

Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 - June 2, 2000, Cleveland, Ohio

NASA/DARPA ACTS HDR

Objective

Evaluate feasibility,
practicality
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=== Sprint Fiber Optic
OC-3c Landline

- Satellite Link

Fore & Fore
ATM switch g i ATM switch
St Marys Hospital 87 P | Thunderbird Clinic
Rochester, MN ‘?)\\' Scottsdale, AZ
] Fore o Fore
ATM switch ATM switch
St Marys Hospital " Mayo Clinic
Rochester, MN Scottsdale, AZ
Fore
| Fore L[| ATM switch Fore
ATM switch ATM switch
Mayo Clinic Good Samaritan
Rochester, MN Hospital

Scottsdale, AZ

CM934424-3

NASA/DARPA ACTS HDR

* Remote digital echocardiography
¢ Store and forward telemedicine

¢ Cardiac catheterization — remote
diagnosis

* Teleconsultation for congenital
heart disease

NASA/CP—2000-210530 104



NASA/DARPA ACTS HDR

Digital Echocardiography

Validated accuracy of
digital Echo transmitted via

ACTS ATM link 156 cases —
99% concordance

Digital Echocardiography

~ Qutcome

* Remote transfer of cardiac
ultrasound is a part of clinical
practice at Mayo

26 locations in Midwest send
data via terrestrial link
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NASA/DARPA HDR

Store and Forward
n=15

Compare SAF with
face-to-face

®*100% concordance

* Clinically acceptable
Mayo Clin Proc, 1997

Store and F*orward r
Outcome

In clinical PréCtlce between
Mayo Clinic and UAE

Issues
®* Requires electronic records

* Integration of diagnostic tools
with desktop

* Packaging of correct
information is laborious
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NASA/DARPA ACTS HDR

Cardiac Catheterization

* Transmission of uncompressed
high-fidelity digital angiographic
image achieved

* System can facilitate access to
remote expertise

In Press

Cardiac Catheterization

Outcome

* Implemented for
clinical practice
at 2 sites

Mankato, MN and
LaCrosse, WI

® 1-year experience — very +ve
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NASA/DARPA ACTS HDR

Congenital Heart Disease
54 Teleconsultations

* High degree of concordance
* Dynamic display — very useful

* Interobserver agreement at 98%
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3.3 - ACTS Satellite Telemammography
Network Experiments

Brian A. Kachmar Robert J. Kerczewski
Analex Corporation NASA Glenn Research Center
Cleveland, Ohio Cleveland, Ohio

Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 - June 2, 2000, Cleveland, Ohio

Outline

m Introduction

m Satellite Telemammography Network (STN)
m Main Accomplishments

m Other Highlights of STN Project

®m Impact on Telemedicine

m Importance of ACTS

m Future of Satellite Telemedicine

B Summary
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Introduction

m Breast cancer

& leading cause of death in women age 35 - 50

+ second leading cause of death in all women
B Mammography screening

# increases survival rates

+ need for certified experts for interpretation

+ needed for more than 60 million Americans
m X-ray film

# shipping is costly in time and money

# digitization is advancing rapidly

+ will be replaced by totally digital solutions soon

Introduction (cont.)

m Teleradiology
& can address problems with film
# using satellite communications, can reach remote and
mobile sites
B Telemammography
& most difficult and data extensive modality
# can serve millions living in remote locations
# subject of this research
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STN Experiment Origin

m Dr. Samuel Dwyer, University of Virginia
¢ first recognized need for telemammography
+ approached NASA Glenn for networking and
communications help
m NASA Glenn, the University of Virginia, the
Cleveland Clinic Foundation, and the Ashtabula
County Medical Center

+ joint research project to investigate key aspects of
satellite-based telemammography

m Backbone was the STN, based on ACTS

Satellite Telemammography Network

" . Radiology Bldg.
o Cleveland, Ohio |

~ EXPERIMENT CONTROL

—_—
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STN Experiment:
Accomplishments

m Application of standard transmission protocols

m Transmission of over 5000 digitized mammography
images through ACTS - all error-free

m First ever real-time telemammography session -
compression, transmission, interpretation, and
diagnosis

m Complete evaluation of end to end process - image
capture, scanning, (de)compression,
transmission/reception, viewing, and diagnosis

wo Highlights: Image Compression

B Lossless compression can achieve about 3:1 ratio

m To meet project goal to transmit a case in under
one minute, [ossy compression was required

80:1
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Highlights: Clinical Studies

m Evaluation of Wavelet-Compressed Digitized Film
Mammography
< Sixty sets compressed at 8:1 using Daubechies wavelet
¢ Mammographers reviewed in controlled study
# Clinical accuracy comparable to original film

m Investigation of Optimum Wavelet for
Mammography |

¢ On-going OSU grant

+ Early results promising

Highlights: Asymmetrical Links
over Satellite

m Evaluated Cisco Internetworking Operating
System (IOS) modified to perform over
asymmetrical links

channel with return link on a slower path

m Cisco router modification now available as COTS
option

NASA/CP—2000-210530 113
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Impact of Satellite
Telemammography Work

m Improved teleradiology processes
m Demonstrated feasibility of a totally digital
mammography solution
+ University of Virginia and CCF progressing towards
digital mammography systems
m Asymmetrical links can be integrated into medical
networks with COTS products

' Importance of ACTS

m Demonstrated to medical community the
use of satellite links

# high-quality DS1 links
+ very small earth stations
# availability to remote locations
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Future of Satellite Telemedicine

m Telemedicine is in its infancy

m Future will see growth of remote locations
served by a specialized central hub with
satellite links

m STN team currently participating in other
telemedicine activities

Summary

m Proved feasibility of satellite-based teleradiology
and telemammography

® Demonstrated new paradigm in medical care

+ experts centrally located with remote centers providing
personalized care

m Fostered acceptance in medical community of
compression to medical imagery

m Promoted use of TCP/IP over satellite links
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3.4 - Satellites and the Internet as a
“Passport To Knowledge”
A New Model of Teaching and Learning

Geoffrey Haines-Stiles
Project Director
Passport To Knowledge
Morristown, New Jersey

Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 - June 2, 2000, Cleveland, Ohio

Passport to Knowledge*

Our mission is to:
* Excite students about science and technology
» Connect them to real scientists at real locations

* Enliven the curriculum by connecting key concepts to the
real world.

*This presentation has been extracted by the editor from a video Mr. Haines-
Stiles offered to the conference in his absence.

Sixth Ka-Band Utilization Conference/ACTS Conference 2000
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Passport to Knowledge

Three ambitious and successful interactive
learning projects that would not have been
possible without ACTS:

* “Live from the Stratosphere”
 “Live from Antarctica”
* “Live from the Rainforest”

Sixth Ka-Band Utilization Conference/ACTS Conference 2000

Passport to Knowledge

“Live from the Stratosphere” (1995)

* Eight hours of live and interactive video

* First time 2-way video transmitted between ground and jet
in flight

* Real astronomical observations in real time

» Connected to schools and science centers across the
nation

Sixth Ka-Band Utilization Conference/ACTS Conference 2000
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Passport to Knowledge

“Life from Antarctica 2” (1997)

* Live broadcast from NSF's Palmer station in Antarctica

» Southernmost ACTS deployment ever

* It made students all across America eye-witnesses to life
in extreme environments

Sixth Ka-Band Utilization Conference/ACTS Conference 2000

Passport to Knowledge

“Live from the Rainforest” (1998)

« First time ever 2-way educational TV out of the Amazon
Rainforest

» Wettest ever deployment for the ACTS satellite

* Produced in cooperation with Brazil's National Institute
for Amazonian Research and the Smithsonian Institute

Sixth Ka-Band Utilization Conference/ACTS Conference 2000
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Passport to Knowledge

Our thanks to all the people in the ACTS program
who made our projects possible, including those
at:

* NASA Glenn

* NASA/Caltech at JPL

* NASA Ames

* NASA Headquarters

» Lockheed Martin

» Mississippi State University

Sixth Ka-Band Utilization Conference/ACTS Conference 2000
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3.5 - Advanced Shipboard Communications
Demonstrations With ACTS

Roy A. Axford Michael A. Rupar
Space and Naval Warfare Naval Research Laboratory
Systems Center Washington, DC

San Diego, California
Thomas C. Jedrey

Jet Propulsion Laboratory
Pasadena, California

Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 - June 2, 2000, Cleveland, Ohio

Potential for Ka-band SATCOM I

e Smaller equipment required

e 30/20 GHz band well above most maritime
radar systems

e Reduced radar cross sections (RCS)
e Additional Bandwidth!
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Three Ships

M/V Geco Diamond

February 1996

e Seismic survey ship, mapping the ocean floor
— Hundreds of Gbytes/day
— Store to tape, analyzed much later

* ATM Research and Industrial Enterprise Study (ARIES)

* Multiple node demonstration
— 2 Mbps full-duplex, ship to NASA LeRC

— G.Diamond - San Francisco, Houston and
Minneapolis

— Telemedicine demo, Texas Medical
Center
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JPL’s AMT Antenna

Shown with meandering line polarizers partially removed to reveal arrays of slots.

Tx Array
(30 GHz)

Rx Array
(20 GHz)

OBJECTIVES

* Demonstration of Full-Duplex K/Ka-
Band SATCOM at T1 Data Rates with an
AEGIS Surface Combatant via ACTS

» INTERNET (E-Mail, FTP, Telnet, WWW)
» DCTN (VTC, TeleMedicine, TeleTraining)
» POTS (SECRET & SI STUs (JWICS), MWR)

* Characterization of K-Band Downlink
Signal Fading and K/Ka-Band EMI in the
AEGIS Shipboard Environment

* Validate Antenna Tracking Capabilities

ACCOMPLISHMENTS

* Provided Full-Duplex T1 to CG 59 from
July ‘96 to Sep ‘97 including a 6-Month
Solo Deployment (Western Hemisphere)

» Successful Operation of ACTS Mobile
Terminal in all AEGIS EM & ESM Modes
NO EMI PROBLEMS

» Excellent Antenna Tracking in Heavy
Seas (20 degree rolls - Beaufort 7)

* Collection of K-Band (20 GHz) Downlink
Signal Fading Data: Rain & Clear Weather
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) ACTS Mobile Terminal on USS PRINCETON (CG 59) I

Blockage Diagram for AMT Location
on USS Princeton (CG 59)

LOCATION #5
INMARSAT ,
’&,‘ ls}g
A |
ey
[ ]
i ;
3}
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CG 47 Class EM Emitters

No Operational Restrictions Were Required Over the 14
Months That the AMT was Installed on CG 59.

Tx Frequency (MHz) vs. Tx Power (W)

100,000
==== = ; : ‘ = Above
/AMT & GBS @ AMT & GBS Ka-Band Tx the
_ K-Band RX ‘ radars.
009 — 8B AN/SPS-55, AN/SPS-64. : =
i AN/SPY-1B
= ——— L |NMARSAT—AN/URC-107 8
- —AN/UPX-29 g RC 197 | -
T I i 1 I |
| & —EEHE— L HTAN/WSC-3 [ . L
2 ||| ANURC-80g T TTAN/URC-93 11 [ T
g 100 ——-AN/GRC-2118 ——- Lo = e
[ x ] ] i ] HH
| | . T
‘ s 1 AN/VRC-46A’ ’ ‘
AN/URT-23D-— £
1 |
1 10 100 1,000 10,000 100,000

Tx Power (W)
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NRL/NASA

Partnership with Industry

* Infinite Global Infrastructures, LLC
— Networking, ATM, shipboard & at GRC
— Vessel integration
* Sea-Tel, Inc.,
— Shipboard Transceiving Terminal
— System Integration
* FORE Systems (ATM Switches, Video CODECs)
* Xicom Technologies (Ka-band Power Amplifier)
e Comsat Laboratories (ATM FEC equipment)
* Raytheon Marine Company (Gyrocompass)
* Hill Mechanical Group
— Vessel, Chicago staging facility
— Manufactured antenna mount for vessel

The Entropy

1m VSAT terminal
» Stabilized Gyro
e 45 Mbps full-duplex throughput
e Sun Workstation, Dolch PCs
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Run 38, Terminal Performance (zoom) “
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E Modem & ATM Switch Performance, Run #38
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SHAKE Results

Applications Run:
» TCP/IP file transfers (FTP)
* documented 34.5 Mbps averaged, 40.5 max.
* Motion JPEG VTC (17 Mbps), full duplex
» Multiple independent web-based data streams, GRC
to the Entropy, 500 kbps each
* 300- 400 kbps per transfer, up to ten simultaneously

Terminal Performance
* Conditions from calm to Sea State 6
¢ Consistent tracking in full motion, turns
* Accelerations, gyrocompass limits
* Ramp-up recovery for ATM, TCP, etc.
» Some apps perform better under unstable conditions than others

Ka-band Issues

« COMMERCIAL Ka-Band Satellites. equipment:
— Satellite Providers as ISPs

* Constellation-specific terminals

| — Non-standard Intermediate RF

Potential allocation problem
for future MSS users at Ka-band:

| — 100 MHz for MSS on a co-primary basis
— 400 MHz, MSS is secondary to FSS
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Conclusions

e Demonstrated High Data Rate connectivity to and from
vessels at sea

e Demonstrated sophisticated multimedia applications over
satellite

* Identified upgrades in technology necessary for Ka-band
shipboard technology

o Utility of VSAT technology - new opportunities for
wideband shipboard applications

* ATM successful in supporting mixed-media applications

Future Efforts

* Ka-band Testbed at NRL (154 Experiment)
— 2 -8 Mbps link
— Correlating Apps performance with lower layers
— Transition to Ku-band in June 00

* Continued analysis of existing SHAKE data

e Navy demonstration using ITALSAT, tentatively
scheduled for FY02
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ACTS Steerable Beam

Range of Coverage

Platforms
® Airborne
* Ground
* Sea

* Train

* Link to ACTS
\ Satellite at 20 / 30

Installed Configuration
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4.1 - A History of the Improvement of
Internet Protocols Over Satellites

Using ACTS
Mark Allman Shawn Ostermann
NASA Glenn Research Center/BBN Ohio University
Cleveland, Ohio Athens, Ohio
Hans Kruse
Ohio University
Athens, Ohio

Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 - June 2, 2000, Cleveland, Ohio

Motivation 9

e Delivering Internet content via satellite to places that are
not necessarily well covered by good terrestrial connectivity.

e NASA is interested in possibly using off-the-shelf products
for space communication.
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Network Setup

e Half-to-full T1 ACTS channels

— Some loop-back, some between GRC and OU
o =~ 560-575 ms RTT
e Unless otherwise noted we used standard ACTS FEC
e NetBSD workstations as data clients and servers

e Cisco 2bxx routers

TCP Problem 1

e The TCP window size (W) required to fill a network
channel with BW bits/second of capacity and a round-trip
time of RTT is:

W= BW - BRTI'l'
e Fora T1 ACTS circuit W ~ 100 KB

e As originally written, TCP’'s maximum window size is
64 KB.

e SO, TCP's maximum rate over an ACTS link is roughly
117 K B/second regardless of the amount of capacity
available.

- For instance, an ACTS T1 circuit (r~ 192 K B/second)
can never be fully utilized.

- (Note: This limit has been significantly raised since
these experiments).
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e T0 avoid congestion collapse, a set of congestion control
algorithms were added to TCP in 1988.

e The slow start is designed the gradually increase TCP’s
sending rate at the beginning of a transfer.

e Slow start works by sending a single segment into the
network and waiting for the corresponding acknowledgment
(ACK).

e In the remaining RTTs TCP doubles the number of
segments sent per RTT, until...
- There is no more data to send
- TCP hits the maximum window size

- TCP detects packet loss (i.e., congestion)

An Application Level Mitigation

e Our first cut at a ‘“solution” to these problems was an
application-layer modification to the FTP protocol.

e We designed an FTP client and server that would use
multiple TCP connections to transfer a file, rather than the
standard single connection.

- This effectively increased TCP's maximum window size.
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An Application Level ’Mitigatiqn {cont.)
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TCP Connections
~ Standards-Based Solutions

e The IETF has come up with two mechanisms that help

TCP over satellite channels:
- RFC 1323 defines an option that allows TCP to use

window sizes much larger than 64 KB.
- RFC 2018 defines a selective acknowledgment (SACK)
option that allows TCP to recover from lost segments

more effectively.
138
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___ Standards-Based Solutions (cont.) |

e e e

e Congestion-free network:

- TCP+4+Window Scaling performed nearly as well as xftp
with 4 connections (i.e., full utilization for a long
transfer)

e Congested network:

- TCP+Window Scaling+SACK performed much better
than TCP without SACK, but was outperformed by xftp.

* Xftp is more aggressive during congestion than
standard TCP, so this result is understandable

. Experimental Solutions = ]

_ l e sreerze a2 o

e Beginning slow start with an initial congestion window
larger than 1 segment.

- Our ACTS experiments show a 25% performance
improvement when using a 4 segment initial congestion
window to transfer a short file.

e Using byte counting rather than standard ACK counting to
increase the congestion window.

- Basing congestion window increase on the number of
bytes acknowledged rather than the number of ACKSs
received makes the increase more accurate (due to
delayed ACKs, ACK loss, etc.).

- Our ACTS experiments show a 17% performance
improvement when using byte counting.
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_HT TP Experiments

We used both HTTP/1.0 and HTTP/1.1 in our ACTS
experiments, in conjunction with several options on both
protocols.

We found at least a factor of 2 difference in performance
between the best set of options and the worst.

Using a single HTTP/1.1 connection with the pipelining
option provided the best performance.

This set of experiments illustrates the importance of good
design in application protocols and highlights the need to
remain constantly vigilant as new application protocols are
developed.

Representatlve Network Traffic

A—F -‘_; _

Up to this point our experiments had consisted of only a
handful of flows traversing the network simultaneously. But,
this is not a realistic condition for production networks...

Therefore, we wrote a tool that generates random network
traffic that is based on network traffic observed in
production networks.

- Generates: WWW, FTP, SMTP, NNTP, Telnet

We wanted to gauge how well a significant amount of
network traffic could utilize a network path with a satellite
channel.
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reducing TCP performance because the segment losses are
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interpreted as indications of network congestion.

- TCP reduces the sending rate when detecting network

congestion.

e A more verbose discussion of our ACTS tests and results

will be given on Friday morning.

NASA/CP—2000-210530

141



Standards Contributions |

e These IETF RFCs were directly or indirectly influenced by
our ACTS experiments:

- RFC 2414: Experimental proposal to increase the initial
congestion window size.

- RFC 2488: Discussion of the standard mechanisms that
should be implemented when using T CP over satellite
channels.

- RFC 2581: Standardized the use of a 2 segment initial
congestion window and byte counting during congestion
avoidance.

- RFC 2760: Outline of ongoing research in TCP over
satellite networks.

- Conclusions . 1

e T CP can use the full capacity of a satellite channel when
transferring large amounts of data.

e Short transfers often underutilize the capacity.
- We have mitigated this, but future research is needed.
e Application layer protocols can have a big impact on

performance. We must be vigilant when we design these
protocols.

e A realistic mix of network traffic can fully utilize the
available capacity of a satellite channel.

e Future work (starting tomorrow!) includes investigating
additional host and router mechanisms to further increase
data transmission performance over satellite links.
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Our work simply would not have been possible without the
assistance, patience and hard work of many people in the
ACTS operations team and the research community. Our
thanks to all!
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4.2 - Mobile Internet Protocol Performance
and Enhancements Over Acts

David B. Johnson Ben Bennington

Computer Science Department Information Networking Institute
Carnegie Mellon University Carnegie Mellon University
Pittsburgh, Pennsylvania Pittsburgh, Pennsylvania

Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 - June 2, 2000, Cleveland, Ohio

Project Background

A 3-year research program between Caterpillar and Carnegie Mellon University:
* A global mobile communication system
e Supporting all corporate, operations, dealerships, and end users

* Mine sites, construction sites, agricultural systems, support operations, ...

Overview of the CMU system and protocol architecture:

* Runs standard Internet-style IP-based protocols and applications

* Common interfaces regardless of type of wireless technologies used
¢ Mobile IP allows transparent mobility between sites

e Ad hoc networking extends mobility away from base stations and supports
dynamic, automatic configuration and operation

Experimented with ACTS to test Mobile IP and TCP performance ...

CATERPILLAR
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IETF Mobile IP

With Boute Q

Foreign
agent

Care-of
address

An IETF (Internet Engineering Task Force) Internet protocol standard (RFC 2002)
Route Optimization extension allows routing directly to a mobile node

Smooth handoff feature forwards packets from old foreign agent to new

Mobile IP Registration and Binding Updates

Each time a mobile node moves:
* Mobile node sends Registration Request to its home agent
* And gets Registration Reply back from home agent
* Can take a long time if path to home agent is over satellite link

Route Optimization and smooth handoff.

* Mobile node sends Binding Update to old foreign agent,
giving mobile node’s new care-of address

* First packet from a correspondent node to mobile node after movement goes
to old foreign agent and is forwarded to new foreign agent and mobile node

* Old foreign agent then sends Binding Warning to mobile node’s home agent
* Home agent then sends Binding Update to correspondent node

¢ Correspondent node caches care-of address and sends future packets
directly to mobile node (without going through home agent)

* Path to home agent, to old foreign agent, or to correspondent node could be
a high delay satellite link
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Mobile IP, TCP, and ACTS

Mobile IP largely designed for terrestrial networks with reasonable delays:
» Are there any unforeseen problems with high delay links like ACTS?
* Example: What happens if retransmission timeouts are too short?
* Another example:
— Mobile IP requires replay protection on registration and Binding Updates

— One defined mechanism is timestamps, but long delay increases chance
that timestamp will look “old” as if it is a replay

TCP is largely tuned for wired, stationary networks:

* Any dropped packet increases retransmission timeout and triggers TCP’s
congestion control (slow-start), slowing down rate of transmission

* Many new possible sources of dropped packets:
— Wireless transmission over ACTS (e.g., during rain)
— Incorrectly routed while mobile node moving from one subnet to another

¢ High bandwidth-delay product of ACTS means a lot of data is in flight when a
mobile node moves
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Single-Buffering Extension during Handoff

Buffering packets during Mobile IP handoff to improve TCP performance:

Buffer packets arriving at old location after mobile node is gone
Once handoff completes, resend buffered packets to new location

An old idea, but some complications related to this type of optimization:

When to start buffering?
How large does the buffer need to be?
How to resend buffered packets without creating congestion?

We implemented a very simple and effective variant of this optimization:

Only buffer one packet — buffer space is easily manageable
Don’t worry about when to start buffering — just always buffer last packet
No congestion when resending buffered packet since there’s only one

ACK from mobile node receiving this one packet restarts TCP sender to send
next data packet, and so on ...

Avoids waiting for normal TCP retransmission timeout to restart

Using Single-Buffering Extension
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Conclusions

TCP and Mobile IP performance may be substantially affected over ACTS:
* High bandwidth-delay product of ACTS link

* Delays inherent in Mobile IP’s detection of movement between subnets

* Route Optimization and smooth handoff help some but don’t solve it

New single-buffering extension is simple and effective:
* Only one packet of buffer space required for each connection at foreign agent
* ACK from retransmitted packet restarts TCP sender

For more information:

* Roy Laurens, Parag Manihar, loannis Pavlidis, and Satish Shetty,
“Simulation and Enhancements of Internet Protocols over ACTS",
M.S. Thesis, INI, Carnegie Mellon University, May 1999

* http://www.ini.cmu.edu/WIRELESS/Caterpillar/
‘ * http://www.monarch.cs.cmu.edu/

NASA/CP—2000-210530 150




4.3 - NASA and Industry Benefits of Acts
High-Speed Network Interoperability

Experiments
Michael Zernic David Brooks
NASA Glenn Research Center Infinite Global Infrastructures, LLC
Cleveland, Ohio Wheaton, lllinois

David Beering
Infinite Global Infrastructures, LLC
Wheaton, lllinois

Sixth Ka-Band Utilization Conference/ACTS Conference 2000, May 31 - June 2, 2000, Cleveland, Ohio

ACTS Experiments Program Objectives

e Characterize ACTS Technologies
* Promote New and Innovative Applications
* Demonstrate Use of Future Satellite Services

Evaluate Satellite-Terrestrial Interoperability

Evaluate ACTS in inclined orbit operations

Verify new Ka-band Advancements

Inclined Orbit Operations has enabled
18 networking experiments (27 total) and over
50 government and industry partners
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ACTS Experiment Utilization
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ACTS GSN Experiment Timeline

Trans-Pacific 1 UH/OSC/GUMC
Expt. #101 ¢ Expt. #110
Mayo Clinic ;
g Expt. #108

| Keck Observatory / Jet Propulsion Laboratory

Boeing / GRC
____Expt. #99

NCAR/0SC
Expt. #109

i JPL/NASA Goddard
1 Expt. #92
] NASA Goddard
Expt. 118b

University of Kansas
Expt. 118¢

National Institutes of Health
Expt. 118f

National Library of Medicine
Expt. 118

.. GRC/industryi GRC/Ind.
¥ | Expt.118i iExpt. 18]

GRC / SRl International
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iGwcRC '
1 #157
1
al. State Hayward
- E‘ pt. -

GRC/NRL
Expt. #149

GRC / Industry
Expt. #154

GRC / Industry
Expt. 118x

NASA and Industry Strategy

Public-Private Partnerships

Basic Performance

e Operational Assessments

153

Simple Evolves to Increasingly Complex

Homogeneous/Heterogeneous Interoperability
Hybrid Network/System Attributes
Influence Commercial-Off-The-Shelf Products
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ACTS Experiment 154 Objectives

* Develop a recognized, interoperable, high-performance TCP/IP

implementation across multiple computing / operating platforms,

working in partnership with the computer industry

» Work with the satellite industry to answer outstanding questions
regarding the use of standard network mechanisms (e.g. TCP/IP
and ATM) for the delivery of advanced data services, and for
use onboard as a part of emerging spacecraft architectures

» Test and evaluate available and emerging network mechanisms
that distinguish between losses due to link errors vs. congestion
in order to advocate and develop a standard version of TCP/IP

that supports this capability

ACTS Experiment 154 Consortium

Computing
+ Sun Microsystems
« Compaqg
+ Microsoft
+ Intel
« |BM
+ Hewlett-Packard

Spacecraft Manufacturers

+ Hughes Space & Communications
+ Lockheed Martin

+~ Space Systems/Loral

+ Spectrum Astro

NASA/CP—2000-210530

Communications

« Ampex Data Systems
« Comsat Laboratories
+ Cisco Systems

« FORE / Marconi

+ Raytheon Telecom

« Cabletron Systems

U.S. Government Laboratories

+ NASA Glenn Research Center

+ NASA Ames Research Center

«+ NASA Johnson Space Center

+ NASA Goddard Space Flight Center
+ NASA Jet Propulsion Laboratory

+ U.S. Naval Research Laboratory
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ACTS Experiment 154 Diagram
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Test Tools and Methods

* Examine the performance and behavior of bulk TCP/IP
data transfers across a high bandwidth*delay path

 Document the progressive steps necessary to reach {near}
optimal TCP/IP data rates using:

— ttep, teptrace, netstat, tcpdump, vendor feedback, grabportstats,

and other tools

— Show the improvements of data rates using tcptrace and

grabportstats

* Testing was an iterative process:

— Bulk TCP/IP data transfer, examining the results of various
network and workstation data points, work with vendors to
optimize the next test, repeat until we reach the limits of the
platform{or reach "LAN rates"}

— GRC’s “ttcp<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>