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1.0 introduction

The first mission of the Tethered Satellite deployer was flown onboard
Atlantis in 1992 during the Space Transportation System (STS) flight STS-46.
Due to a mechanical interference with the level wind mechanism the satellite
was only Deployed to 256 m rather than the planned 20,000 m. Other problems
were also experienced during the STS-46 flight and several modifications were
made to the Deployer and Satellite. STS-75was a reflight of the Tethered
Satellite System 1 (TSS-1) designated as Tethered Satellite System 1 Reflight
(TSS-1R) onboard Columbia. As on STS-46, the TSS payload consisted of the
Deployer, the Satellite, 3 cargo bay mounted experiments: Shuttie '
Electrodynamic Tether System (SETS), Shuttle Potential and Return Electron
Experiment (SPREE), Deployer Core Equipment (DCORE), 4 Sateliite mounted
experiments: Research on Electrodynamics Tether Effects (RETE), Research on
Orbital Plasma Electrodynamics (ROPE), Satellite Core Instruments (SCORE),
Tether Magnetic Field Experiment (TEMAG) and an aft flight deck camera:
Tether Optical Phenomena Experiment (TOP). Foilowing successful pre-launch,
launch and pre-deployment orbital operations, the Deployer deployed the
Tethered Satellite to 19,695 m at which point the tether broke within the Satellite
Deployment Boom (SDB). The planned length for On-Station 1 (OST1) was
20,700 m. The Sateliite flew away from the Orbiter with the tether attached. The
satellite was “safed” and placed in a limited power mode via the RF link. The
Satellite was contacted periodically during overflights of ground stations. Cargo
bay science activities continued for the period of time allocated to TSS-1R
operations.

1.1 Scope

This document contains an engineering summary of the performance
of the TSS-1R system during the STS-75 flight. Detailed data and results will be
generated by the various science and dynamics teams in the form of reports and
conference papers. A report on the results of the investigation into the tether
break has been released through NASA Headquarters, and is titled, “TSS-1R
Mission Failure Investigation Board, Final Report”.

2.0 Element Summaries

This section consists of summaries of the engineering performance of
the various elements that make up the TSS-1R payload complement. The
elements for TSS-1R were the Deployer (MSFC/LMA), Sateliite (Alenia), SETS
(U. of Michigan), SPREE (Air Force), DCORE (Alenia), ROPE (MSFC/UAH), and
TOP (Lockheed). A summary of the performance of each element is provided
along with a description of anomalies and lessons learned as applicable.
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2.1.1 Deployer Summary

Deployer activation was initiated after payload bay door opening at
approximately 00/03:27 MET (Note: All times in this section will be Mission
Elapsed Time (MET) and are approximate times taken from the Console Log
Books of the Deployer Operations Team unless otherwise noted). Deployer
operations initiated with power up of the Data Acquisition and Control Assembly
(DACA). DACA self check was successful, however; after activation the DACA
indicated the tether length was 23.042 m and tether rate was -0.054 m/s. Length
should be reset to 0 m by the DACA and the rate initializes at 19.462 m/s . See
Section 2.1.2.1 for further details of the DACA initialization anomaly.

Foliowing the DACA power-up, the reel launch lock was successfully
released with a slight decrease (A 1-2 N) in tensions as expected. Drive time
was A2 minutes.

Due to the inability to command to the DACA using the Command
Editor (workstation problem), the Deployer Systems position had to manually
build the relay and profile commands. Both of these exercises were completed
successfully. Tether Length was set to zero to correct DACA initialization error.

Reel Motor checkout was initiated and results were nominal. After
Reel Motor checkout was completed, Vernier Motor checkout was initiated and
completed satisfactorily. Two observations were made during the Vernier Motor
checkout: (1) Inboard/outboard tension differential was higher than during STS-
46 (indicating a stronger vernier motor), (2) The brake appeared to slip at 50 to
55 N which is lower than previously observed but within design requirements.
See Section 3.3.1 for further details.

Satellite Restraint Latch (SRL) checkout was then completed
successfully. SRL group 2 was left open per the flight plan. This completed
Deployer activation activities.

The Spacelab Smart Flexible Multiplexer/Demultiplexer (SFMDM)
began experiencing problems (warm starts and core swaps). Due to these
problems and the resulting troubleshooting, we were without data much of the
time between MET 00/17:00 and 01/11:30. Fortunately, there were very few
Deployer activities scheduled for this time frame.

Deployer Pre-Deployment operations began at ~ MET 00/21:25 with
the application of power to the Satellite by closing the K8 and K9 relays in the
Motor Power Conditioner (MPC).



At ~ MET 01/01:39 we noted that the Power Control Box (PCB) K2
relay was off. This relay provides power to the Deployer heaters. The relay was
commanded back on at ~ MET 01/02:03. There was no impact since the
Deployer heaters were not needed yet. We assume the K2 got turned off during
some of the SFMDM problems.

The deploy of the Satellite was delayed for 24 hrs to gain confidence
in the SFMDM and to allow the science community to regain some of the data
they had lost due to the SFMDM problems.

A decision was made to change from Satellite telemetry mode to
Deployer telemetry mode on the DACA before pulling the U1 umbilical. Normally
the DACA would stay in Satellite telemetry mode for the entire mission. This
change was made because of a concern that the SFMDM might warmstart when
U1 was pulled and Satellite telemetry was no longer present. This was only a
concern because of the problems which had been experienced with the SFMDM.

The DACA power cycle which was planned prior to SDB extension was
deleted, again because of concerns that it might upset the SFMDM. The DACA
had the correct constants and profile from the earlier uplinks. Reel Motor and
Vernier Motor checkouts were completed nominally.

The Group 1 SRLs were opened with good feedback and the U1
umbilical was pulled also with the proper retracted feedback. The SDB was
extended with a final encoder reading of 11.36 m which is nominal. This length
measurement was then set to zero for flyaway.

Deploy operations began with Satellite flyaway at ~ MET 03/00:27.
Flyaway was nominal with somewhat lower Upper Tether Control Mechanism
(UTCM) and Reel Motor frictions than TSS-1. These can be explained based on
the increased Vernier Motor output torque.

The Vernier Motor electronics temperature began to rise at a higher
than expected rate. Had the rate continued Fault Detection Annunciation (FDA)
and qualification limits would have been exceeded prior to reaching OST1. The
EDA was increased from 50° C to 60° C. The temperature eventually stabilized
at less than 50° C. See Section 2.1.2.2 and 2.1.3.2 for further details.

Deployment proceeded nominally until a tether length of 19695 m. At
this point the tether broke within the SDB. Prior to the break, there were no
indications on the Deployer that anything was wrong. Al tensions, currents and
profile information was nominal. An investigation into what caused the break
was performed and is reported under the TSS-1R Mission Failure Investigation
Board, initiated by Headquarters.



At ~ 03/21:21 the tether was slowly retracted onto the reel. The SDB
was retracted and the SRLs were closed. Thermal data collection continued
until the payload was prepared for deorbit. All thermal systems and
temperatures were within predicted ranges.

Appendix A contains a set of plots of various Deployer parameters
from the STS-75 mission. These plots are similar to the plots generated during
system level testing of the Deployer before the mission (4S08 test).

2.1.1.1 Deployer Event Summary

The STS-75 launch occurred at GMT 053:20:18:00, which is
00/00:00:00 MET. Table 2-1 provides a summary of the Deployer related
events. All flight times in this event summary will be given in MET and are
approximate.

Table 2-1 Deployer Related Events From Launch Through Power Down

00/00/00 Launch

00/01:26 The orbiter payload bay doors are opened.

00/02:11 Spacelab SFMDM is tumed on.

00/02:18 Uplinked the TMBUSs to increase the upper limit on the DACA thermal FDA and
to increase the filter on the Tether Stopped FDA.

00/02:36 Crew reports that 2 of 3 U1 status monitors indicate that U1 is retracted. The 2

monitors that indicate U1 is retracted are not valid until the DACA is tumed on.

00/02:48 Changed to SFMDM Regular telemetry format

00/03:33 DACA was initialized. Initialization is nominal except for L and L (see Section
2.1.2.1).

00/03:43 Launch Lock was disengaged.

00/04:11 The DACA was placed in contingency command mode in order to uplink the
relay table and profile. Relay table uplink was successful.

00/04:20 Tether length was commanded to zero from ground to correct DACA
initialization problem.

00/04:36 Manual uplink of profile was started (Command Editor not working).

00/05:01 Manual uplink of profile was completed and uplink of constants was begun.

00/05:10 Uplink of constants was completed.

00/05:48 Reel Motor checkout was initiated. Checkout was nominal.

00/06:03 Vemier Motor checkout was initiated. Checkout was successful (see Section
3.3.1).

00/07:03 SRL functional checks initiated.

00/07:31 SRL functional checks were successfulty completed. Group 2 left open as
planned.

00/17:04 Experienced the first of what would be many problems with the SFMDM (warm

starts and core swaps). Each time the Deployer was without data while
Spacelab recovered the SFMDM. The records of the Deployer team are not
complete relative to the time and number of SFMDM upsets and therefore no
further instances will be documented in this summary.

00/21:25 Satellite activation was completed.




Table 2-1 Deployer Related Events From Launch Through Power Down (Cont'd)

01/01:39 Noted that PCB K2 relay (Deployer heaters) was off. Asked that it be turmed
back on.

01/02:02 PCB K2 relay back on.

01/15:35 Sent Nominal Mode command to the DACA to ensure that ground could still
command to the DACA after all of the SFMDM and workstation problems.
Command was accepted by the DACA.

01/16:29 Satellite team decided not to activate the Satellite heaters at this time as
planned.

01/18:08 Uplinked command to set the MPC OCP to high. This was apparently set low
during the SFMDM problems.

01/18:50 Management decision to delay deployment by 24 hrs.

02/10:05 PCB relay K7 was opened at the request of the Satellite team because RETE
was getting hot. There was no noticeable change in Satellite heater current
when K7 was opened.

02/11:27 Command is sent to change DACA from Satellite telemetry mode to Deployer
telemetry mode. The purpose was to ensure that SFMDM would not be upset
when U1 is pulled, which would cause Satellite telemetry to disappear.
Command was rejected by DACA because DACA was not put into Contingency
command mode first.

02/11:47 DACA is put in contingency command mode, command is sent to change to
Deployer telemetry mode, DACA is returned to nominal command mode.

02/18:03 Satellite battery heaters activated

02/19:15 Nominal command mode command sent to DACA to verify the Deployer
commanding console could command to the DACA (console had been
rebooted).

NOTE: A DACA power cycle was planned for about this time in the timeline.
The DACA power cycle and subsequent profile and constant updates were not
performed due to concem over possibly causing an SFMDM warmstart. The
DACA had the correct profile and constants uplinked earlier.

02/21:20 Reel Motor checkout initiated. Checkout successfully completed.

02/21:36 Verier Motor checkout initiated. Checkout successfully completed.

02/22:53 Group 2 SRLs commanded open. All 6 SRLs are now open.

02/23:17 Ground sent DACA Nominal command mode command to verify ability to
command to the DACA (due to further workstation problems)

02/23:28 U1 commanded to retract. Retraction successful.

02/23:33 SDB extension initiated. Received both extend indicators. Encoder length
reads 11.36 m.

02/23:52 Tether length commanded to zero by ground in preparation for flyaway (as
planned)

02/23.54 Both torque test bits commanded on.

03/00/09 Video survey of boom is performed by the crew.

03/00:25 Both sets of inline thrusters commanded on.

03/00:26 Vemier Motor commanded on.

03/00:27 DACA control laws initiated to begin Satellite flyaway.

03/00:56 Crew reports oscillations in tether

03/01:02 LDot brake protection circuits set to high mode.

03/01:06 Vemier Motor electronics noted to be warmer than expected. Watching
closely.

03/01:53 Inline 2 thruster off.




Table 2-1 Deployer Related Events From Launch Through Power Down (Cont’d)

03/03:55 Uplinked TMBU to change upper limit of Vemier Motor electronics FDA from
50" Cto 60° C. Temp currently 46" C. Qual limit is 65’ C.

03/04:53 Repositioned docking ring to original position.

03/05:11 Tether broke within boom at a deployed length of 19695 m

03/21:21 Control Laws are tumed off. Tether retrieval procedure is initiated.

03/22:20 Brake on. Tether retrieval procedure is complete.

03/22:22 Boom retraction is initiated. Boom retraction was successful with both
indicators indicating fully retracted.

03/22:40 ' SRLs commanded closed. All latches successfully closed.

03/22:50 PCB K8 and K9 relays are opened removing power from MPC.

08/03:08 PCB K2 relay closed after it was discovered that it had somehow been opened.
Also PCB K5 (Hot Nest heaters) opened (it had been closed)

14/12:42 Deployer deactivation initiated

14/19:42 DACA/MCA/heaters powered back up to support mission extension due to
landing waveoff

15/09/00 Deployer deactivation initiated




2.1.2 Deployer Anomalies/Observations

While the overall performance of the Deployer was nominal up until
the tether break, there were minor anomalies or observations noted. With the
exception of the tether break, none of these were serious and did not impact the
operation of the Deployer. The following sections provide a description of these
anomalies/observations.

2.1.2.1 DACA Configuration At Powerup

At DACA power-up, all indications were nominal except for the Tether
Length and Rate. The Tether Length initialized at 23.042 m rather than zero m
as is nominal. The Tether Rate nominally initializes at 19.462 m/s but initialized
at -0.054 m/s. The Tether Length was commanded to zero and the DACA
responded correctly. The Tether Length was monitored closely during Reel
Motor checkout and Vernier Motor checkout with no change in length (no length
change was expected). Review of the DACA schematics and discussions with
the vendor determined that the tether measurement card which initializes the
length and rate was also exercised when the length was set to zero, which
indicated that the card was working. Review of high rate data also showed that
the length had actually been set to zero during power-up of the DACA but for
some reason the length changed to 23.042. This behavior has never been seen
in testing. This indicated that there may have been some transient that occurred
which may have caused the anomalous values. There was no trouble shooting
identified that could definitively show that the DACA Tether Length and Rate
circuit was working properly. The first positive indications would be when the
Satellite was unlatched and when the boom was extended. These events would
show whether or not the encoder and measurement circuit were working
properly. A plan was developed to deploy on time using manual pulsewidth
control if the circuit was not working properly. When the Satellite was unlatched
and the boom extended, the encoder and measurement circuit worked as
expected and the decision was made to deploy nominally under the control of
the DACA Control Laws.

Late in the flight, the DACA was powered off in preparation for re-
entry. Re-entry was then waived off for a day and the DACA was powered back
on to monitor temperatures. The DACA initialized properly giving further
evidence that the earlier anomaly was due to some transient.

2.1.2.2 Vernier Motor Temperature

During deployment, the temperature of the Vernier Motor electronics
began increasing at a higher than expected rate. Predictions indicated that at
the higher rate of increase, the temperature would possibly exceed the Fault



Detection Annunciation (FDA) limit of 50° set for the Vernier Motor electronics
before it would be turned off nominally at OST1. The predictions indicated that a
full deployment would be achieved before the electronics reached its

qualification limit of 65° C. At MET 03/03:55 a new FDA limit of 60° C was
uplinked to avoid distracting the crew with an alarm. At 60° C, there would be
enough time to turn the Vernier Motor off before it reached the qualification limit.
The temperature at the time of the uplink was 46° C. The Vernier Motor
electronics temperature eventually stabilized at less than 50° C.

2.1.2.3 Tether Break

At 03/05:11 the tether broke a few meters above the top of the SSA.
The deployed length was 19695 m. All parameters (tensions, pulsewidth,
currents, tether rate) were nominal at the time of the break. There were no
indications from the Deployer displays as to what happened to cause the break.
Since the broken end of the tether was inside of the boom and the satellite and
the rest of the tether was moving away from the orbiter, no orbiter maneuvers
were required and tether cutters were not used. At 03/21:21 the remaining
tether was spooled back onto the reel, the Deployer boom.was stowed, the
latches were closed and power was removed from the MPC leaving the Deployer
in a quiescent monitoring mode for the rest of the mission. The tether break
investigation has been performed by a separate team called the TSS-1R Mission
Failure Investigation Board, and the final report is available.

213 Lessons Learned
2.1.3.1 Remote Site Operations

While remote site operations seems to be the wave of the future, the
TSS-1R flight again demonstrated the importance of working face to face with
the operators of the hardware. Because the Deployer team was located at JSC
for the mission we participated in simulations with our JSC counterparts and had
several opportunities to sit down with them and work through procedures in
detail. The effect was a very well disciplined team (JSC and MSFC) that worked
extremely well together during the mission on a very complicated piece of
hardware. In moving to more emphasis on remote site operations, we must not
forget the need to have the people who will be working together during the
mission spend time together working out the details of the procedures. The
MSFC Deployer team could have effectively supported the mission from MSFC
given the time we spent at JSC working with the JSC Deployer team. If the plan
had been for the Deployer team to be at MSFC during the mission, the team
probably would not have been given the opportunities it was given to work
closely with JSC and therefore would not have been as well prepared.



21.3.2 Fault Detection Annunciation (FDA)

Changes were made to some of the Deployer FDAs via uplink. This
was because the need to change them was discovered too late to get into the
flight cycle software. Several of the Deployer FDAs came under question prior to
and during the flight. This was largely due to a difference in philosophy in
defining FDA limits. The Space Shuttle community generally looks at FDAs as a
warning that some action needs to be taken, therefore the FDA should be set
allowing enough time for that action to be taken before damage occurs (e.g. a
qualification limit is exceeded). The Deployer FDAs were set based on expected
or predicted performance. Therefore, Deployer FDAs were set at some value
above the predicted value with the rationale being that if the predicted value was
exceeded something was wrong and the crew should know about it. The Vernier
Motor electronics is an example of this. The FDA was set at 50° C, which was
above the predicted temperature, but 15" C below the qualification limit. When it
appeared the FDA would be reached, it was changed to 60° C, a more
reasonable value since this is a point at which action needs to be taken and
there is time to take that action before the qualification limit is reached. The
lesson is to make sure FDA's for hardware that MSFC is responsible for are set
consistent with the Space Shuttle community’s philosophy. The ground crew will
be monitoring closely (especially for thermal trends) and the flight crew should
be trained to take action when an FDA occurs.

2.1.3.3 Action Requests (ARs)

Action Requests play an important role in missions that are relatively
slow to unfold and which allow for a significant amount of time to allow for the
proper coordination on an AR before it is needed to be implemented. For
systems like the Deployer and Satellite, the AR system is much too slow and
actually hinders the operators. Ina deployment type mission decisions have to
' be made in minutes and sometimes seconds and the AR system does not
support that. AR’s are also not effective for documenting the history of what was
done. On fast paced missions, you must rely on good training and good voice
communication for making decisions. Another mechanism should be used to
document what happened after the fact.

2.2 Satellite
2.2.1 Satellite Summary
2.2.1.1 Pre-Deployment
After the Orbiter payload bay doors were opened, a survey of the

Satellite was taken by the Orbiter closed circuit television at approximately
0/01:40 MET (Note: All times in this section will be Mission Elapsed Time (MET)



and are approximate times taken from the Console Log Books of the Satellite
Systems, the Integrated Payload (IPL) Systems Lead and the IPL Satellite
positions unless otherwise noted).

The Spacelab Smart Flexible Multiplexer/Demultiplexer (SFMDM)
began experiencing problems (warm starts and core swaps) in the middle of day
0. Due to these problems and the resulting troubleshooting, we were without
data and command capability via the U1 umbilical much of the time between
MET 00/17:00 and 01/11:30.

Satellite activation was initiated by turning on Satellite external power,
transmitter and receivers at MET 00/21:21. The main bus voltage at this time
was 32.6 V and the receiver was drawing nominal current. The Attitude
Measurement and Control System (AMCS), Earth Sensor (ES) and Sun Sensor
(SS) were powered on at MET 00/21:24 and the gyros began warming up. Gyro
warm-up was completed at MET 00/21:30. At MET 00/21:34 uplink was acquired
(-87 dBm, 2081.082 MHz) and the transmitter (Tx) was powered up. Tx power
was 31.3 dBm, Payload Interrogator (PI) Amplifier Gain Control (AGC) was at -
63.47 dBm. This yielded a 26 dB difference which was judged acceptable by the
Alenia Satellite personnel. The Satellite Linear Accelerometer (SLA) and
Satellite Ammeter (SA) were powered up, AMCS constants updated and the
Satellite experiments were then powered up.

After the Satellite and experiments were powered up, the Satellite
systems and experiments underwent a series of checkouts. At MET 00/22:14,
the Auxiliary Propulsion System (APS) status was checked out as nominal.
Gaseous Nitrogen (GN2) temperature was 18.8 degree Centigrade (C) and other
components registered 13-19° C. Tank pressure was at 262.9 bar and regulated
pressure at 11.96 bar. GN2 mass was, according to ground computation, 60.8 £
0.8 kilogram (Kg). The pre-flight ground measurement was 60.97 Kg. The
ground computation was deemed by Satellite personnel to be within specified
values. At MET 00/23:35 the gyro temperatures were 71.9 C for X and Z and
71.4° Cfor Y and Skew . The AMCS bus current was 1.75 Amp (A) and Satellite
gave the go for Gyro calibration (GYROCAL) to begin. GYROCAL started at
MET 00/23:38 and was completed at MET 01/00:04. Data acquisition on the
ground was not good due to the GYROCAL software not running properly. It
was determined to use default drift values (0) if a successful calibration could not
be accomplished, however, the GYROCAL special computation was fixed and it
was planned to uplink the (very small) drift values after the Satellite was put on
internal power. APS checkout was completed by cycling the thrusters. GN2
consumed during APS checkout was 0.11 Kg.

At MET 01/02:16, a Radio Frequency (RF) command test was initiated
by cycling payload (P/L) 1 and 2. The test was successful and a decision made
to keep the RF link up until just prior to Satellite external power being turned off.
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Earlier in the mission the Smart Flexible Multiplexer Demuitiplexer (SFMDM) had
experienced “warm starts”. Keeping the RF link up would allow commanding to
the Satellite in the event the SFMDM continued having problems. During this
test, the Payload Power Distribution Assembly (PPDA) current had stepped from
1.04 A to 1.44 A. It was later explained that, during the APS checkout, the crew,
when scheduling the AP checkout (APCO), issued an Item 20 on SPEC page
214 instead of on SPEC page 211. This caused the Power Verification Lamp
Assembly (PVLA) to begin flashing. The crew corrected the problem without
notifying the ground of the problem. This explains the current increase and why
the APCO (Yaw checkout) took longer to complete than expected.

At MET 01/09:57, the TEMAG calibration “on” command was
unsuccessfully sent from the Huntsville Operations Control Center (HOSC). This
command was not accepted because it was sent as an attached command and
the SDIO channel 0 (DACA) was off.

The Mission Management Team (MMT) decided to delay flyaway by
24 hours due to the problems being experienced with the SFMDM. Because of
this delay, the activation of the Satellite battery heaters was also delayed in
order to conserve battery energy. The Satellite remained fully powered, via U1,
during this period. At MET 02/09:00 the RETE dc boom package (DCBP)
temperature had reached 62" C during day passes and 41" C during night
passes and was rising. The operational upper limit of the DCBP is 65° C and the
Principal Investigator (Pl) was concerned the thermistor might be failed on.
Since there were no concerns about other temps downstream of the K7 relay, it
was opened. Afterwards the DCBP temps began to fall back to a nominal range.
At MET 02/20:09 RETE was again experiencing high temperatures and
requested their unit be turned off. Due to another SFMDM warm start this was
not possible. At MET 02/20:54 the SFMDM power cycle was completed and
RETE was powered off. During this period the mission control center at Johnson
was experiencing problems with their workstations and relied on the HOSC for
verification of the receipt of RETE commands.

2.2.1.2 Flyaway and Deployment

At MET 02/23:02 the Satellite was changed over to internal power, the
U1 was separated at MET 02/23:28 and the Deployer boom was extended.

During flyaway, the Satellite’s performance was nominal. A
ROPE/RETE compatibility test was successfully completed at MET 03/02:29 as
was a PVLA test when the Satellite reached 99 meters (m). During flyaway and
deployment the crew reported excellent visibility due to the flashing PVLAs and
the retroreflective material on the Satellite fixed boom. Both of these capabilities
were added/modified after the STS-46 mission. Stability of the Satellite was
excellent and spin rates were within their deadband limits. The only spacecraft
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off nominal performance noted during deployment was a small imbalance of
battery discharge (8%). The in-line thrusters were turned off at 1000 m rather
than the planned 600 m. Gas consumption was still lower than planned due to a
lower than expected flow rate.

When the tether had reached a length of 19.6952 km the tether broke.
The Satellite separated from the Orbiter at an equivalent 80 ft/s orbit adjust
maneuver and no separation maneuver was required. The Satellite was safed
per Tether Break procedures in the Dynamics Book but additional precautions
were taken to conserve gas and power in case a possibility existed to recapture
the Satellite. The Main Isolation Valve and the Inboard/Outboard Payload
Isolation Valve were closed, the PPDA powered off, and Auto reconfiguration
and rate damping were disabled . Telemetry was lost at MET 03/05:38. The
Satellite energy consumed at the time of the break was 934 Watt Hours (WH).
Actual power level at the time of the break was 77 Watts (W).

2.2.1.3 Free Flight

The first time telemetry was reacquired, at MET 04/18:44, the Main
Isolation, Inline 1 and Inline 2 valves were open skew gyro was off and all
programs were descheduled. The APS valves were confirmed as being open
instead of closed and tank pressure was 0 bar. In subsequent overflights of
ground stations it was determined that all commands were being accepted
except for the mode 3 commands, which meant that the Data Handling (DH)
microprocessor was lost. This meant the Deployable Retrievable Booms (DRBs)
could not be operated. Since they were not nominally operated until the Satellite
reached On Station 1, at a tether length of 20,700 meters, the DRBs were never
operated during the TSS-1R flight. Attempts were made to recover the mode 3
commanding capability (the DH microprocessor) by attempting to induce an On
Board Data Handling system power drop, in effect a hard reset, by cycling power
to the AMCS. This was attempted several times at MET 06/19:43 but was
unsuccessful.

During free flight, the Satellite and tether remained stable and there
were numerous opportunities for commanding and telemetry during over flights
of ground stations. At MET 07/08:05, the Orbiter and Satellite orbits became
close enough to communicate to the Satellite via the Orbiter Payload Interogator.
The crew reported a visual sighting of the Satellite and Tether saying it looked
completely straight with no bright spots except at the bottom. The closest
approach was at MET 07/08:57 with a distance of approximately 47 nautical
miles. The last contact with the Satellite was at MET 07/15:12. At this time the
transmitter was weak and cycling. The estimated time of complete failure was
MET 07/16:42.
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2.2.1.4 Event Summary

The STS-75 launch occurred at GMT 053:20:18:00, which is
00/00:00:00 MET. Table 2-2 provides a summary of the Satellite related events.
All flight times in this event summary will be given in MET and are approximate.

Table 2-2 Satellite Related Events From Launch Through Power Down

MET ACTION DETAIL

0/00:00 | Liftoff Launched on time. GMT: 053/20:18:00

0/01:09 | MNCON

0/01:26 | PLBD's open

0/01:27 | Go for orbit ops

0/01:40 | Sat. Insp. by CCTV cameras No apparent Satellite H/W damage

0/03:34 | DACAACT LENGTH CAME UP 23 M - SHOULD BE 0
DEPLOYER GUYS NEVER SAW THAT
BEFORE

0/04:10 | qui mon all good

0/04:32 | SWAPPED TO IOP P06 CMD EDITOR TEST GOOD, STILL NO PROB'S

0/05:00 | DACA LOADED 16 SEG. GOOD LOAD OF 16 SEGMENTS IN DACA

0/05:43 | REEL MTR C/O BRAKE MAY BE SLIPPING SOME, BUT C/O IS
GOOD

0/05:45 | HAVE NOT SEEN ANY HTR ACTIVITY SM AND PM HTR BUS CURRENTS HAVE

SINCE SHIFT START BEEN < THE VALUES OF 1 HTR PER 3.9.20

0/06:05 | VERN MTR C/O

0/15:20 | RETE/ROPE/TEMAG OCR PAP 002 is requesting to move
TEMAG/ROPE/RETE c/o until after Gyro
Calibration. They want to wait until we reload
TFL 183 (Config 759). Execute pkg shows
TEMAG c/o at 0/20:10 and ROPE/RETE c/o at
0/20:20.

0/15:40 | Qui Monitoring Nominal. PM HTR Current= .09 A. SM HTR
Current = 1.51. Hot Nest Temp = 45.03 F. Hot
Nest Vern Mtr = 15.72 C.

0/16:25 | Qui Monitoring Nominal. PM HTR Cur=0.1A SMHTR Cur =
1.49 A. Hot Nest Temp = 45.03° F. Hot Nest
Vem Mtr=15.41 C.

0/17:05 | PDI Decom fail Problem with SFMDM. Talking about running
CARRIER SSR-3: SFMDM WARM START
RECOVERY. Called up to crew. Had data fora
few seconds, then lost lock. Troubleshooting in
work.
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Table 2-2 Satellite Related Events From Launch Through Power Down (Cont'd)

MET ACTION DETAIL

0/17:25 | Warmstart Recovery Recovered SFMDM. SETS, SPREE, DCORE
need to be recovered.

0/17:49 | More troubleshooting Talking about running SSR-4 in PL. SYS.

0/18:06 | Go for Power Cycle of SFMDM CARRIER SSR+4 steps 6-12.

0/18:20 | Power cycle good Going to powerdown SPREE DPU.

0/18:50 | SFMDM Warm start Will restart SFMDM, then try SAT ACTIVATION

0/19:25 | SFMDM Cold Start

0/19:36 | Crew unable to command SFMDM to

regular format

0/19:50 | DDCS Crash Recovery

0/20:30 | AutoFail Over Data recovered. Primary core and regular
format loaded. Uploading GMEM to aliow
Carrier commands to pass through PF2.
Pressing on to Satellite Activation.

0/20:23 | IMU Align

0/21:17 | Satellite Activation started Going to run RF link test steps 1-6 after SAT
ACT performed. Need SDIO on for DACA.

0/21:21 | Satellite on extemal power, TT&X RX on Main bus voltage: 32.6 V; RX current ok

0/21:34 | RF CMD {uplink) acquired (-87 dBm, 2081.082 MHz)

0/21:36 | Tx Powered up, proper current drawn Tx pwr: 31.3 dBm; Pl AGC: -63.47 dBm; 26 dB
difference OK

0/21:51 | SLA/SA activated Nominal. SLA temp: 48.14° C

0/22.07 | OBDH/AMCS dump Uplinked AMCS Orbital Angular Change

0/22:10 | ROPE/RETE activated Nominal

0/22:13 | TEMAG activated Nominal

0/22:14 | APS Status Checked & OK (all valves Temps (C): GN2 1.8.8; other comp.: 13-19

closed) Pressures (bar):Tank 262.9; Reg. 11.96

Mass (kg): 60.8+0.8 (gnd. comp); last gnd.
meas.: 60.97

0/22:22 | Bat 1 and 4 temps low Currently showing 13.8 and 14. 39. Batteries 2
and 3 nominal. Alenia estimates batteries 1 and
4 might warm up in 2 hours. Hold off uplinking
Post Insertion TMBUs 1 and 2.

0/22:48 | RETE Pwr cycle complete CPH 3.8.5Step B

0/22:50 | Gyro Cal Update Current plan to start Gyro Cal at 0/23:25.

Planning on going to inertial hold then starting
Gyro cal.
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