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Assessment of Constitutive and Stability Behavior of Sands Under Plane 
Strain Condition 
S. Sture, University of Colorado 

Session 2 C: Dvnamics and Instabilities I (East Bal/room) 

Session Chair 
I. Alexander, NCMRlCase Western Reserve University 

Thermal Field Imaging Using Ultrasound 
D. Andereck, Ohio State University 

Stability of Thermocapillary Return Flows Under Vertical Gravity Modulation 
G. Homsy, Stanford University 

Molecular Dynamics Fluid-Solid Systems 
J. Koplik, City College of New York 

Diffusing Light Photography of Container less Ripple Turbulence 
S. Putterman, University of California, Los Angeles 

Weakly Nonlinear Description of Parametric Instabilities in Vibrating Flows 
E. Knobloch, University of California, Berkeley 

Instabilities and Spatio-Temporal Chaos of Hexagonal Convection Patterns 
in the Presence of Rotation 
H. Riecke, Northwestern University 

Free Time 

Thursday, August 10, 2000 (Ballroom) 

Plenary Chair 
Dr. Iwan Alexander, Fluids Chief Scientist, NCMRlCase Western Reserve University 

Theme Speaker: 

"An Integrated Exploration Strategy" 
Mr. Michael Conley, Deputy Manager, Advanced Development Office, 
NASA Lyndon B. Johnson Space Center 
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5:00-5:20 PM 

5:20-5:40 PM 

5:40PM on 

8:00-8:45AM 



Keynote Speakers: 

"The Interaction of Convection and Solidification" 
Prof. Stephen Davis, Northwestern University 

"Macromolecular Influences on Liquid Flow in Narrow Channels: 
The Role of Boundary Conditions for Adsorption" 
Prof. Matthew Tirrell, University of California, Santa Barbara 

Break 

Session 3A: Multiphase Flow and Phase Change III (West Ballroom) 

Session Chair 
V. Dhir, University of California, Los Angeles 

Computations of Boiling in Microgravity 
G. Tryggvason, University of Michigan 

Numerical Simulation of Three Dimensional Bubble Growth and Detachment 
in a Microgravity Shear Flow 
S. Banerjee, University of California, Santa Barbara 

Three-Dimensional Oscillations ofInviscid Drops Induced by Surface Tension 
C. Pozrikidis, University of California, San Diego 

Scaling of Multiphase Flow Regimes and Interfacial Behavior at Microgravity 
C. Crowley, Creare, Inc. 

Development of a Magnetic Resonance Imaging Technique for Measuring Emulsion 
Coalescence 
R. Powell, University of California, Davis 

Session 3B: Complex Fluids II (Dolder-Hassler) 

Session Chair 
1. Goddard, University of California-San Diego 

Gas & Liquid Transport Inside Aqueous Foams 
D. Durian, University of California, Los Angeles 

Foam Evolution: Experiments and Simulations 
H. Aref, University of Illinois 

Linear Viscoelastic Response of a Concentrated Emulsion 
M. Loewenberg, Yale University 

Dusty Plasma Dynamics Near Surfaces in Space 
J. Colwell, University of Colorado, Boulder 
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Rheology of Foam Near the Order-Disorder Phase Transition 
R. Holt, Boston University 

Session 3 C: Interfacial Phenomena II (East Ballroom) 

Session Chair 
R. Davis, University of Colorado 

Micro-Fluid Dynamics in an Evaporating Sessile Droplet 
R. Larson, University of Michigan 

Inertial Effects on the Hydrodynamics of Moving Contact Lines 
S. Garoff, Carnegie Mellon University 

Liquid Bridge Stabilization with Acoustic Radiation and Maxwell Stress 
P. Marston, Washington State University 

The Effect of Convection on Morphological Instability 
S. Davis, Northwestern University 

The Dynamics of Miscible Interfaces: A Space Flight Experiment 
T. Maxworthy, University of Southern California 

Lunch -free time 

Exposition Session (Ballroom) 

Longitudinal and Transverse Waves in Coulomb Crystals Formed in a Dusty Plasma 
A. Bhattacharjee, University oflowa 

Diffusive Coarsening of Liquid Foams in Microgravity 
J. Glazier, University of Notre Dame 

Phase-Shifting Liquid Crystal Point-Diffraction Interferometry 
D. Griffin, NASA Glenn Research Center 

DSD-A Particle Simulation Code for Modeling Dusty Plasmas 
G. Joyce, Plasma Physics Division 

12:00-12:20 PM 

10:40-1 I :00 AM 

I I :00-1 I :20 AM 

1 I :20-1 I :40 AM 

I I :40-12:00 PM 

12:20-12:20 PM 

12:30-2:00 PM 

2:00-5:00 PM 

Aggregation and Gelation of Anisometric Colloidal Particles: Preliminary Results and Research Plan 
M. Solomon, University of Michigan 

Gelation Kinetics in Aerosols 
C. Sorensen, Kansas State University 

Novel Optical Diagnostic Techniques for Studying Particle Deposition Upon Large Cylinders in a 
Sheared Suspension 
M. Yoda, Georgia Institute of Technology 
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(Exposition Session Continued) 

Effect of Pressure on Microstructure ofC12E5/n-Octane-in-D~O Microemulsions 
M. Paulaitis, Johns Hopkins University 

Non-Equilibrium Particle Configuration in Sedimentation 
P. Tong, Oklahoma State University 

Dynamics of Grain Boundaries in 2D Colloids 
Q.-H. Wei, University of Pittsburgh 

Photonic Crystals Based on Self-Assembly of Colloidal Particles 
D. Weitz, Harvard University 

Gravitational Effects on Flow Instability and Transition in Low Density Jets 
A. Agrawal, University of Oklahoma 

Lattice-Boltzmann Methods for Multiphase Flows in Microgravity Environments 
R. Chella, Florida State University 

Resonance Effects in a Horizontal Double-Diffusive Layer Under Gravity Modulation 
C. Chen, The University of Arizona 

Separation of Carbon Monoxide and Carbon Dioxide for Mars ISRU-Concepts 
M. LeVan, Vanderbilt University 

Rivulet Dynamics with Variable Gravity and Wind Shear 
J. Marshall, University ofIowa 

Periodic Flow and Its Effect on the Mass Transfer of a Species 
R. Narayanan. University of Florida 

Instability and Breakup of Gas Jets Injected in Coflowing Liquids 
R. Parthasarathy, The University of Oklahoma 

Fluid Physics and Macromolecular Crystal Growth in Microgravity 
M. Pusey, NASA Marshall Space Flight Center 

Electrohydrodynamic Flows in Electrochemical Systems 
D. Saville, Princeton University 

Competing Harmonic and Subharmonic Instabilities and Parametrically Excited Surface Wave Patterns 
M. Silber, Northwestern University 

Dynamics and Stability of Liquid Bridges 
I. Alexander, NCMRlCase Western Reserve University 

Droplet Formation by Vortex Rings 
L. Bernal, University of Michigan 

NASAlCP-2000-210470 xviii 



(Exposition Session Continued) 

Thermophoretic Force Measurements on Single Spherical and Nonspherical Particles 
EJ. Davis, University of Washington 

Capillary Instabilities in the Microgravity Environment 
J. Grotberg, University of Michigan 

Experiments on the Richtmyer-Meshkov Instability oflncompressible Fluids 
J. Jacobs, The University of Arizona 

Absolute and Convective Instability and Splitting of a Liquid Jet at Microgravity 
S. Lin, Clarkson University 

A Compact Laser Velocity Strain and Vorticity Probe for Microgravity Research 
M. Otugen, Polytechnic University 

Decoupling the Roles oflnertia and Gravity on Particle Dispersion 
C. Rogers, Tufts University 

Ground Based Studies of Thermocapillary Flows in Levitated Laser-Heated Drops 
S. Sadhal, University of Southern California 

Stability of Shapes Held by Surface Tension and Subjected to Flow 
P. Steen, Cornell University 

Instability of Miscible Interfaces 
R. Balasubramaniam, The National Center for Microgravity Research 

Low Velocity Impact Experiments in Microgravity 
J. Colwell, University of Colorado 

Surface Collisions Involving Particles and Moisture (SCIP'M) 
R. Davis, University of Colorado 

Stereo Imaging Velocimetry of Mixing Driven by Buoyancy Induced Flow Fields 
W. Duval, NASA Glenn Research Center 

Granular Material Flows with Interstitial Fluid Effects 
M. Hunt, California Institute of Technology 

Sheet Flows, Avalanches, and Dune Migration on Earth and Mars 
J. Jenkins, Cornell University 

Turbulent Coagulation of Aerosol Particles 
D. Koch, Cornell University 

Microscopic Flow Visualization in Demixing Fluids During Polymeric Membrane Formation in Low-G 
W. Krantz, University of Cincinnati 
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(Exposition Session Continued) 

Microgravity Driven Instabilities in Gas-Fluidized Beds 
A. Ladd, University of Florida 

The Dynamics of Particulate Deposition and Resuspension Processes at Moderate to 
High Reynolds Numbers 
E. Meiburg, University of Cali fomi a at Santa Barbara 

Studies of Wet Granular Media 
P. Schiffer, University of Notre Dame 

Superfluid Contact Line Dynamics 
P. Taborek, University of California, Irvine 

Splashing Droplets 
R. Vander Wal, The National Center for Microgravity Research 

Capillary Flow in Interior Comers 
M. Weislogel, TDA Research Inc. 

Driven Two-Dimensional Turbulence 
X. Wu, University of Pittsburgh 

Taylor Cones on Thin Flowing Films 
S. Bankoff, Northwestern University 

Dynamics and Arrest by Freezing of a Molten Contact Line Advancing Over a Cold Substrate 
A. Sonin, Massachusetts Institute of Technology 

Stability and Heat Transfer Characteristics of Condensate Fluid Layers in Reduced Gravity 
J. Hermanson, Worcester Polytechnic Institute 

Two Phase Flow in Multi-fhannels - Liquid Holdup and Capillary Flow 
F. Issacci, Honeywell Aerospace 

Buoyancy-Driven Instabilities in Single-Bubble Sonoluminescence 
T. Matula, University of Washington 

A Study of Bubble and Slug Gas-Liquid Flow in a Microgravity Environment 
J. McQuillen, NASA Glenn Research Center 

Investigation of Critical Heat Flux in Reduced Gravity Using Photomicrographic Techniques 
I. Mudawar, Purdue University 

Computational Modeling of the Effect of Secondary Forces on the Phase Distribution in Dispersed 

Multiphase Channel Flows 
G. Tryggvason, University of Michigan 

Heat Transfer Performances of Pool Boiling on Metal-Graphite Composite Surfaces 
N. Zhang, NASA Glenn Research Center 
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(Exposition Session Continued) 

Thennocapillary Migration of Bubbles 
V. Arpaci, University of Michigan 

Detennination of the Accommodation Coefficient Using Vapor-Gas Bubble Dynamics in an 
Acoustic Field 
N. Gumerov, Dynaflow, Inc. 

Gas-Evolving Effect on Mass Transfer in Rotating Electrochemical Cells Under Microgravity 
Y. Kamotani, Case Western Reserve University 

Industrial Processes Influenced by Gravity 
Y. Kamotani, Case Western Reserve University 

Bubble Fonnation on a Wall in Cross-Flowing Liquid and Surrounding Fluid Motion, 
With and Without Heating 
Y. Kamotani, Case Western Reserve University 

Bubble Dynamics on a Heated Surface 
M. Kassemi, The National Center for Microgravity Research 

The Investigation of the Effects of Gravity on Single Bubble Sonoluminescence 
P. Marston, Washington State University 

Atomization Processes in Fluid-Fluid Flows: Prediction of the Frequency of the Precursor Solitary Waves 
M. McCready, University of Notre Dame 

Recent Development in the Studies of Annular Two-Phase Flow at Microgravity 
K. Rezkallah, University of Saskatchewan 

Free time 

Dinner and Speaker (begins at 6:00 P.M.) 
Windows on the River (shuttle service provided) 
Presiding: Dr. Simon Ostrach, Director, NCMR 
Guest Speaker: Dr. Kathie Olsen, Chief Scientist, NASA HQ 

Friday, August 11,2000 (Ballroom) 

Plenary Chair 
Prof. Paul Neitzel, Georgia Institute of Technology, DWG Chair 

Keynote Speakers: 

5:00-6:00 PM 

6:00-10:00 PM 

"Virtual Surfaces Using Fluidic Actuators" 8:00-8:45 AM 
Prof. Ari Glezer, Georgia Institute of Technology 
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"Microgravity Effects on Cardiovascular Flow and Transport" 
Prof. John Tarbell, Pennsylvania State University 

Theme Speaker: 

Dr. Donald Henninger, Deputy Project Manager, Advanced Life 
Support Program, NASA JSC 

Break 

Session 4 A: Multiphase Flow and Phase Change IV (West Ballroom) 

Session Chair 
C. Herman, Johns Hopkins University 

Fluid Dynamics of Bubbly Liquids 
A. Sangani, Syracuse University 

Sonoluminescence in Space: The Critical Role of Buoyancy in Stability and 
Emission Mechanisms 
R. Holt, Boston University 

Attenuation of Gas Turbulence by a Nearly Stationary Dispersion of Solid Particles 
J.Eaton, Stanford University 

Thermocapillary Flow and Aggregation of Bubbles on a Solid Wall 
P. Sides, Carnegie Mellon University 

Transition from Pool to Flow Boiling-The Effect of Reduced Gravity 
V. Dhir, University of California, Los Angeles 

Session 4 B: Complex Fluids III (Dolder-Hassler) 

Session Chair 
A. Gast, Stanford University 

Inertial Effects in Suspension Dynamics 
J. Brady, California Institute of Technology 

Plasma Dust Crystallization 
1. Goree, University oflowa 

Characterization of Acousto-Electric Cluster and Array Levitation and its 
Application to Evaporation 
R. Apfel, Yale University 
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Particle Segregation in a Flowing Suspension Subject to High-Gradient 
Strong Electric Fields 
A. Acrivos, City College of New York 

Engineering Novel Biocolloid Suspensions 
D. Hammer, University of Pennsylvania 

Session 4C: Dl'namics and Instabilities II (East Ballroom) 

Session Chair 
Y. Kamotani, Case Western Reserve University 

Non-Coalescence in Microgravity: Science and Technology 
G. Neitzel, Georgia Institute of Technology 

Critical Velocities in Open Capillary Flow 
M. Dreyer and H. Rath, Center for Applied Space Technology and 
Microgravity (ZARM), University of Bremen 

Geophysical Flow Experiments in Rotating Spherical Capacitors 
J. Hegseth, University of New Orleans 

The Evolution of Tensile Stresses in Uniaxial Elongational Flows of Dilute 
Polymer Solutions Subjected to a Known Preshear History 
G. McKinley, MIT 

Acoustic Study of Critical Phenomena in Microgravity 
M. Moldover, NIST 

Lunch and Speaker 
Sheraton City Centre Hotel (West Ballroom) 
Guest Speakers: Mr. Robert Corban 

Fluid and Combustion Facility Deputy Project Manager 
NASA Glenn Research Center 
"Fluid Physics Research on the International Space Station" 

Professor John Goree 
University of Iowa 
"International Microgravity Plasma Facility (TMPF)" 

Forum for Emerging Research Themes (East Ballroom) 

Adjourn 

NASAlCP-2000-21 0470 xxiii 

11:45-12:05 PM 

12:05-12:25 PM 

10:45-1 1:05AM 

I I :05-1 I :25 AM 

11:25-11:45 AM 

11:45-12:05 PM 

12:05-12:25 PM 

12:45-2:00 PM 

2:00-4:00 PM 

4:00PM 



PREFACE AND ACKNOWLEDGMENTS 

The Fifth Microgravity Fluid Physics and Transport Phenomena Conference provides us the opportunity to view the 
current scope of the microgravity Fluid Physics and Transport Phenomena Program and conjecture about its future. 
The program currently has a total of 100 ground-based and 20 candidate flight principal investigators. A look at the 
collection of abstracts in this document clearly shows both the high quality and the breadth of the ongoing research 
program. One can easily notice many established world-class scientists as well as investigators who are early in 
their career poised to achieve that stature. We hope that many of the participants in this conference will perceive 
microgravity fluid physics as an exciting and rewarding area of research and choose to participate in the upcoming 
NASA Research Announcement expected to be released in Fall of 2000. 

The microgravity program under the leadership of its new director, Dr. Eugene Trinh, is poised for some changes. 
Although the utilization of the International Space Station (ISS) and development of facilities and hardware to 
achieve that will continue to be the centerpiece of the-program, the research to be conducted on it as well as in the 
ground-based program is likely to see a shift in emphasis. Dr. Trinh indicates that the first goal of the Microgravity 
Research Program is the development of a fundamental scientific base for human and robotic forays into outer 
space. The second goal is the utilization of the unique space environment for basic and applied scientific knowl
edge, both to fulfill innate curiosity and to improve the human condition on Earth. As the Agency moves to tap the 
potential of the emerging disciplines of nanotechnology and biologically inspired technologies, the Microgravity 
Research Program plans to playa significant role by promoting research in these areas. Cross-disciplinary research 
is another theme that program is emphasizing. 

Two elements of the International Space Station (ISS) are already on the orbit and the next major phase of the 
assembly is about to begin in earnest this year. ISS provides the microgravity research community with a tremen
dous opportunity to conduct long-duration microgravity experiments, which can be controlled and operated from 
their own laboratory. Frequent planned shuttle trips will provide opportunities to conduct many more experiments 
than were previously possible. NASA Glenn Research Center is in the process of designing a Fluids and Combus
tion Facility (FCF) to be located in the US Laboratory Module of the ISS that will accommodate multiple users with 
a broad range of fluid physics and transport phenomena experiments and enable these experiments to be conducted 
in a cost effective manner. Physics of Colloids in Space (PCS) our first major experiment is to be launched in 
April of 200 1. Launch of the Fluids and Combustion facility in 2004 will begin the full utilization of ISS by the 
discipline. 

NASA had asked the National Research Council (NRC) to undertake an assessment of scientific and related techno
logical issues facing NASA's Human Exploration and Development of Space endeavor. An NRC committee 
Chaired by Prof. Raymond Viskanta (Purdue University) recommended the following areas of high priority research 
on fundamental phenomena/processes: 

• Surface and Interfacial Phenomena 
• Multiphase Flow and Heat Transfer 

MuItiphase Systems Dynamics 
• Fire Phenomena 
• Granular Mechanics 

As one might have expected, most of these high priority areas fit well within the fluid physics and transport phe
nomena discipline. They bear a strong resemblance to the perfonnance goals previously developed by the 
Microgravity Research Program that are listed below: 
l. Advance the state of knowledge sufficiently to allow development of reliable and efficient heat transfer tech

nologies for space and extraterrestrial operations. 
2. Advance the state of knowledge sufficiently to allow development of effective fluid management technology for 

space and extraterrestrial and industrial applications. 
3. Establish the knowledge base required to design chemical process systems for exploration missions. 
4. Advance the state of knowledge sufficiently to enable dust control technologies and bulk material handling for 

extraterrestrial habitats and/or in situ resource utilization. 
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Like the Microgravity Research Program, this conference has undergone a number of changes and innovations. In 
consultation with the Fluid Physics and Transport Phenomena Discipline Working Group chaired by Professor Paul 
Neitzel, we decided to abandon the production of proceedings with the full-length papers on a CD ROM and elected 
to go with a virtual proceedings of the presentation charts on the World Wide Web at the website 
htt,,:llwww.ncmr.org/events/fluids2000.html. In this regard we acknowledge the support of our principal investiga
tors who have provided us timely inputs of their charts and abstracts and accommodated our format requirements. 
This cooperation was critical in implementing this and is very much appreciated. 

The Discipline Working Group has provided the much-needed guidance in planning the content and the format of 
this conference. Their advice and guidance were essential for the success of this conference. 

This conference has been organized and hosted by the National Center for Microgravity Research on Fluids and 
Combustion under the leadership of its Director, Professor Simon Ostrach. I would like to acknowledge the exten
sive efforts of Ms. Christine Gorecki and other members of the Center in planning, organizing. and hosting the 
conference and in preparing the proceedings and Conference materials. Sincere appreciation is offered to the authors 
for providing the abstracts and presentation charts in a timely manner and to the members of the Microgravity Fluids 
Physics Branch of NASA Glenn Research Center for their many contributions. 

Finally I would like to express my gratitude to all of the Conference participants for their contributions to the 
success of this Conference. 

Dr. Bhim S. Singh 
Fluid Physics Discipline Lead Scientist 
Mail Stop 500-102 
NASA Glenn Research Center 
21000 Brookpark Road 
Cleveland, Ohio 44135 
Phone: 216-433-5396 
Fax: 216-433-8660 
E-mail: bhim.s.singh@grc.nasa.gov 

This conference was made possible by the efforts of many people. We acknowledge the contributions of the follow
ing individuals: 

Fluid Physics and Transport Phenomena Discipline Working Group: 
G. Paul Neitzel (chair), Georgia Institute of Technology 
Bhim Singh (vice-chair), NASA Glenn Research Center 
Iwan Alexander, Case Western ReservelNational Center for Microgravity Research 
Sanjoy Banerjee, University of California-Santa Barbara 
Bradley Carpenter, NASA Headquarters 
Stephen Davis, Northwestern University 
Donald Gaver, Tulane University 
Joe Goddard, University of California, San Diego 
Joel Koplik, City College of the City University of New York 
Gerald Pitalo, NASA Headquarters 
Matthew Tirrell, University of California Santa Barbara 
David Weitz, Harvard University 
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Session Chairs 
Plenary Sessions: 

Jack Salzman, Chief, Microgravity Science Division, NASA Glenn Research Center 
Iwan Alexander, Case Western Reserve University, NCMR 
G. Paul Neitzel, Georgia Institute of Technology 
Simon Ostrach, Case Western Reserve University, NCMR 

Parallel Sessions (In Session Order): 
Gretar Tryggvason, University of Michigan 
Hasan Aref, University of Illinois 
Stephen Davis, Northwestern University 
Andrea Prosperetti, Johns Hopkins University 
Douglas J. Durian, University of California, Los Angeles 
Iwan Alexander, Case Western Reserve University, NCMR 
V.K. Dhir, University of California, Los Angeles 
Joe Goddard, University of California, San Diego 
Robert Davis, University of Colorado 
Cila Herman, Johns Hopkins University 
Alice Gast, Stanford University 
Yasu Kamotani, Case Western Reserve University 

National Center for Microgravity Research on Fluids and Combustion: 
Simon Ostrach, Director 
Thomas Labus, Deputy Director 
Iwan Alexander, Fluids Senior Scientist 
Christine Gorecki, Conference Coordinator 

Conference Team: 
Christine Gorecki 
Beatrix Norton 
Jennifer Wells 
Ann Heyward 
Sandra Jones 
Twan Alexander 
Norman Weinberg 
William Yanis 
Sandra Reynolds 

The Logistics and Technical Information Division and its support service contractors, particularly Kristen Easton, 
Patricia Webb, and Gayle DiBiasio. 
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August 9,2000 
Opening Plenary Speaker 

Microgravity Sciences Program Overview 

Dr. Eugene Trinh 
NASA Headquarters 

Director for Microgravity Research Division 
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Outline 

• NASA Program Organization 

• Physical Sciences· Research in Space - Biolog:y Connection, 

• Fluid Physics Program Dual Thrust - Integrating Function 

• Immediate and Future Plans 
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Physical Sciences Research Division Goals 

• To carry out cutting-edge, peer-reviewed, and multi-disciplinary 
bas'ic research enabled by the space environment to address 
NASA's goal of advancing and communicating knowledge 

• To develop a rigorous cross-disciplinary scientific capability 
bridging physical sciences and biology to address NASA's 
human and robotic space exploration goals 

• To establish the ISS facilities into a unique on-orbit science 
laboratory addressing targeted scientific and technological 
issues of high significance 

• To enhance the knowledge base impacting Earth-based 
technological and industrial applications 
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Proposed 
Organization 

9/29/00 

Division of 
Physical Sciences in Space* 

-Fundamental Research 
-Fundamental Physics 
-Materials Science 
-Fluid Physics 
-Combustion Science 
-Exploration Research 

-Siomolecular Physics 
-Atomic and Molecular Processes in Biosystems 
-Biological Sensing Phenomena 
.cellular Components Assembling Mechanisms 

-Biotechnology & Earth-based Application 
-Cellular Biotechnology 
-Macromolecular Biotechnology 
-Earth-based Applications 

-Manage Division Education & Outreach, Unique 
Facilities Utilization, Internat'l Science and esc 
Research Collaborations 

Cross"disciplinary Science and Technology VVorking Group 
Commercial Space Centers 

*Research and technology development from TRL 1 - 3 
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Goal-oriented basic 
and applied research 
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Fundamental research 
enabled by the microgravity 

environment 
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Basic research targeting 
human space exploration 

goals 

Microgravity research in 
support of Earth-based 

applications 
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• The Microgravity fundamental research carried out in Code U (Office of 
Fundamental Research) involves a substantial multi-disciplinary 
scientific community 

• This peer-reviewed research is laying the groundwork for the 
. development of enabl.ing technologies for future human exploration 

• This research is complementary to the technology development efforts 
carried out in both Code R (Office of Aerospace Technology) and Code 
M (Office of Space Flight): The Knowledge generated by basic research 
in code U can be transferred to Codes Rand M for the development of 
Capabilities, and finally to Code M for integration of Products into 
systems and platforms. 
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Fluid ,Physics Program Dual Thrust: 

• Peer-reviewed research based on scientific value and 
ex!ploiting advantages of the microgravity environment 

• Peer-reviewed research based on engineering applications 
and relevant to human space exploration endeavor 

The second component will be strengthened withi a rigorous 
research program coordinated with other NASA enterprises 
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Fluid Physics Relevance to NASA Biology Program: 

• Fluid Physics is " The Foundation for all other Microgravity 
science Disciplines" 

~ III This statement must be validated by impl:ementing an 
• Integrating function across the physical sciences disciplines 
: as well as across the entire the biological sciences relevant 
to the Code Uprogram 

I 

Example in current research program: S. Garoff's Micro-
Scale Hydrodynamics near Moving Contact Lines 

9/29/00 EHT 10 
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~ III I Microscale Hydrodynamics Near Moving Contact Lines (J..ISCALE) 

-V1 

Objective: 

To understand the wetting of solids by fluids. 

Payoff: 

Value and Benefit: A correct understanding 
of wetting physics would have a 
significant impact on~ 

• The design and optimization of coating 
processes, including rapid coating of 
optical fibers,and durable coatings on 
metals. 

• Materials for oi I recovery processes. 

• The design of MEMS and BIOMEMS 
devices. 

• Design of processes for preparation of 
pharmaceuticals. 

ConlactUoQ Hydrodynamics U2l 

Apparent contact line 
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PI: Steve Garoff PSi: David Jacqmin PM: Amy Jankovsky 
Carnegie Mellon Universtty NASA Glenn Research Center NASA Glenn Research Center 
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Microfluidic devices 
for fundamental biology 
investigations in space 

9/29/00 

Liquid Management in JlG 

EHT 

Interface Dynamics 
in multi phase flows and 
heat transfer systems 
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~ III Immediate and Future Plans 
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II1I11 

• Establish and sustain an engineering-oriented research 
program coordinated with NASA's Offices of Space Flight and 
of Aerospace Technology 

• Define a discipl'ine roadmap to implement an integrating 
function across the physical and bio1logical sciences 

• Create a vigorous research program with a mix of "high risk" 
research combined with rigorous, detailed oriented tasks to 
strengthen its status within NASA, and to advocate for growth 

9/29/00 EHT 13 



August 9,2000 
Keynote_ Speaker 

Microgravity Research in Support of Technologies 
for the Human Exploration and Development of 

Space and Planetary Bodies 

NASNCP-2000-210470 

Prof. Raymond Viskanta 
Purdue University 

18 



z 
~ 
C/'l 

? 
§ 
I~ -
~ 
o 

-\0 

MICROGRAVITY RESEARCH IN SUPPORT 
OF TECHNOLOGIES FOR THE HUMAN EXPLORATION 

AND DEVELOPMENT OF SPACE AND 
PLANETARY BODIES 

Dr. Raymond Viskanta 
Purdue University 

Past Chair, Committee on Microgravity Research 
National Researc'h Council 

Fifth Microgravity Fluid Physics and Transport 
Phenomena Conference 

August 9, 2000 
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Committee on Microgravity Research 
(Membership through June 30, 2000) 

RAYMOND VISKANTA, Purdue University, Chair 
ROBERT A. AL TENKIRCH, Mississippi State University 
ROBERT L. ASH, Old Dominion University 
ROBERT J. BAYUZICK, Vanderbilt University 
CHARLES W. CARTER, JR., University of North Carolina at Chapel Hill 
GRETCHEN DARLINGTON,* Baylor College of Medicine 
RICHARD T. LAHEY, JR., Rensselaer Polytechnic Institute 
iRALPH A. LOGAN, AT&T Bell Laboratories (rietired) 
FRANKLIN K .. MOORE, Cornell University 
WILLIAM W. MULLINS, Carnegie Mellon University (emeritus) 
ROSALIA N. SCRIPA,* University of Alabama at Birmingham 
FORMAN A. WILLIAMS, University of California at San Diego 

SANDRA J. GRAHAM, National Research Council, Study Director 

*former member. 
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History 

~ Study requested by MSAD in 1996 In response to reorganization of NASA and 
-.l . 

o placement of microgravity in HEDS enterprise 

N 

Phase I report (published 1997) 

• a preli minary report 
• considered broad categories of HEDS technologies 
• assessed current microgravity research for potential to contribute to H EDS 
• provIded programmatic recommendations regarding MRD's rote in HEDS 

Phase II report (published July 2000) 

.' surveys wide range of specific technologies 
• identifies and ,describes specific mi!crogravity phenomena important to HEDS 

technologies 
• recommends focused areas of microgravity research 
• provides programmatic recommendations 

3 Comrnttoc on Micl{Jgravity Research 
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Purpose and Scope 

~ Purpose 
o 

N 
N 

To identify opportunities for mlcrogravity research to contribute to the 
understanding of fundamental scientific questions underlying operation and 
development of exploration technologies 

Scope 

• Considered all HEDS environments (space, lunar, Mars, asteroids) 

• Does not recommend (to NASA) program balance between HEDS related 
research and other microgravity research 

4 GoITmitloc or Mic.rogravr.y Research 
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Technological Challenges 

"If we're going to think of a human Mars mission ... we can't use 

engineering processes that we have today. The limitations of these 

systems are the biggest barrier to reducing the costly problem of 

design uncertainty" 

Sam Venneri 
NASA Chief Technologist 
June 1998 
Aerospace America 

5 CommiUtae on Microgravity Research 



Hubble Instrument (NICMOS) Faces Shorter Lifespan 
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~ "We have no space experience with these things, we're pushing 
l2 
-.l . o . 

the envelope because we wanted to try to get a four- to five-year 

lifetime. What we're finding out is that the properties of this stuff 

are,not well understood, not modeled." 

~ Edward WeilerSPRCE 
NASA AA fo~Science 
Space News 3 
March 31 - April 6, 1997 

30 Committee on Mlcrogr3vity Rose.aroh 
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~ • CMGR will undertake an assessment of scientific and related -
~ . technological issues facing NASA's Human Exploration and 

Development (HEDS) endeavor . 

• The Committee will specifically look at mission enabling 
technologies which, for development, require an improved 
understanding of fluid and material b~havior in reduced 

~ gravity environment . 

• The Committee and NASA mutually interpreted the main 
thrust of the charge to b'e determination of the gravity-related 
physicochemical phenomena most relevant to HEDS 
technology needs and recommendations of fundamental 
research on those pheno'mena. 

6 Comm:t1ee 011 MI'crogril.vi1y Research 



z 
;J> 
Vl 

~ r 
§ 

I 
t~ 

~ 
-J o 

I~ 
01 

Materials Processing in Microgravity 

• Previous CMGR NRC reports 

- "Toward a Microgravity Research Strategy," 1992 

- "Microgravity Research Opportunities for the 1990s," 1995 

• For example, solidification of metals is affected by 
buoyancy forces 

- Microsegragation reduced by mi!crogravity environment 

- Suppression of detrimental convection 

- Growth is diffusion controlled 

- J.19 eliminates sedimentation 

8, Committee Oil "''''crogravily Research 
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- Workshop on Research for Space Exploration: 
Phiysical Sciences and Process Technologies 

- Sixth International Conference on Engineering 
Construction and Q'perations in Space 

- Ninth AnnuaINASA-JPL Advanced Space Propulsion 
Research Workshop 

• 30 years of refere'nce documents on space technology and 
fluid/materials behavior 

• Detailed technical briefings from NASA, academia and 
industry 

7 CommUlee ()n Microgravity R~ea1"C'h 
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HUlnan Support 
Health & Human Performance 

Advanced Life Support 
Advanced Habitation Systems 

EVA & Surface Mobility 

Space Transportation 
Affordable Eartlt-to-Orbit Transportation 
Advanced Interplanetary Propulsion 
Cryogenic Fluid Management 
Aeroassist 
In Situ Resource Utilization. 

Advanced Space Power 
A dvanced Power Generation 
Power Management 
Power Storage 

Information & Automation 
Communications & Networks 

Adv'41Jced Operutions 
Intelligent Systems 

Intelligent s..vnthesis Environment 

Sensors & Instruments 
Science & Engineering Field Labs 
Planeta.ry Prospecting 
Sample Curation 
Environmental &: Medical Monitoring 
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Advanced Space Power 

~ Advanced Power Generation 

• Lightweight, high rclaibility, high efficiency 
systems for multi-year missions 

• M.egawatt .. class systems for efficient 
spacecraft propulsion 

• 100 KW ~class fixed surface power 
systems 

• 10 KW -cla~s mobile systems 

• I KW -class human-portable systems 

• Advanced PV systemsfor I-JOO KW 

• Solar Dynamic options for 10-1000's KW 

• Potential Nuclear options for 100 .. Multi-MW 

Energy Storage 

• High capacity regenerative fuel cell and 
lightweight battery options for long-tenn 
storage and fixed surfac.e operations 

• Compact, nzobile systems (batteries,juelcells 
or flywheel systems) 

Power Management 

• Very lightweight, high efficiency systems (10-
J OOX better than state-of-the-art) 

" 
• 

Broad power range: KW to MW 

Reconfigurable, fault tolerant power networks 
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HEDS Functions 

Power Generation and Storage 

Space Propulsion 

Life Support 

Hazard Control 
i 

Material Production and Storage 

Construction and Maintenance 

9 CommiHee on Micfogrilvily Research 



z 
>
Vl 

~ 
I 
I...) 

§ 
I'.:. -o 

Approach 

~. Defined broad HEDS functions 

w 

Determined capabilities required for each function 

Discussed various technologies capable of fulfilling each function 
Current space technologies 
Proposed space technologies 
Current Earth technologies applicable to space 

BrOike down technologies into subsystems and processes 

Identified common subsystems (or processes) affected by gravity levels 

Identified phenomena important to operation of subsystem and processes 

10 CO"r1mijee on Mcrogravity Research 
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Approach (Example) 

3. HEDS function 
o 

'-..J 
I") 

(Space Propulsion) 

Capabilities required to fulfill function 
(Generation of adequate propulsive force) 

SystemJTechnologies that can provide capability 
(Solar Electric/Rankine eyere) 

Subsystem/Com,ponent 
(Two-phase radiator) 

;, 'I 

Phenomena that affect operation of subsystem in low gravity 
(Multiphase flow and heat transfer) 

12 Commit1ae on Microgralfity Research 
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Approach (Example) 

~ HEDS function 
o 

w 
w 

(Material Production and Storage) 

Capabilities required to fulfill function 
(Physical and chemical processing) 

SystemITechnologies that can provide capability 
(Sabatier reactor) 

. Subsystem/Component 
(Catatyst bed reactor) 

!Phenomena that affect operation of subsystem In low gravity 
(Flow in porous media) 

11 Commitee on f\o'icrogravi1y Research 
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Capabilities Needed to Carry Out HEDS Functions 

Power Generation and Storage 
Generation of adequate energy 
Storage of energy 
Conversion of energy to work 

Space Propulsion· 
Generation of adequate propulsive 
force 

Life Support· 
Revitalization of atmosphere 
Reclamation of water 
Management of solid waste 
Control of temperature and humidity 
Production of food 

Hazard Control 
Protection of crew and habitat/spaceship from fire 
Protection from rad iation 
Protection from chemical and biological 
contamination 

Material Production and Storage* 
Extraction and transport of feedstock 
Concentration and beneficiation of feedstock 

, Physical and chemical processing 
Storage of processed materials 

Construction and Maintenance 
Site preparation 
Fabrication of components or structural etements 
from raw or processed materia's 
Joining of components or structural elements 

13 CommiUee on Microg'('cwity Research 
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Sc;hematic of a generic electric power system. 
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Qualitative diagram illustrating the regimes of applicability 
of various space power systems. 
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Solar Energy Flux as a Function of Distance From the Sun 
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Liquid .... r.: 
Water 

Static feed water electrolysis cell. 

Product H2 Product 02 

t....-. ......., _--II t 11-' __ 

Electrodes 

I 

i I 

... 4H20 == 4e, ~ 2H'2 + 40H- ! 

': ' t I 
.·~40H- ~r2 + 2H20 +48 

. 'Water .' . . ..... " 

, Vapor 

L.----'7T Asbestos Matrices .. 

,I 
, 

. ~e .. 

DC' Power 
Supply 
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List of Selected Subsystems for Passive 

and Active Power Generation 

Represenlatlve 
Subsystem Passive Active 

PV TE TI TPV BR RA ST AMTEC 
Batteries L L L L - · - · 
Boiler - - - - - H · · 
Caplll ary pum ped - - ~ ~ H H H -
loop 
Compressor - - - · L · l- -

Condens9r · - - - - H - H 
Converter L L L L . · · I -

Controls L L L L L L L L 
Evaporator · · - - . · - H 
Heal exchanger · · - - M H M M 
Heat pipes · - - - H H H -
P has e secafa10r · - - - - H · · 
Pipes. · · - - L M L · 
Pumps - - - - - M - · 
Radiators · - - · M H M · 
Regenerative - - - - L H L · 
heat exch angerS 
Regulators L L L L L L L L 
Solar array L - - L - - - -
Solar collector - · . - M H M -
Storage - - - - M M M · 
T urbinelalternator - - . · L L L · 
Valves - - - - L M l · 

NOTE: the abbreviations: PV-photovoltaic, TE-thermoelec1ric, TI-thermoioniC j TPV
thermophotovoltaic, BR-Brayton, RA-Rankine, ST -Stirfing, and AMTEC-alkali metal thermal-to
electric conversion. The letters L, M and H designate low, medium, and high preliminary 
assessment of the impact of reduced gravity on the phenomena taking place in the subsystem, 
respectively. Where no letter is given, the subsystem is n01 applicable to the system listed. 

17 CommitteEt 0'1 MicmgrtJ,vily P@S8i'1rch 

NASNCP-2000-2 1 0470 40 

1 



Phenomena Affecting Common Subsystems 
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LiqJio • • • • • • • • • • : • 
CryOgenic • • • • • • • • • • • , , • 

Pumpg 
-

ConckmSala • -- - , " '" -.--
Liquid jine • 
Microdevic8& 

Compressors 
~ --f-- --

.. _. -.- .,_ . .... - .... " .. __ ... .,.-
Rotary • 
AcJs.orptl9f!_ ! .. 

. " .... - . .. _ •. 1. . .... ,. .. _-- . -
PIping . , I '-.-... 

Gas.phase I .. .. • I 

l.Jc;utd-phase • I , • • • • 
Two-phase • • • • i • I , .. • • • • 

Radiators - -
SOlid· state • 
Gas-phase • • ... ". . ---
Two-phalOe • • • • • • • • 

Heat pipes .-l 
Gaplll iUY pumped loop • • • • • • • • • .. 
Simpls • , • ; ~ • • • • • • 

Fans and blowers ; 
-_.- ._--

I • 
Evaporators ~ 

~ 

Boile,s I • • • • • • 
VapOrizers ! : 1._ .1 ___ '" .. - - -

• • • • • • 
LiCJ.Iifiers 

Condensers • • • 
Dist.11ations units : : • 

Fillers/SQparatocs , 
.. _ ....... - .. -., .... -- - .. - . ---.- --.- - ...... .-. 

Gas/solid : I • • 
Oasll iqu icJ . • i • ; • • • , Liquid/liquid • i .. • • . 
UQuidlsoIICI • I 

, 
I • • • 

Vortex 'LepersIOn! I 

! • • . _- '- ---- .. -. ..... . ---
! Rotating cbm : 

~ 5e[Larafors • 
--

~[er4 ... _ : • • • 
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~ , 
Val\l99 al"d actuators ! .. . I • 
Heatars 

- - .. .... . _ ... _ ... -......... • • "t •• _ •• --
I ! • ! i , 

C~a~b8ds ! I .. ; 

Seals 
... .. : ' . 

• . 
He;,t exchangerlO 

.. , 

Gas/gas • I : ~ 
~.'" .. -

Ga$lliquid j • .. i • , 

GII&fsolid • I a 1 ,_. 
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I I Fife extingui~~ra • • • I 

Smoke detectors 
... 
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Phenomena of Importance in Reduced Gravity 
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~ Interfacial Phenomena 
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Capillary Equilibrium and Dynamic Forms 
Wetting 
Ma rang oni Effect 

Multiphase Flow 
Phase Separation and Distribution 
Mixing 
Multiphase Systems Dynamics 
Flow .in Porous Media 

Heat Transfer 
Sfngle-phase Convection 
Evaporation Heat Transfer 
Boil ing Heat Transfer 
Condensation Heat Transfer 
Two-phase Forced Convection Heat Transfer 
Solid/Liquid Phase-change Heat Transfer 
Phase Change Heat Transfer in Porous Media 

Sol idification 
Pattern Formation 
Casting 

Chemical Transformation 
Combustion 
Pyrolysis 
Solution Chemistry 

Behavior of Granu lar Materials 
Lunar and Martian Regolith 
Kinetics of Granular Flow 

19 Gommilttee or Wlcrogr8,vry RO$(iiiifCr. 



z 
;:... 
C/'l 

~ 
I 
I"'> 

§ 
t'...> 

~ 
Cl 

Cryogenic Storage 

Gravity Issues 

Fractional Gravity 
- terrestrial storage technologies probably adequate 

- other environmental considerations - dust, temperature cycles, etc. 

t Microgravity 
- fl uld position 
.. fluid configuration 

- fluid transfer 
- heat trans,fer 

15 Comrr.ittee on Micro!.lravily Research 



Effect of g-Level on Multiphase Flow 
~ Two-phase flow of air and water through a pipe at normal gravity (top), fractional 
~gravlty (middle), and very low gravity (bottom). (The gravity vector is directed 
L toward the bottom of the photos.) The flow distribution of gas and liquid In two
~ phase systems is stronglY affected by the gravity level. Currently the Impact 01 
~, that aHered distribution on fl'ow dynamics, heat transfer rates, and pressure drop 

characteristics is poorly understood. 

t 

Committee on Microgravity Research 
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Radial void distribution for 1 go and bubbly upflow 
(Serizawa, 1974) where ex is the IOCill void fraction 
and r/R is the relative radial position. 

<x> 
0.4 j, -1.03 m/s 

~ 0.0085 
0 0.0170 

Z/D.30 • 0.0258 
A 0.0341 ... 0.0427 
0 0.0511 

0.3 
c: 
0 
ts e u.. 
=g. 
> 

0.2 

1ij 
u 
.9 -
tS 

0.' 

o~~----~----~----~----~ "1.0 '0 

Redial Position 
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Approximate composite microgravity pool boiling curves for R-113 
from steady and quasi-steady measurements made duriing shuttle 
flights STS-47, STS-57, and STS-60. 
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Examples of Phenomena in Heat Pipes in Jl9 Environment -
An Example 

~ '. Obstruction of liquid transport by incipience of nucleate boiling 

.j>. 
00 

• Recession of the evaporating liquid meniscus in a groove can lead to 
unstable mode of operation in the axially-grooved evaporator 

• For~ation of vapor zone in a porous structure can increase the 
overall thermal resistance of evaporator and finally lead to dryout in a 
heat pipe 

• Shear stresses at the liquid ... vapor interface combined with the effects 
of thermocapillarity can Jead to flooding of he capillary structure in the 
condenser of an axially grooved heat pipe 

• Existence of thick liquid films attached to the extended evaporating 
meniscus in a capillary tube can effect performance (dryout) in 
capillary-driven devices 

28 Commi~EHl on Microgtavity Resel:lrch 
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Schematic of a simple heat pipe. 

"Heat input Hal output 
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Concrete Production 

Cement Production 
~ Quarrying, grinding and blending, clinkering, ball-milling 

VI o 

Concrete Production 
Batching of aggregate an cement, mixing, transport, placement, curing 

Gravity Issues 
Clinkering dependent on rate of faU in kiln 

Heat and mass transport in kiln 

Sedimentation and buoyancy during/after placement 

16 COlT'lmilh~e on Micro9~a\lily He~arcl". 
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High Priority Research Areas 

~. • Important ones arising in numerous HEDS technologies where 

U1 

gravity impacts physical p'henomena 

• Not every phenomena category resulted in high priority research 
recommendation 

• Only those high priority research areas which have a potential of 
affecting a wide range of HEDS technologies are identified 

• Medium priority research aras are listed in the report 

24 COr'!'1rlll1tee ()n Microgravitv Research 
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Surface or Interfacial Phenomena 

High-Priority Research Recommendations: 

• Physics of Wetting-hysteresis effect, dynamics of wetting process, wetting below 
scale of correlation length, empirical and fundamental knowledge of wetting 
material combinations and conditions 

• Capillary Driven Ftows-flows and transport regimes during evaporation and heat 
transfer, scalingi of flow regime boundaries, Marangoni convection, effect on 
dynamics of liquid and bubble oscillation, effect on motion of contained liquid 

HEDS Applications 

• Welding, liquid phase sintering, the operation of wicks in heat pipes for thermal 
management, use of capillary vanes in cryogenic storage tanks to control the 
position and movement of liquids, lubrication, in boiling/condensation heat transfer 
including the rewetting of hot surfaces 

20 Commitfee on Microgravity Ilesearch 
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Multiphase Flow and Heat Transfer 

High-Priority Research Recommendations: 

• Develop physically .. based models for predict'ing flow regimes, flow regime 
transitions, and multiphase flow and heat transfer in reduced gravity. 

• Assess model using reduced-scale and separate-effects experiment in 
microgravity. 

• Assess gravitational enect on forced conveqtive boiling, two-phased forced 
convective heat transfer and pressu re drop. 

HEDS Applications 

• Power production and utilization systemst life support systemsf other phase 
change syste'ms that requiire high energy-transport efficiency and high power-to
weight ratios. 

21 ComMittee on Microgravity Research 
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Multiphase Flow and Heat Transfer 

Other Research Recommendations: 

• Assess gravitational effect on convective condensation heat transfer. 

• Study methods for enhancing single- and two-phase heat transfer and reducing 
pressure droPt in order to decrease equipment mass and volume. 

• Study effect of gravity on two-phase and boiling flows in porous media. 

HEDS Applications 

• Power production and utilization systems, life support systems, other systems that 
require high energyatransport efficiency and high power-to-weight ratios 

22 Commitlec on Microgralfity Resea~ch 
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Multiphase System Dynamics 

High-Priority Research Recommendations: 

• Collection and analysis of stability data on bOiling and condensing systems at 
reduced gravity for use in testing analytical models of linear stability thresholds 
and non-linear instability phenomena 

HEDS Applications 

• Reliable phase change sy$tems~ Prevention of operational problems or severe 
damage due to global system instabilities in multiphase power/propulsion systems. 

~3 C{)n'mittee on Microgro.vlW RC$o.vch 
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Fire Phenomena 

High-Priority Research Recommendations: 

• Experimental, theoretical and computational studies of flame spread over surfaces of 
solid materials in microgravity and fractional gravity, examining ignition requirements, 
flame-spread rates, and flame structure. 

• Gravity effects in smoldering, including initiation and termination, propagation rates, 
~ products of smolder!ing, and conditions for transition from smoldering to flaming 

combustion. 

HEDS Applications 

• Fire detection and suppression aboard spacecraft and in other sealed habitats. 

25 Comn'It'lQe on Microgravity RflsE!'arch 
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G,ranular Materials 

High-Priority Research Recommendations: 

• Development of predictive models of granular deformation and flow under 
reduced gravity, including the effects of particle size, shape and constitution, 
particle agitation, and electrostatic charge, expecially at low pressures. 

• Predictive models of dust behavior in spacecraft and extraterrestrial 
environments, including cohesion and adhesion mechanisms. 

HEDS Applications 

• Site preparation, mining activities, ore processing, structural installations and 
habitat construction 

26 Commit.ee o. Microg't;l.V11y R(l$O~r(:·"1 
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Programmatic Recommendations 

~ • Integrated multiphase fiuid physics research program needed to develop a reliable, 
Z3' computational fluid dynamics model for predicting multiphase flow and heat transfer 

behavior in reduced gravity systems. 

• NASA-wide coordination is needed to ensure continuous exchange of information and 
ideas, between fundamental research programs and spacecraft designers, on reduced 
gravity issues. 

~ • A rigorous peer review mechanism has been vital to quality of microgravity research 
program and should be maintained as HEDS related research is incorporated into the 
program. 

• Research could probably not be accommodated within current J.19 fluids program 

• These recommendations are directed to NASA in general and not just to microgravity 
program .. 

2.7 Commito~ 0') Mi,cwgravity Rcsoarch 
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Programmatic Recommendations (cont.) 

~ ,. NASA should utilize ISS and its subsystems for test bed studies of scientific and 
o engineering concepts applicable to HEDS technotogies, such as: 

• Multiphase flow and heat transfer experiments to support computational model 
development 

• Identification of fundamental control loop or system instabilities 

~ • Instrumentation and control syste'ms for HEDS hardware 

• Development of autonomous operational principles for HEDS systems 

2~ Commirtee 0,' Mic~ogravity Research 
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PRESSURE-RADIATION FORCES ON VAPOR BUBBLES 

A. Prosperetti, Y. Hao, and R.N. Oguz 
Department of I\lechanical Engineering, The Johns Hopkins Univertiity 

Baltimore MD 21218 

At normal gravity, the effectiveness of boiling as a heat transfer mechanism relies in no 
small measure on the rapid removal of vapor bubbles from tllE' heated surface by buoyancy. 
This process has a two-fold benefit, as it both aids in removing latent heat and in promot
ing microconvective motion near the surface. At 1m>,' heat fluxes, in microgravity conditions 
complex bubble coalescence phenomena help remove bubbles fi'om the heated surface, but the 
effectiveness of this mechanism is limited and the critical heat flux is reached at much lower 
wall superheats than on Earth. 

In order to increase the critical heat flux at low gravity it is therefore desirable to remove 
bubbles from the heated surface providing a substitute for buoyancy. The objective of this 
work is to study the suitability of acoustic pressure forces (also known as Bjerknes forces) as 
a means to achieve this end. This idea seems promising because small bubbles (smaller than 
the resonant radius) tend to be attracted by sound pressure antinodes (such as those formed 
near a solid heating surface), while larger bubbles are repelled by pressure antinodes. One 
can thus envisage a situation where, as the vapor bubbles grow, they are eventually pushed 
away from the heated region. Furthermore there would be the additional benefit of the local 
micro convection induced by the pulsating vapor bubbles. 

This argument ignores however the effect of the wall on the pressure field produced by the 
pulsating bubble itself. This effect can be approximated by replacing the wall by an image 
bubble, which would be pulsating in phase with the real bubble. It is known that such an 
image bubble exerts an attractive force on the real bubble whatever its radius, and it is not 
obvious a priori which one of the two effects would prevail. 

Our calculations show that, if the wavefronts are parallel to the solid surface, the attractive 
force of the image bubble prevails and the vapor bubble is attracted by the wall. A typical 
example is shown in Fig. 1. Obviously, it is impossible to achieve bubble removal with such an 
arrangement. However, if the wavefronts are perpendicular to the wall, the bubble is pushed 
along the wall away from the pressure antinode once it grows past its resonant radius and the 
objective of this investigation can be met (Fig. 2). 

This work therefore suggests that acoustic forces can be used to remove bubbles from the 
heated area provided conditions are such that the force is directed parallel to the rigid wall. 

The previous results have been obtained with a pure vapor, spherical bubble model. In the 
continuation of this work deformation of the spherical shape will be allowed and the simulta
neous presence of an incondensable gas in the bubble will be considered. 
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Figure 1: (Left) Bubble radius (a,above) and distance above the wall as a fUIlction of time under the 
action of a 20 kHz sound field with wavefronts oriented parallel to the rigid surface. The pressure 
amplitude is 0.3 atm, the initial bubble nucleus has a radius of 35 pm, and the resonance radius Rres 
used to normalize the radius in the upper panel is 75 pm. The liquid is water at 100°C and 1 atm 
pressure. At time zero the bubble is positioned 1 mm away from the solid wall located at Z = O. 

Figure 2: (Right) Bubble radius (a, above) and distance from the presshre antinode located at X 
= 0 (b, below) as a function of time under the action of a 1 kHz sound field with wavefronts oriented 
perpendicular to a rigid surface. The pressure amplitude is 0.4 atm, the initial bubble nucleus has a 
radius of 35 pm, and the resonance radius Rres used to normalize the radius in the upper panel is 2.71 
mm. The liquid is water at 100°C and 1 atm pressure. At time zero the bubble is positioned 4.4 mm 
above the solid wall and 75 pm away from the pressure antinode. Note the change of direction of the 
bubble motion as it grows past the resonant radius. 
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PRESSURE-RADIATION (BJERKNES) FOR~CES 
'" 

ON VAPOR BUBBLES 

A. PROSPERETTI, H.N. OGUh, and '{. HAO 

Department of Mechanical Engineering 
1'he JOllllS lIopkins lTniversity 

Baltinlore 
SUPP01'ted .. ,by NASA 



100 

0.1 

'0 ~i~t'\{ BeiJing Dw for hip $ubcooitng 

<> Trnnsient Boiling Data for low $ubcooling 
.. STS-47 all..{i, Subcool= It tiC 

• STS~57 afl...Q, Subcool-l! *C 

• sn· $) ¥J",4}, Su~~,{;;! I;}C 

~i~rQ~rnvi~ 
~ta~jiinJ~ 

r"-/ 
i 

q "ew(CHF}, Kameladze (1948) 
-=:<", OV~""":.,,.~. ,~ .• : ........ w.u"·.·.·.·_~.".,._·.",.:.".,.~~"",,.:_.,»"·~ ..... =·,,,.w·_"·_''''=''''''-

l' 
q" I1WI , Beren~ 1961) 

I 
/ 

I 
! 

e':'_ B '1'» n~, l ('T961) • wu Oi. t it ~\";nsoo,. 

100 

Pigw-e 6.3,6. A" pprox, i,m,ate C,,~site mterop", vitypOClI, boiling curves f,or, R~,l13 from 
$.adv and trmsle::lt ~urementS on PBE-IA-IB-IC (STS-47-S7-6). ,... , - - - ',- - - .,' .. ", .-................ ' -~"- "-~ ~ -- - --"--

NASAlCP-2000-21 0470 64 



z 
> 
Vi 

~ 
I' 
t-> 

~ 
t-> 

~ 
--.l o 

0'1 
VI 

MOTIVATION 

• In low gravity hllblJies linger l1ear heated surfaee 
===-> Coalesecnce arId dry-out are favored 

• Possible lneans to remove bubbles fronl the neighborhood 
of the heater are 

Electrostatic fields 

Flow 

..--....... Acoustic pressure ra.diation force:) 

• 11ol'e generally) in Inicrogravity lueans to "manage" bubbles are 
neceRsary f' 
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COMPONENTS OF MODEL 

• \/apor bubble in oscillating pressure field 
~. . 

• Bubble-liquid relative velocity 

• Primary Bjerknes force 

• Effect of ,vall (f"..) "image bubble") - Secondary Bjcrknes force 

• Bubble motion UI1(ier action of Bjerknes forces 

• Bubble deformation (in p~ogress) 
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BUBBLE-BUBBLE INTERACTION - I 

(WALL EFFECTS) 

Grecn 1 s identity for one body 

c/J(x) =-:. ( lG(X -- Xl) a1; - r.b(x') -;-~G(x - Xl)] dk)' 
1s 811.' an'-

G(x _ Xl) = ~ 1 _ ~ ~ 1 -\- (x -- y) . r 
41f Ix - x'I 41f . , . .... + ... 

Substitute into integral to find 

¢ == AG(x-Y)-I·B.VG(x:~y)+ ... 
QO 

~ L An{·v)n G(x .- y) 
f'-=O 

I 2 N For N bubbles centered at y , y t ••• y 

N 00 

1J ~ L LA:(·-V)"G(x - yB) 
a-=l n=O -

I 
1. 
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BUBBLE-BUBBLE INTERACTION - II 

Singularity expansion of the pot.ential 

N 00 

rp == L L A~(·v)n G(x - yn) 
a:::;: 1 11.:::::0 

Coefficients A~ ":lust be determined froTIl boundary conditions 
.~ 

To impose them, use local representation near each bubble 

00 

<P L (Ct.,.. r~ + Dtm r~-e -1) yr (0o" <Pa) 
£==0 

Fina.l step: relate CZn, Dfm to A~ 
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TEMPERATURE ~~IELD 

SPIIERICAL VAPOR BUBBLE 

Energy equation 

aTT., -t u· VTL = DL V2TL at 

Velocity field near bubble 

u = V l~}~/C;"Tt+/J~r-H) }';'1(8,,p)] 

Bxpand 'P near bubble 

00 M 

T£ == T~+ E E S~(T,t)Y:{8,¢) 
N~OM~-N 

Substitute into energy equation and separate CODlpOllcnts to find 

asNM, + ~ J!lKIJ (;m um ~'Lp aSk) 
!ll L M N ' ( f' I [{ I !'l 
U «t ur 

,_., l?~: [,~,. (f""la~NM) _ N(N + I )SNM] 
r2 &r (r 
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Boundary conditions at bubble surfa.ce 

Soo{R(t}t t) = Ts(t) • SNM(R(t}, i} == 0, M,N¥O. 

a SIlO 
2 k -

41r R L ar 'r;R(I) 

d (4 ., ) 4 n.1 efTs = L- -1f.-H: pv f- -1Ln- PvC&- . 
df. 3 . 3 dt 

For T 4- 00 

S .. xi -t T r.o , S-NM -+ 0 , M,N #0 

Solution of radial equatio!,s effect,ed by mapping 

x= [l+"-;(!}r '(x ~l: 
·spectral Chebyshev texpansi.on 

00 

St/(r,t) = L aNMk(t)T2.t(x) 
t;::::U 

a.nd ooUoca.tjon 
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EXPERIMENT AL INVESTIGATION OF POOL BOILING 
HEAT TRANSFER ENHANCEMENT IN MICROGRA VITY 

IN THE PRESENCE OF ELECTRIC FIELDS 

Problem statement 

Cila Herman 
Department of Mechanical Engineering 

The Johns Hopkins University, Baltimore, MD 

The research carried out in the Heat Transfer Laboratory of the Johns Hopkins University was motivated by 
previous studies indicating that in terrestrial applications nucleate boiling heat transfer can be increased by a factor 
of 50 when compared to values obtained for the same system without electric fields. Imposing an external electric 
field holds the promise to improve pool boiling heat transfer in low gravity, since a phase separation force other than 
gravity is introduced. The influence of electric fields on bubble formation has been investigated both experimentally 
and theoretically. 

Method of study and results 
The research carried out within the framework of the NASA project focused on the analysis of bubble 

formation under the influence of electric fields. In the first phase of the research air was injected into the working 
fluid PF5052 through an I.5mm diameter orifice located in the center of the circular ground electrode which is flush 
with the bottom wall of the test cell. Thc life cycle of the bubble was captured on videotape with a high-speed 
camera. Bubble shapes in terrestrial conditions and microgravity (microgravity experiments were carried out in 
NASA's KC-135 aircraft) with and without electric fields were visualized for a range of operating parameters. In 
addition to evaluating the effects of grm'ity, the magnitude and polarity of the electric field, the mass flow rate of 
the air injected into the test cell, as well as the level of heating applied to the bottom electrode were varied during 
these experiments. Typical bubble sequences for the uniform electric fields (OV and 25kV potential difference 
between the electrodes) recorded in terrestrial conditions are shown in Figure I and in microgravity in Figure 2. 

\=OS 0.0045 0.008$ 

7 e .. SQ 

Figure 1. Bubble formation at an orifice without electric field (top) and with 25 kV applied to the electrodes as 
function time visualized under terrestrial conditions in the Heat Transfer Lab of the Johns Hopkins University. 

Experiments were carried out for two configurations of the electrodes. In the first series of experiments the 
two electrodes were parallel, generating a uniform electric field. In the second series of experiments the shape of the 
high-voltage electrode was modified to a spherical shape (its diamater being one fourth of the diameter of the 
circular ground electrode) and positioned off-axis with respect to the bottom ground electrode. This electrode 
configuration yields a nonuniform electric field. 

Bubble shapes and sizes were measured using digital image processing. A dedicated digital image 
processing code was developed for this purpose using the Matlab software. In the analysis, selected image sequences 
were converted into a digital format using a frame grabber. The images were then enhanced and sequentially read by 
the image processing code. The size of the bubble during bubble formation, its volume and key dimensions were 
extracted and stored in a file for further evaluation. Measured bubble shapes are currently being compared with 
predictions obtained using simplified analytical models. 

In addition to the visualization of bubble shapes, temperature fields were visualized using holographic 
interferometry. Dedicated image processing codes for the evaluation of interferometric images of bubbles and 
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tomographic algorithms for the tomographic reconstruction of 3D temperature distributions around the bubble were 
developed. 
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Figure 2. Bubble formation at an orifice without electric field (top) and with 25 kV applied to the 
electrodes (bottom) as function time visualized in microgravity conditions in NASA's KC-135 aircraft. 

The results of visualization experiments clearly indicate that there are significant differences in bubble 
shape, size and frequency, caused by effects of gravity and electric fields. In terrestrial conditions the bubbles at 
detachment are much smaller and more elongated in the presence of the electric field than for the reference 
conditions without the electric field. Microgravity experiments have verified that in the presence of electric fields 
bubbles do detach from the orifice and move away from the surface as opposed to the situation when large spherical 
bubbles developing at the orifice remain motionless on the surface in the absence of acceleration. The bubble shape 
in microgravity is elongated when an electric field is applied between the electrodes, contrasted to the nearly 
spherical shape in the absence of the electric field. In addition to the change of shape, one key difference in the 
behavior of the bubbles in the 
presence of the electric fields is the 
significantly reduced tendency for 
coalescence. 

Apart from the 
experimental studies, existing 
simplified analytical models 
describing bubble formation at an 
orifice and during boiling were 
evaluated and modified to 
accommodate the physical effects 
considered in the NASA study. 
Bubble shapes and sizes at 
detachment were evaluated for a 
range of working fluids as function 
of the magnitude of the electric field 
and the gravity level. 

The influence of gravity 
level on bubble shapes in the 
performance fluid PF5052 for two 
values of the potential difference 
imposed between the electrodes, 
U= 50kV and U=OV, is illustrated in 
Figure 3. Results obtained for 
terrestrial conditions show little 
difference in bubble shape due to the 
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Figure 3. Bubble shapes at detachment for terrestrial conditions and 
III Og for a potential difference between the electrodes of 50 kV (left) 

and 0 kV (right) 

electric field. Bubble elongation in microgravity is pronounced, as illustrated in Figure 3. The elongation becomes 
more significant with increasing magnitude of the electric field (50 kV) both in terrestrial conditions and 
microgravity. The comparison of modeling data with experimental results is currently underway. 
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Pool Boiling in Microgravfty 

under the Influence of Electric Fields 

Bubble dimeDsions:microgravity, 20kV 
Experimental Sequence 

Cleveland. Day 2 ... October :20,,1991 
20 kV~ 0 9" 0.7 mmls 
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THERMOPHYSIC,ALPROPERTIES OFPF-50'52 
AND SELECTED WORKING FL'UIDS 

l 

Fluid . Chemicall Thermophvsical Properties 

. Stnleture 'Boi~g Critical Point I Density I 
Point at 25°C 

I 1 I 
T i Tc Pc 1 j Pc j 

rq rq (bar] 
i~ :! I lk~m}l j 

. PFS052 ~5FI~NO 50.;00 181.00 19.15 1700.() 

~113 'CHC1:Cf'J 21.78 183.70 3.67 I 1463.0 ; 

RI41b CCI;zFCH) ! 32.15 

I Water H2O 

The' John$ Hopkins Unive~ty 
He'att Transfer LaboratQr,)'! ' . 

100. 

208.35 

.374.0 

, 

4.54 )'>300 : .. '" 
, 

219 958.3 

TIJermaJ 
CODchlctivit'y 

k~ ·l--kvu~ 
~Y.hnKi [WlmKJ 

O.()62 0.010 

0.081 0.011 

fJ.091 

0.679 0.025 

Specific Heat 
Capacm~ at lSOC ! t .• . 

I' • 

f I, . I ~ .. ~ 
C,\l<.{ ! Cp 'JlfI 

!JIl:~K) I Plk,gK'1 
~ 

97t:.. " 
, , 

""".~~ ! 
965.0 '~ 121.0 : , 

~ , 
691:.4 Ii 775.3 

! 
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Pool BOifi:ng tnMicrogravity 

under the Influence of Electric Fields 

~ . .LJECTRlCAL AND OPTICAL PROPERTIES OF 
PF-5052 AND SELECTED WORKING FLUIDS 

Fluid 1 Chemical Optical EJectri·c,a1 Properties 
Stru,cture Properties 

PF5052 ICsF"NO t 
t 

.I'R123 iCl:lChCf3 I 
~ 

R141b ,CCa2FCH:;! 

ater I H20 

The Johns Hopkins UnlivefS!ity 
Hea1 Transfer laboratory 
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MAXIMUM BUBBLE SlZE IN THE ABS'ENCE 
OiF ELECTRIC FIELD (Fritz, 1935) 

Basic assumptioDs: 
1. Buoyancy balanced by surface tension forces 
2. Orifice diameter much sm,aller than bubble diamJeter (?) 

:: Governing differential equation: 
1 sin <I> _ 2 g{p v - P L ) _ --:+_. __ .----+- ... ~ 
.R X Rtip (1 -..l 

Maximum bubble volume: 
1 (' , i v~PO'~y "" OJH667 (l) 

1 

Equivalent departure radius: (' \'" 
Rd = 0.0103 (l) 'O';J 

P., , 

Fritz, W... 1935, Berechnung de:$~/(,tl:imllhlO'U,.nens von DamplbJasen,. 
Physikalische: Zeitschrift, Vol. 36., N'o.11. pp. 379'--384. 

The Johns Hopkin~ UnM~ 
Heat Transfer ~atory 
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Under the Influence of Electric Fields 

Radius of spherical bubbles a.s 
function of contact angle: Fritz model 

The Johns H~tns. Universjty 
H~ Transfer LaW'a~ory 
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~ M~X1MIJMB1JBBLE SIZE. :IN A,N ,E,LECTR:ICFIELD 

\0 

Cheng and Chaddock, 1986 
A.sSII mptioDs: 
-Relies on bubble volume and contact angle from Fritz model 
• Buoyancy balanced by surface tension and the electric Held for·ce 
• Orifice diameter much smaller than bubble dhlmeter (?) 
• Bubbles ,,1tn. spberoidal profiles 

.... l ~2 , ,,,' .-1\ l:<!· ~u 

C .' .. 0 l :; .:; .san e i C()I~ r On 0 
" ol-'e·mIDg equatlo'o: (Jx.' a -+ a' "-~';-"') +~"'3~-"'" 'a~' == ' .. 

,Parameters: 
I 

h'" .2 (. "' )"" e '" '1-~1 - eccentricity 

~ . ) l--e" . l+ e 
n -= -.'--':;; .. _- (In ~ .. ~ ...... ~- 2e .' 

.., .~ 1 .t..e '. f-e 

II == ,J~r:_~.-= C f, )t:L_,_ 
(] -", n)&J, + n&J' i 

Bond number 

. . l11ajor radius a , .. ,; .--...... -, ... -............. . 
minor rnditlS 

(Pl .» Pr )R;;pQ, 
Bfi' ~:::; P ::;: .-« .. ""'.~""""».""."..''O 

a 

Che'fli~ KJ." Chaddock~ l~B." 1986" J\.{lxdnlUI11.siZf:;) of bl.;bhl'flS oz#rin4g nzu:leate 
b "'. . . '. .... l· . . t" l'd J. J' 'H" . 'F'1 'd F')· '. V··] ""N 4""'''' 0"8" dU Ing Ulan e ectrlC. U?, nt; .,.eat, 0,1 '. O\V~ 0" J"", 0... pp ..... l 0 ............. 
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Under the Influence of Electric Fields 

'lo,ngation of the bubble in 
the electric field 

:1 

PF5052 
cydn1tp$ ~ 
R141b f 

~ , W1ItHf ,~ J : 
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Elongati()ll of the bubble as fl),nction 
of radius and electric fi,eldmagnitude 
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Pool BOiling in 

Under the Influence of Electric Fields 

Bubble shapes in PF5052 as function 
of the parameter P 
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Heat Transfer laboratory 

'HI! 
. Cda Herman 



z 
> 
[/l 

~ 
I 
N 

§ , 
t~ 

o ... 
-.l o 

I~ 
'.;J 

Pool Boil' 

Under the I nfluence of Electric Fields 

Bubble shapes in PF5052 as function 
of electric field, ,and gravity 
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H~ rr ran$fer Laboratory . 
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Under the Influence of Electric Fields 

Bubble shapes in R141b as function 
of contact angle and electric field 

The Johns Hopkins UniverSity 
Haat Transfer laboratory 
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Under the Influence of Electric Fields 

Future work 

-Validation of the analytical model * 
- Nu,merical d.etenninationof elect.ric field force compOD,en,ts 

for experimental sequences * ,. " 
• Q"uantify the impact of electrode Sh£lpe * 
• Establishing thede'p'endence on gra'vity level * 
• ,Ex,perimentswith boiling on a single nuc),eation site 

• Experime'nts\vith holographic interferometry 

The Johns Hopkins Unhrersrty 
H.."at TranS#erlaboratory 
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SATURATED POOL BOILING HEAT TRANSFER MECHANISMS 

ABSTRACT 

1 

J. Kim, N. Yaddanapudi 
Dept. of Mechanical Engineering 

University of Maryland 
College Park, MD 20742 

In the present work, saturated pool boiling was studied in a reduced gravity environment 
provided by a KC-135 aircraft. The objective of this work was to identify the boiling processes 
associated with nucleate boiling, critical heat flux (CHF), and transition boiling. Saturated pool 
boiling of FC-72 at I atm on an array of 96 heaters, each 0.27 mm x 0.27 mm in size was 
studied. Each of the heaters was maintained at a constant temperature by means of electronic 
feedback circuits, and the time-resolved heat flux from each heater was calculated from the 
instantaneous voltage across that heater. At each temperature, the voltage across the individual 
heaters were sampled at a rate of 1250 Hz for 6.4 seconds. 

Boiling curves for micro gravity 
and earth gravity are shown in Figure 1. 
To avoid hysteresis associated with 
boiling incipience, the measurements 
were started off at a high wall 
superheat. The earth gravity data are 
seen to be very repeatable. The boiling 
curves for microgravity agreed with 
each other for superheats up to -30 K, 
but differed at higher superheats. The 
discrepancy between these two boiling 
curves is probably due to g-jitter, which 
tends to remove the larger vapor 
bubbles from the heater surface, 
allowing liquid to rewet the surface. At 
lower wall superheats, nucleate boiling 

20.-----.---~,---~----_,----_. 

15 --.- MkTogradt~ I 
___ ~f'MTOoJf1',it)'1 

o~----~----~--~~--~----~ 
15 20 25 JO 35 

AT[l() 

Figure I: Boiling curves in earth gravity and 
micro gravity . 

was observed wherein multiple bubbles grew, often merged, then departed with relatively small 
departure diameters. At 35 K and 40 K, a single large bubble was seen to cover the entire heater. 
In the low heat flux nucleate boiling regime (from 15 K to 25 K on Figure 1), microgravity heat 
fluxes were slightly larger than the corresponding values in earth gravity due to more nucleation 
sites and larger bubbles in micro gravity. Similar trends were observed by other researchers [1, 2, 
3]. A critical heat flux (CHF) of about 7.5 W/cm2 was observed in microgravity at a wall 
superheat between 30 K and 35 K. CHF was not reached in earth gravity over the superheats 
studied. However, a CHF of 22 W/cm2 was observed in a previous study of saturated pool 
boiling in earth gravity using a similar heater [4]. The CHF values in microgravity were about 
35% of those in earth gravity, similar to that observed by other researchers [2, 3]. The visual 
observations in microgravity seemed to indicate that bubble coalescence governs CHF. 

Images of boiling in microgravity were correlated with time resolved heat flux maps. It 
was observed that high heat flux was associated with areas covered with small, rapidly 

NASA/CP-2000-210470 128 



nucleating bubbles, while low heat flux was associated with the large bubbles. The array heat 
transfer in microgravity is governed by the extent of the surface covered by high heat flux, small 
bubble boiling. 

The time resolved heat flux data were 

13 

...-..- Earth Gra'it}, Run I 

......... F..artb Gra,i~·. Run .2 
--+- l\lkrogra,il}, Run I 
___ Mkrogra'1~. Roo 2 

conditionally sampled according to whether or 
not boiling occurred on the surface, providing an 
average heat flux during boiling. To do this, a 
boiling function, B(t), was generated from the 
time-resolved heat transfer signal whose value is 
1 when boiling occurs on the surface and 0 
otherwise. The boiling function was used to 
obtain the boiling heat flux (the heat flux that 
occurs only when boiling is present on the 
surface) over the entire heater array. The time 
and array averaged boiling heat flux is plotted 
vs. wall superheat in Figure 2 for the earth 
gravity and micro gravity runs. Boiling heat flux 
for both gravity levels increase monotonically 
over the range of superheats studied, and 

o~--~--~--~--~--~--~~ 

10 15 20 25 30 

AT [K] 

35 40 

Figure 2: Boiling heat flux in earth and 
microgravity. 

collapse onto a single curve. This result is not unexpected since inertia forces dominate bubble 
growth when the bubbles are small. In microgravity, large heat transfer rates were observed 
where numerous small bubbles (on the order of the individual heater size) nucleated, with very 
little heat transfer associated with the large bubble. Since large heat transfer rates are associated 
with small bubbles, and since small bubbles are not affected significantly by gravity, it is not 
surprising that the boiling heat flux is relatively insensitive to gravity. 

In summary, heat transfer during boiling in microgravity seems to be governed by two 
parameters: 1). the size of the large primary bubble on the surface, and 2). the heat flux 
associated with the small scale boiling at a given superheat. The first parameter appears to be 
governed by bubble coalescence, and determines the extent of the surface covered by small 
bubble boiling. The second parameter can be obtained from the earth gravity boiling heat 
transfer data. Future work should concentrate on determining the effect of gravity on 
coalescence phenomenon. 

REFERENCES 
1. Straub, J., Zell, M., and Vogel, B., 1992, "Boiling under Microgravity Conditions," 

Proceedings of the First European Symposium Fluids in Space, Ajaccio, France, ESA SP-
353, pp. 269-297. 

2. Oka, T., Abe, Y., Mori, Y.H., Nagashima, A., 1995, "Pool Boiling of n-Pentane, CFC-I13, 
and Water under Reduced Gravity: Parabolic Flight Experiments with a Transparent 
Heater," Journal of Heat Transfer, Vol. 117, pp. 408-417. 

3. Merte, H., Lee, H. S., and Ervin, J. S., 1994, "Transient Nucleate Pool Boiling in 
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4. Rule T.D., and Kim, J., 1999, "Heat Transfer Behavior on Small Horizontal Heaters during 
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~cuits 
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Digital 

Potentiometer 

• 96 feedback circuits (one per heater) 
• Constant temperature operation 
• 15 kHz frequency response 
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WETTING AND PARTIALLY WETTING FLUID PROFILES IN A 
CONSTRAINED VAPOR BUBBLE HEAT EXCHANGER 

Y-X Wang, 1. Plawsky and P. C. Wayner, Jr.* 
The Isennann Department of Chemical Engineering 

Rensselaer Polytechnic Institute 
Troy, NY 12180-3590 

*TEL: (518) 276-6199; FAX: (518)-276-4030; E-mail: wayner@rpi.edu 

ABSTRACT 

Microgravity experiments using the Constrained Vapor Bubble heat exchanger, CVB, are 
being developed for the International Space Station. Since the maximum attainable axial heat 
flux increases with the cell width, systems based on low capillary pressure regions, which require 
a microgravity environment, are emphasized. Data using a vertical axisymmetric system have 
been obtained in the earth's environment. The liquid pressure field and resulting fluid flow rates 
are measured optically through a microscope. Herein, liquid film profiles using a partially 
wetting system (ethanol/quartz) are compared with those obtained using a completely wetting 
(pentane/quartz) system. 

In particular, we are concerned with the experimental and theoretical study of the 
Constrained Vapor Bubble, CVB, presented in Fig.I. The liquid-vapor system is fonned by 
evacuating the closed container with sharp internal corners and then underfilling it with a liquid. 
For an isothennal completely wetting system, the liquid wilI coat all the waIls of the chamber. 
On the other hand, for a finite contact angle system, some of the walls will have only an 
extremely small amount of adsorbed vapor which changes the surface properties of the solid
vapor interface. Liquid will fiIl at least a portion of the corners in both cases. If temperature 
T; > T2 because of an external heat source in the evaporator, Qin, and heat sink in the condenser, 

QOt/I, energy flows from End (l) to End (2) by conduction in the walls and by an evaporation, 
vapor flow and condensation mechanism. The condensate flows from End (2) to End (l) because 
of the intennolecular force field which is a function of the film profile. The film profile is a 
function of the thennal conditions on the surface. There is a shape dependent "pressure jump" at 
the vapor-liquid interface, p,. - ~, due to the anisotropic stress tensor near interfaces. The 

pressure jump is given by the following extended Young-Laplace equation which includes the 
effects of both capillarity «(JK) and disjoining pressure (ll). 

p,. -~ =O'K +TI (1) 

For a completely wetting system, TI > O. Whereas, for a partially wetting system, TI < O. Due to 
the relatively large cross-sectional area for vapor flow in our system, the vapor space is almost 
isobaric. The evaporation and condensation regions are connected by an intennediate region 
which can be approximately isothennal and adiabatic if the system is operated so that QOllr 
(mainly at one end in the condenser) == Qin (at the other end in the evaporator). Otherwise, the 
intermediate region is non-isothennal with an interfacial heat flux and heat losses to the 
surroundings. 
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A Constrained Vapor Bubble (CVB) heat exchanger was built to study the 
evaporation/condensation process in a vertical orientation. Details regarding the experimental 
setup can be found from Wang et aI. [1]. It consists mainly ofa quartz cell (square cross section; 
inside dimensions, 3 mm x 3 mm; outside dimensions, 5.5 mm x 5.5 mm; length, 40 mm), a 
thermoelectric heater on the top, and coolers on each side of the cell located at 20mm from the 
top. Naturally occurring interference fringes are viewed and recorded using a microscope. During 
the presentation, observed liquid film profiles will be discussed. For example, in Fig.2 for the 
evaporator region of the ethanol/quartz system, bu5bTes kept generating in the liquid film in the 
comer. There were no bubbles in pentane for the conditions studied (see Fig.3). In the condenser 
region, dropwise condensation occurred for the ethanol/quartz (see Fig.4), whereas only film 
condensation existed for the pentane/quartz system. 

Qil1 

(2) L':===::::J 

egion I 
DRY 

Region II 
EV APORA nON 

Region III 
NTERMEDIA TE 

Region TV 
CONDENSA TION 

Figure I. A schematic drawing of the vertical 
CVB in the earth's gravitational field. 

Fig.3. Evaporation of pentane in Region II. 

Figure 2. Boiling evaporation of ethanol in Region II 

FigA. Dropwise condensation of ethanol in Region IV. 

[1] Wang, V-X, Plawsky, J., and Wayner, P. c., Jr., Heat and Mass Transfer in a Vertical 
Constrained Vapor Bubble Heat Exchanger using Ethanol, 34th National Heat Transfer 
conference, Paper number: NHTC2000-12201, Aug. 2000. 
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OUTLINE 

MOTIVATION 

]lTSTIFICATION FOR l-lg 

GROUND-BASED EXPERIMENTAL ST1TDIES 

EXPERIMENTAL SET-UP 

PICTURES OF WETTING VERSUS 
PARTIALLY WETTING FLlTIDS 

PICTURE OF DROPWISE CONDENSATION 

SCHEMATIC OF FORCE BALANCE 

DIMENSIONLESS FORCE BALANCE 

AXIAL PRESSURE GRADIANT 

CONCLlJSIONS 
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---~-----

CONSTRAINED VAPOR BUBBLE HEAT EXCHANGER 
(MICROGRA VITY ENVIRONMENT) 

(-8) 
Pv= Pl+aK+ -on 

.±~~~ 
JMt~ fJ!: 
T-

5~x f()~.A41. T2 > T1 
P v2 > P v1 > P t1 > P l2 < P v2 

ScUd Barrier 
Liquid Film, Thickness -~(~,e) 

VapQf_c ~ ~ ~ _ ~ ~ __ ~_~~~: ___ ~ 

Condensation Evaporation 

FI,u h'EAr EX.~IIAVGE~'I 
V2 

CROSS-SECTION OF CVB (J _ c:!) 

~ 

VAPOR EXTENDED 
MENISCUS 
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A MULTI-FACETED STUDY 

1) A BASIC STUDY IN INTERFACIAL 

PHENOMENA, MICROGRA VITY FLUID PHYSICS, 

AND THERMODYNAMICS 

2) A BASIC STUDY IN THERMAL TRANSPORT 

AND STABILITY 

3) A STUDY OF A HIGH FLUX, PASSIVE 

HEAT EXCHANGER FOR A MICROGRA.VITI' 

ENVIRONMENT 

FACETS 1 AND 2 ARE EMPHA.SIZED 
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~-----

JUSTIFICATION FOR ~g 
. ENVIRONMENT 

----------~------------~---------~----~-----~------

A) RELATIVELY LARGE INTERFACIAL SYSTEMS 
WITH SMALL CAPILlARY PRESSURES IN· 
THE CONDENSER AND INTERMEDIATE' 
SECTIONS GIVE HIGH AXIAL HEAT FLUXES 

B) STABILITY AND TRANSPORT PROCESSES 
VV'ITH SMALL CAPILLARY PRESSURES NEED 
TO BE STUDIED USING AN AXlSYMl\1ETRIC 
SYSTEM (Slv1ALL BOND· NUMBER) 

C) TO OBTAIN A SMALL BOND NUMBER 
WITH SMALL CAPILlARY PRESSURES A 
1vlICROGRA VITI' ENVIRONMENT IS NEEDED 

D) THE UNAVAIIABLE DATA ARE MOST 
JUDICIOUSLY OBTAINED IN A 
[\1ICROGRA VITI ENVIRONMENT 
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APPROXIMA.TE EQUATION FOR THE 
THEORETICAL AXIAL PROFILE OF THE 
CURVATURE IN THE CORNER: K = l/r 

[BASED ON BALAN€E OF VISCOUS SHEAR 
AND CAPILLARY PRESSURE GRADIENT] 

Q H VAPOR 

3 V kfl Q ( L - x ) 
·3 
Ct (1 hfg 

v - kinematic viscosity 
Q - axial heat flow rate 
h fg - heat of vaporization 
o -

CL. ~ 
kn -

surface tension 
shape factor =: 0.43 
friction coefficient 

Kc - curvature in condenser 
- 4/(H = 3mm) ~ 1,333 m·1 ) 
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3 V kfl a ( L - x ) 

cr 0 htg 
dK --dx 

1~~--~--~--~-------------, 
9000 

O.BDW O.BOW 

O.COS 0.01 0.D15 0.02 0,02.5 0.03 
x..:~ (m) • 

INSIDE DIMENSION, H = 3 mm, K > 1,333 m-1 

---------------------------------------------------
'OOOOI~----~--~----1_------~ 

9000 

ar.. ;:AI 
0.00400 W 1% fI-

D.0100W 

5000 0.0050 W 

~ O.OO2SW 

30000 0.005 D.O' 0.015 0.02 0,005 0.03 
x-l. (m) 

INSIDE DIMENSION, H = 1 mm, K > 4,000 m~l t 
(K' for H = Imm) :-·81 (FCc' for H = 3 rom)' 

1 
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MAXIMUM HEAT FLUX, 'lm" 

H -L 

II " 
M.AXIMUM HEAT FLUX VERSUS WIDTH OF 

CELL. H, FOR L = 30 mm, 

N ASA/CP-2000-2104 70 170 
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EXPERI~1ENTAL SET-UP 

PICTURES OF WETTING VERSUS 
PARTIALLY WETTING FLUIDS 

PICTURE OF DROPWISE CONDENSATION 

SCHEMATIC OF FORCE BALANCE 

DIMENSIONLESS FORCE BALANCE 
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Heater -411'" 

Vapor 

Liquid 

CooJer 

~ F il1 ing setup 

Vacuum valve 

Microscope 

(2) 

Pyrex ® tubing 

Holder 

Stainless steel union 

Stainless steel flexible 
tubing 

Pressure transducer 

The Vertical Constrained Vapor Bubble System 
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Experimental Setup of the Vertical Constrained 
Vapor Bubble (CVB) 
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Microscope 
Vapor/low 

+ 

g~ X Liquidj/OVi 

(2) L-------.-..__l 

Region I 
DRY 

Region II 
EVAPORATION 
Region III 

RMEDIATE 

Region IV 
CONDENSATION 

A Schematic Drawing of the Vertical C'VB in the Earth's 
Gravitational Field 
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I Microscope 
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1-+--Liquid drop 
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Drop"rise Condensation in Region III 
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Drop\'~ise Condensation of Ethanol (t = Osee) 
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Drop"'ise Condensation of Ethanol (t = 5 sec) 
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Temperature difference, 8, benveen the outside 
surface of the C\13 cell and the room, VS. the axial 
distance, x, for tile cell operating as a c\rB heat 
excha11ger alld as a dI)' evacuated celL 
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E 20 (J ~ - . _-______ ----~l----_____ ~I __________ _CJ 

• • • intermediate regi~n 9 0 0 

o 10 20 32 

Distance, x,~ mm 

DRY CELL FOLLO\\fS SIf\1PLE FIN ?\10DEL 

C\'E HAS ENHANCED CONDlJCTION IN 

TrIE INTERl\'IEDlATE REGION 
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Corner radius of curvature profiles 

obtained using the IAl for bot11 the 

inc~ined cell operating as a C\lB 
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<> <> isothermal 
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CONCLIJSIONS 

GROIJND B;\SED EXPERIJ\IENTS lISING f\N 
f\XIS)]vI!vIEl'H.IC \lER'TIC/\L C\lB IIEl\'r 
EXCFIl\NGER \IVI'TII vVETT'ING f\ND 
P/\RTl;\LL)' v\lET1~ING FLlJII)S .t\RE IN 
PRC)(-;RESS. 

EFFECTI\lE EXPERlf\1ENTi\L AND 
~T'11EOREl~]Cl\L TECHNIQlJES TO 
DEI~ERI\'IINE TI-IE CII/\R,/\CTERISTICS OF 
FLlJID FLOvV ,ANI) lIEf\ T' TRJ\NSr;ER IN i\ 
CONS'TRf\INED V~APOR BlJBBLE 11E1\1' 
EXCIli\NGER ""ERE DE\lELOPED. 

A FLIGI1T EXPERn'vlEN1~ IS PLi\NNED 
FOR 2004 
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A MECHANISTIC STUDY OF NUCLEATE BOILING HEAT TRANSFER 

UNDER MICROGRA VITY CONDITIONS 

V.K. Dhir l and M.M. Hasan2 

I University of California Los Angeles, Department of Mechanical and Aerospace Engineering, 
Los Angeles, CA 90095, U.S.A, e-mail: \dhir(7i\seas.ucla.edu 

2NASA Glenn Research Center, Microgravity Division, Cleveland, OH 44135, USA 

ABSTRACT 

Experimental studies of growth and detachment processes of a single bubble and multiple 

bubbles formed on a heated surface have been conducted in the parabola flights ofKC-135 aircraft. 

Distilled water and PF5060 were used as the test liquids. A micro-fabricated test surface was 

designed and built. Artificial cavities of diameters 10 /...lm, 7 /...lm and 4 /...lm were made on a thin 

polished Silicon wafer that was electrically heated by a number of small heating elements on the 

back side in order to control the surface superheat. 

Bubble growth period, bubble size and shape from nucleation to departure were measured 

under subcooled and saturation conditions. Significantly larger bubble departure diameters and 

bubble growth periods than those at earth normal gravity were observed. Bubble departure 

diameters as large as 20 mm for water and 6 mm for PF5060 were observed as opposed to about 3 

mm for water and less than I mm for PF5060 at earth normal gravity respectively. It is found that 

the bubble departure diameter can be approximately related to the gravity level through the relation 

Dd 0<: l/.jg. For water, the effect of wall superheat and liquid subcooling on bubble departure 

diameter is found to be small. The growth periods are found to be very sensitive to liquid 

subcooling at a given wall superheat. However, the preliminary results of single bubble dynamics 

using PF5060 showed that the departure diameter increases when wall superheat is elevated at the 
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same gravity and subcooling. Growth period of single bubbles in water has been found to vary as 

t g.O.93 
g oc . 

For water, when the magnitude of horizontal gravitational components was comparable to 

that of gravity nonnal to the surface, single bubbles slid along the heater surface and departed with 

smaller diameter at the same gravity level in the direction nonnal to the surface. For PF5060, even a 

very small horizontal gravitational component caused the sliding of bubble along the surface. 

The numerical simulation has been carried out by solving under the condition of ax i-

symmetry, the mass, momentum, and energy equations for the vapor and the liquid phases. In the 

model the contribution of micro-layer has been included and instantaneous shape of the evolving 

vapor-liquid interface is detennined from the analysis. Consistent with the experimental results, it is 

found that effect of reduced gravity is to stretch the growth period and bubble diameter It is found 

that effect of reduced gravity is to stretch the growth period and bubble diameter at departure. The 

numerical simulations are in good agreement with the experimental data for both the departure 

diameters and the growth periods. 

In the study on dynamics of multiple bubbles, horizontal merger of 2, 3 4, and 5 bubbles was 

observed. It is found that after merger of 2 and 3 bubbles the equivalent diameter of the detached 

bubble is smaller than that of a single bubble departing at the same gravity level. During and after 

bubble merger, liquid still fills the space between the vapor stems so as to fonn mushroom type 

bubbles. 

The experimental and numerical studies conducted so far have brought us a step closer to 

prediction of nucleate boiling heat fluxes under low gravity conditions. Preparations for a space 

flight are continuing. 
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OBJECTIVES 

• Mech'anistic understanding of low gravity nucleate pool boiling 
proces·s th·rough numerical simulations and experi:ments. 

:.[1 • Investigatio'R of the scaling ofth.e.effect of gravity on the growth 
.and .. :4.,partU.re of .slngJe·.b~tJle-:::r~·ia destg"ed ~ue.lea~on site. 
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. 1~: 

• Effect of liqluid subco:oling and wall sup,erheat on bubble 
growth and depa~re at low .. ~yity. 
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·.n. VaJidatl;Q. ot~.~fctl'Ye:DlOdel of nucleate boiling under low I 

gravity c08dltioJi~"":' . '::::.::';.: . : 

·<I~-. ~~--
". tIW lWII!Jm 

. :. . ~1!A II " ":: 1 :: _. tr t..<__ _. . ......... _ S· ) • 

2 



.. ~-' . 
. 

N
A

S
N

C
P

 -2
0

0
0

-2
1

0
4

7
0

 

tn
 

Z
 

o
 

.~ 

. 
. 

. . 
: 

,. 

. 
. 

. 

; i"
' .. 

... 
._."'---

190 
:~:, 

., 

. . 
. 

. 

... " .. 

.' 
. 

; 
. 

, 



~ 
Z 

II 

>-
V1 

N'UMERICAL SI~M'ULA TI:ONS 
>-
() ~-,-=:::JJiC t=~~~~~. ::JIlk4aw: ,I! lllilh'Me!':~~:.'t.'·:.~~:.~l\.Hv' Ji<o.oMi,:o;;;,;,;,;'~M.ioom~.Wt';'*;\(OO.I':~·:· , ... -; .... I·~ .:~,': •• : :\ •• 4l.:)\ .... ~P;'!.X« .. ~~ :: ::= i.omg 

I 
I..) 

~ 
t..) Prediction of Nucleate Boiling Heat Transfer 
r: I. 

-....l 
0 

Predictive 
Model 

' .. 
.. . . 

t ... .. J~ t .' .. .. .. . . , . . ............ . ' ..... 
.. 

I '. . 
" . . .. .. . , .. 

Heat Transfer l\fechaniSII1S: - .. ~~.:: 
-.0 

• Transient Conduction 
, 
:-' , .. 

• Evaporation at Bubble Base '., '" Bubble Dynamics 
.... ........ , ... ... 

• EYaporatioD af Bubble 
. ;,.. 

• Growth Tbel'IDal .... "'" Active Site .... 

Boundary ... • l\t~rgC!r • Density ... Response of the ... .... ::; .... ,.,..-

• TherIDo-Capilla'1'T 
',' ' .. ,. ,., ·Heater "" . • Departure " 

Convection 
'" 

...... ,. . . 
.... 

• Convection Induced by 
.. .. .. '" 

. , 
~ 

Bubble Motion 

'I ."'-_ .......... 1.. ~.' . 
:: . . 

.. ,,,,, .. ,,,,,,: :ii. "~:T' , ~ " 



z ;p. 
Vl 

~ 
§ 

I 
hJ 

~ 
-..l o 

-.\0 
t.l 

~ 
NUMERICAL SIMULA liONS (Cont'd) 

«\.~~':':«;"··:V·.*'·.): 'k~_ .... ~~::.:-::! ... :. ',- ~.-.......... . I .' •• ,'" ~ •• !:.~'-!-'~~I_iii(i;9ii:X::':::,~,~:~'I'(IS~~""""',"""":v.;:-;" ........ , ~.i..::~~:,;£tI~::m:t~::;: ::::::tg:'9=~.-..~ 

(~older I jquid 

.. . 

Superheated 
Liquid Layer 

~1i 

~ ....... ;. ·il( I )/' 

19 

y-Y:-- ------ ----- ---- -- ---< , , 
.' 

; . ,,'. ~ 

. j; ~1~cr:~.:·~e~o~ 
. ·1. ~ ~ . ; :: . 

Liquid 

. .: .. , 

: : ~ ; 1 :" :'; ; : ·, ... ·.·r·-}{ 
'l. 

'.: . ':1:1 ~~TtI,ll$ltJl~-. .- .. J~ 

- 1'" .... r .. ~ •• , __ "{L .. ~ .. _ . 

5 



Z » 
Vl » --() 
I 
1-,) 

§ 
I 

1-,) 

l2 
-J 
0 

\0 
IJJ 

~ 
II 

NUMERICAL SIMULA liONS (Cont'd) 
"-.~'7"~~:;:::;~.~~".~~~~~~~-:'~'~.':',' .... ".,,'.'. "·· .. ·~ .•. wI." . .-.w .,,;11_:4111'.' .... - "1III((~~.&'~~~~I.M)'oIl~.~;~ '.;'<". ~ .. ',;" ",".,'."~.","--.' 

Predicted Bubble Growth at Different Gravity Levels 

E 
. ..:.: 

1"~'----~----~----~----~----~----~ 

AT sub= OoC 

0.1 I IT w-T AAt= 8 °C r-I --t--~~~-\-+-_-.J I L,.""""- T I 

. ·.·..·Itl ' ... 
. .... .... ~ .. .'- I • 

glge=10-4 

~ 0.01 -I ~s.-
i5 
~ ... .... .D.' 
.c 
::J 
al o,L001 

.' 
." •• .~ 

glge=1 

A 000:1·:·: .. ·t·· ........ · ..... ,,~ . u ...... 

g/ge=10-2 

' .. :QJl01 0.01 0.1 . . .. 1 10 100 1000 ~~ 

1~========~===='============~T:lm:e~,~s~~~============~~=== .~ ._. . 
D ........ '1:4' ........ "'. 6 ; . ..' .... -rr-mS . .. • _ .. lil Ii!? 



r,t",,··, 
I.,cll' 

~ It NUMERICAL SIMULATION (Cont'd) 
q ~~.~~ .. __ . I' 1:!!!!!!!I!I!~!!!!!!r '!I!:.~!~IIIBII*~~~II!\!tl!!!I!III!I!16!!~!$!!~_~~·w;;a:=lr~IOli"'iIlIl!Ij:_r~x:.,,:.. 'u uu' . . ... ...... , ..•. '.~":""i.i'~~'~ 
I 

~ n NUIll.erlcai Simulations • Scaling with Respect to Gravity 
~ 
--l o 

-\0 
~ 

. :":1, .. : 

--- . . .... -. -, _ ... -.- .. ----.---- .. 
Gravity Level Bubble Departure Bubble Growth 

Diall)ete.r (mm) .. Period (sec.) lee . ~ ~. .... .. .. ... . 

2.8 . , O.O5.~ 

lO-2ge 27 4.5 

': .. : 10..4··· .' 
'.. . .'" 26S 257 . ,," ..... : - , .. . . . ..' 8e· ',"'" .. . ' .. ,': ...... 

, ~,. . 
.... _-_ ..... " ..... __ ...... ,,_. .. . " ... __ ._.~................ .. ............... 7 , ... ,;, ........ , ..... , .. "" .............. _ ... __ 

11 .~iquid: Saturated Water; System Pressure: latm, cp = 50~~ Tw'" T~: = 7°C 

. " ... 

.' .. 0" o 
"1' uufi:' . 10-2 

Oe . g .. . ' · .. ,e • • 1 

Dd oc'g-1I2 

lO·-4'g e, . 

t OC 0 -{)~93, , 
g ~. 

~ It 'j ; , :..:.trf :. " . . ,5tffb . . ~Tl1I 
E 

7 



tn 
... z . w 
2 . :,:. ': 
~

-
. 

w· 
A

. 

t1 

-
-
-
-
-
-
~
-

•
•
 

! 

..... 

. , , 

.
,
 

. 

. ; 

~
\
 

+
 
~
 =:i::i:=:Z::::==== .. :c .. ::~~.i!:-. =

=
=

=
=

::::z:=
=

=
=

=
=

:::P
 

N
A

S
N

C
P

-2000-210470 
195 



z 
~ 
CI:l 
~ 
n 
'I 
§ 
I~ .-
~ 
--.J 
o 

.-
\0 

'" 

~ 
EXPERIM'ENTS 

:~. ;~~'"'"'i""f"" .:*W; .. ~~.--........ ""-' -'-";!i';,;,~SIIIIlil'lIIIIIIIllIII~I<;iI!'Jllli:'I:I:lllllle~~ml i!l!!~~11 !!:Ml~_IWUlr::t ~~;::;:..~~~~ 

• Closed Test Chamber: 
Feedback control of system pressure, Hquid suboooliul and 
superheat of beater ·surface. 

• Measurements Using Thermocouple Rakes: 
.' Liquid temperature near heater surface (thermal boundary 
lay~r) 'an~:;bulk 'liq~Rt telQperatUr.~. . .. 

. , " 

• High Speed Video Cameras: 
Record the boiliBg process at large magnification and in two 
orthogOnll: cIlrectltiis. . ".,... , .. 

• "'Low GraVity"ConditJon dUl'ing;J{C-135 Flight: gr+0~04 Ke 
.. :the. dlrettion, ~ D9rm.al to ·Ute heat~r. surface with the accidental 

. . .. . -, .. ," ; ~. . 

. in~ease up to 0.065 ge-

• Three-Component Accelerometer 4l ~_., 
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• Heater Snrfaee: 
Polished Silicon, wafer (roughness < 5 A). 

• Nucleation Sites: 
5 Cavities of 100 IlDl in depth and 10 f.1m (one), 7 J.Lm (two), 4'lmlJtwo) 
i-..:4IJlmeter at a spacing of7 m.,r.n'made io the wafe~, ~Dter via the 
!!eep Reactive Ion Et~~Dg,Tethnlque .. 

• Heating ~:Ie.ments: : , 
FQil~like strain gages bonded 't:,:~h:e,: back of silicon wafe:r ,:,pd::<"" ";" " 

, ,,,' . . 

, grouped. in ditlere .. t, regions fOr separate cOQ.troJi':of'superheats • 
. ..... , .. \ , 

• Nucleation ~t.tiV.tiOD: .. ,,, 
Only at 'the' desired ~vities,:before tate-otT 0(. KC~.t3.s~ 

. '. . . 

• ,OveraU :wau Superheat and Bulk Liquid Subcooling: 
Set to specified values prior to each p'arabola (low gravity period). 

:, :" "r:a ' .. 
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EXPERI,.eNTS(Cont'd) 

Configuration of Heater with Designed 
Nucleation Sites '. 
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EXPERIMENTAL RESULTS (Cont'd) 
•• Single Bubble at Low Gravity In KC-135 

(Run No.80S. Feb.27, 1999} 
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EXPERIMENTAL RESULTS (Cont'd) 
-- Single Bubble at Low Gravity in KC-135 
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CONCLUDING REMARKS 
• Well def'med and controUable nucleation sites were obtained by micro

fabricating cavities oil the poHshed Silicon w·afer. 
• Complete boiling process of single bubble from nucleation inceptio'll to 

departure of bubble was obse'rved on tbe designed surface at low gravity .. 

'. Larger bubble departure diameters (>. -10 ·mm) and longer bubble 
growth periods than those at ea:rtb· normal gravity were measured. 

• The bubble depan,ure, diameters and growth periods scale as . 
. , . 

.D d xI{ -:: 112 arid t K oc g - 0 
.93 respectively. 

, . , 

• Small subcooUng in the 6quid can.lead,: .. tO, :s.ignificantly prolonged bubble 
growth periods and redu~ J~_bbl~ growth rates. : .. 

, : '. .:. ' .... ': .. ~~'."-
. '," .... ,. .' .,( ..... ," " ., 

•. During bubble merger, mushroom ~~,9f ,bubbles attached' to the heater 
.. :. I~ . .. sUrface via,,·vapor stems: were':·obs~rVea to form.. . . ~. ". 

, . 
'''1' 

1\'.",',' • I 

• The merger caused -lift-o'fI'ofthe vapor: mass from tbesurfa·ee :Ul:8:·:·smaDet 
. equivalent diameter thaD th~t, :of .. single bubble at departure at the same 
gravity level. " ,..... '. :,:. ; 

. '" 

• The liquid motion during ~erger8.nd the resulting lift forceptobably ... f!.!!~ 

HI played a role in e~~~!."lift-ottof~e ~rged bu~~~. , ..... ,,,,,,, ..... .. ,m ~ 
.: .28 
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Physics of Hard Spheres Experiment: Microscopy of Colloidal Particles 

Z-D. Cheng, 1. C. Ruiz, M. Megens, A. D. Hollingsworth, C. Harrison, 
W. B. Russel and P. M. Chaikin 

Depts of Physics and Chern. Eng. and Princeton Materials Institute, Princeton University 

In preparation for the next phase of the Physics of Hard sphere experiment, an investigation of 
hard sphere nucleation and growth using a specially designed microscope on the space station, we 
have developed new colloidal particles, as well as some new techniques. The new colloidal 
systems are flourescently dyed, index and density matched spheres with screened and unscreened 
electrostatic interactions, as well as micro lithographically prepared disks. Confocal imaging of the 
nucleation process shows dominant surface nucleation with an amorphous first layer and then well 
defined crystallite propagation into the bulk. 

We have studied the nucleation and growth of colloidal crystals in the confined geometry of a ISO 
f.l thick sample between slide and cover slip in a confocal microscope. The samples were PMMA
PHSA stabilized. 956 f.l spheres fluorescently labeled with fluorescene using a modification of the 
techniques developed in ref. I. The initially dyed and washed particles were found to be charged 
when suspended in the index and density matching solvent decalin-tetralin-cycloheptylbromide . 
Even in this highly non-polar solvent the coulomb interactions could be effectively screened using 
the organic salt Tin(lI) 2-ethylhexanoate. The confocal images shown in figure 1 correspond to 
"slices" I, 4 and 48 f.l from the cover slip, for a sample with volume fraction 0.52, 60 minutes 
after homogenization. What is striking is the low density and amorphous character of the first 
layer, the crystallinity of the forth layer, and the mixed crystal-liquid character of the 50th layer. 
The crystallites have clearly nucleated on the surface but the layer closest to the surface is not 
crystalline. This indicates the two, not necessarily constructive, effects of the surface. One is the 
wettability, the other is the constraint on particle motion. The excluded volume interaction is 
repulsive depleting the layer closest to the wall and leaving it below the freezing transition. The 
next layer has a higher volume fraction but still has restricted motion in the direction 
perpendicular to the wall. This is where the crystal first nucleates. With confocal microscopy we 
can scan the volume of the cell with an area of 200x200 f.l squared and a depth of 60 f.l in a 5 
minutes. We can then follow the growth of the crystal liquid front as it propagates into the bulk. 
The observed front growth goes from 1 f.l 11 Ominutes to 1 f.l Imin as the volume fraction changes 
from .50 to .60. 

In the coexistence region the nucleation proceeds incompletely leaving a metastable boundary 
between the crystal and liquid phases. In the figure we show the three dimensional structure of the 
crystallites in this situation. The crystal structure of each slice of the sample has been analyzed by 
an algorithm which locates the particles, finds the local crystal structure and the direction of the 
crystal axes and assigns the next layer to the same crystal if its orientation is within 5 degrees of 
the underlying layer. (There is no distinction made here for FCC vs HCP, the structures all d 
conforming to RHCP). The crystals grow epitaxially from the substrate layer with the initial (2n 

layer) domain structure unannealed in the growth process. The stalagmite shape of the crystallites 
indicates the dendritic growth instability. 
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Fig. I Top) Confocal images of I ~ particles at 1,4 and 48 ~ from cover slip. left) 3D crystallites, 
colors are different orientations. Images from top are in outlined rectangular prism. right) 
Colloidal PMMA disk/donuts 4~ diameter x 0.4 ~ thick produced by photolithography. 

Since the design of the flight microscope incorporates sample cells with submicroliter capacity, 
our initial experiments showed that extensive investigations of colloidal systems could be done 
with miniscule (by conventional standards) quantities of material. It then became practical to 
design our own non-spherical, colloidal particles using variations of optical lithography. On a 
three inch wafer it is possible to make - 2 microliters of colloidal particles at volume fraction 0.5. 
Depending on the size and shape this amounts to - 300,000,000 particles, well beyond numerical 
simulation capabilities. The example presented in the figure is a suspension of 4 x 0.4 
~ disk/donuts made ofPMMA. Using this technology virtually any two dimensional shape, disk, 
rod, banana, etc. can be made readily. Three dimensionally shaped colloidal particles can be 
prepared but with more difficulty. 

REFERENCES 
1. E.R. Weeks, J.c. Crocker, A.C. Levitt, A. Schofield, and D.A. Weitz, Science 287 627-31 
(2000) 
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Phaae Blagnam , 
lor'Qard IphVa 
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Phase Diagran1 by 19 Experitnent 

Crvstal <f . . • ~. 

- '" '" If t~terogeneOUS ";",,.~ 
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O 4· "10 :2 .10 ............. 
('oexistence Liquid 



( hE: ft.£.1 
~ .. -. 
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Br~gg Scattering 
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Cbapter 5: CrystalJization Kinetics 

Struclure evolution of sample 4 (~=O.552) 
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Figure 5.31: The structure f:yolution of so.mplc 4 in I-l!J and 19. 
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Fully crystallized Sample <t> = 0.552 

Size of Crysta/litesl2R 

1 Crystallinity 

X 
0.1 

: 104 

,N 
~ c 

i 10-5 

Number of Crystallites 

Volume Fraction 

101 102 103 104 105 10
6 

• GOlnpressed and Expanding lattice: Gibbs-Tho111pson effect 

• Nucleation at constant rate 
- -------

~~ ~~~ ~ ~ ~ ~- ~ ~~~ ~---~-~~-~ ~-~~--~~~~~ ~~~~~~ ~~ ~~---~---~~~~~~~ -- ~ ~ ~ ~ ~ ~ ~ ---~~~~- ~ ~~ ~ ~ ~ ~-~-~-~ ~ ~-~ ~ ~ ~ ~ ~ ~ ---~ 

~~~. Gro\~1h : (I) diffusion Hmited~< 300s 
(2) intermediate stage 
(3) coarsening non""classically 

• Effect of gravity: (1) nlore small crystal, 
(2) suppress coarsening 
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Fabrication: Spin Coating 
. .....•.. . ....... -.. 

~~i ~ ~- ~-=,-7. 

J- ~;., -:.:.......-.~-

: Spin at······· 
. at tbousands 
. ofRP~1 

• Polymeric layer spin coated 

• Solvents chosen such that each 
coating does not remove layer 
underneath 
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.,. 

Fabrication: Exposure 

HgLamp 

• After exposure andde'veloping, the pattern is 
~'\vritten" into the photoresist 

PMMA 
"t- .. " 1 

sacrlIICltll Ill,ler 

Sllt)strale 
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Fabrication: ~Pattern Transfer 

O2 Plasma 

t t t t t t 

f'MMA 

substrate 

PMMA disks 

substrate 

-----------------jiiiiiiiiiiJiiiljjjjiiiiiiiiiiiiiiiiiiiiiiiiiii------------iiiiiiiiiiiiiiillil===- --- -i"'-:::" __ _ 

• Reactive ion etching (RIE) transfers pattern 
fr0J11 photoresist toPMMA 

• Colloidal particles ready to float off 
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This talk will present recent results from ground-based research to support the "Physics 
of Colloids in Space" project which is scheduled to fly in the ISS approximately one year 
from now. In addition, results supporting future planned flights will be discussed. 
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Confocal Microscopy 
rotating 
nun'ors 

N ASA/CP-2000-2104 70 

sanlple 
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screen 

screen \vith 
pinhole 
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Scan Illany slices, 
reconstruct 3D . 
tillage 

. for 3DpictllreA' 

0.2 ~Ull 

."."t .. ,., 
"·"f·· .. ' 

''')-, if ill £~I' ¥lfl···.1j~te···:r·····P~(~ N1l\ ·1'<lf~t·.tP~I4ts _""" .. ~ ........ "j .. u~ .. \", ......... _ ... 1 .... w " .•• ·4 .. 1·. l\. ... C., * -.. -
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Microscopy and Trackini! 

Microscopy: 

-30 images/s (512x480 pixels, 20) 
_ -(lne 3D Hcube'" per 6 s 

-67 x 63 xl4 !lm~ 
-100x Dill 1.4 N .A. objective 
• Identify particles within 0.03 Jlffi (xy) 

0.05 JIm (z) 

Particle tracking:· _.- ..... 

• P()110W 3000-5000 particles, in 3D 
.2f)()-1000 time ·steps = hours to days .z 4 GB of images per experiment 
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PM~I.··.~ 
....... ... "'" particles: 

-nlade by Andre\\! Schofield (Edinburgh) 

·fltH)res(~ent Cl\ndrc\vLevitt} U. Penn) 

- ill » t~ {")dwi Sl"<~ rs:> c· '~111 ''''rv , t '1111', Z' , '.~ .. ~ t u ~ .. ' .. j, .. ~~ t: .., C, ~. (u l:.),." ...J.: 

-density nlatching sol\lcnt 

-31) s3lnples: Jo()k >3() ~lnl froll1 vlall 
(> I () dianleters) 

(Illlt to sellie) 
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Experimental Details 

.2.3 ~llrl dianleterP?vfrv1A coll()ids 
·d(~nsity 1l1atched solvent 
-act 1 ike hard spheres 
-equilibrilHl1 is rand(1n1 tIep 

.confocal nlicroscopy to take 3D pictures 
-l()()k 30 ~ln1 in fl"()111 cover sJip 
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3D reconstructi{)n 
fr{)Jl1 111(1llV 2D slices 
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rO\\llliatlMotioll 
(2 lUll particles\ dillite sanlpl{~) 

(I.S ~lnl 

L.eads tt) norillal diffusi(Jn; 

NASNCP-2000-210470 

(Lix2) = 2Dt 

D :;:;:,kBT 
......c.

D7r1Ja 

/\ 
viscosity 11 particle size (I 
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D· ·····.f i"'f" .. . ·.·l···········.S·· .• ·.• ' ..•.. ~....I. II ~j I () 11 • ilute salTIples 
rv1ean square displacenlent: 

10 

1 

<~r2) (1l111 2) 
0,] . 

•. 

0.001 :. 
(lO 1 

,. N. •• , •• ~.,.~ • ...,,~~,,~_"y." ", ,.~,,~ 

0.1 I 

AI (s) 

10 

Dispincenletlt (tistributi()n function: 

10 1 

10; 

P~r) '. (W' 1ft-' 
A 

I \ 
I \ • • , \ 

10 4 

o 2 
L\l:' (I1n1) 
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Met'lll sq'. ll(lrp~ disp······l/lcell1e~llt.· 1 ..... ........~... ..... t. '.' ....... "" ..... . (... ..' '. '. ..' ..... . .. . 

\' olunlc fraction d>=().5:~t 
~~superco()led flu id U 

lag linle 6.1 (s) 
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Cage trapping: 

-Short tin1es: particles stuck in Hcages" 
-Long till1CS: cages rearrange 

nrn 
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Displacelllcnt <:iistril)uti()ll functioll 

, 

(xl) ~ln11 L 

OJ)1 E" 
}c 

2() 

~/= lOOOs 
~~ 

ii' 
'&~} 

(} 
0:0 " ... "'i ...•.... ,,, •. &.,, ........... .A ..... ., ..• ,,.w •. , ............ + .... "":c.·· ... 1"";·· 

-2 ~1 0 1 2 
Ax (pm) 
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<X2> 

2 (/em) 

2,
Flongausslanity 

°2 
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<~ ."",,'. LY~' 

.2:.... ' 
<'. .. } E 

:!",. 

o 
010, 

on average, 59i: of particles have 
ilr(t11* ) > ~r* 

::::; C:lflC re'lrr:111 0 Clllcnts 't '1:" . ..,. '-., . , ... L, ··e '.' .. , , ,... ',-

1,1.',)n.· 5 (:'t{:,: t "1; I, S 
~'t " l' ,,'~ 

()f L\X distributt[)n 

~2 ·~1 o 1 

~x (pm) 
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Nurnher Nt" of fast neichbors t() a 
! "'" 

f:l st' P·., ~'1 r~ti c,'1 ;~ :.: "' ...... H ............ t: 

,-. 
1''' 
~ .. 

L~~.L.,. t , .•. 1.,., , •. ,.L.,,, ,.·····."J.,,,A, ..•..• J,.w ........ ,4,, ..•... L. •.• ..L •. ~ •• ~."',"., .•• L ...•.. -"'_,~d 

o 4 a 
N, 

12 

Fract,ll di nlensi(Jn: 

100 r 

10 ;: 

1 :., .. ,..... . ...... .1 .. -. <,._"w,.v., .. ~._.,._< •.. N~W ...... J.-., ...... t .. _.i '-"'-~ --.; " 

1 :; 10 

R 0.1m) g , 
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Dynalnical eterogeneity: 
possible (i)JI1Ql1'lic length scale 

l\ tlatH {~ (1 ibh ~: ~. CO(!I~~a~lilj~:_~:ll,,,It:_!lJ:IlU1I:hJg,rrgion5 . , 
t 1 (j65) 

N~1R experinlents: 
.S"hn1i it ~R,' ,,}llr"r S,' " l ,,','" ,,{h \ L, ();;, ,_ 

Sinluiut ions: 
.(,'~"I, f

X
, ttl h" 'f'), < ','}l"l ", t, i" c~,',"~ ~1 I (" I 00'1 i' J~ YU" '1rr1 ",I 'Vit"$ S. ,1 

,$ ¥. 1'" {, v ~i, \,'H~tH. t l, ,.,~ I "';! -" ' !-~ ~", \'H ~", • \. lX ' J 
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Nucleation and Growth of Colloidal Crystals 
by Small Angle Light Scattering 

"._lK 

i 
j 
c: ... ~ 

t 

. 7?Tlf,.·.T ... ·.x.wwr· .. , .ut .t ... 

10
' 

t (s) 
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PMMA (d= 700nm) decalinltetraJin (000121) 
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Local crystallization 
order parameter: 

I). 1<. ten \\'01 de ! ~1¥ J .I{uiz-f\,1ontcro, 
D. I=rcnkcl: J. Chenl. l)h)~s~ 104, 9932 (1996) 

• Lennard-Jones si Inu lattoo 

-Find nearest neiQhb()f 
~;' 

" c()nn1:;.ct 1 ()ilS ,"., .~ - . I··· 1/ 

-Resolve (,,()iUlet~ti{)ns in 
s r.J .. h" •.... ~ ri ' .. ···1 J'. h ar"I'I" ()n i~ s . t ' .. c .... \.:,., . i .... J~. ¥ 

• E'.=.'.' x r n'" I' n" ,.'~ l~:;, 6.·' (,,(t ........ t: ... . 
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local bond order parf!meters~: 
qlm(i) = 1lNi Lj(n.n-.)Ylm(rij) 

rotationally in'laIia.ntform;_· 
ql(i) ~ I 41t1(21+ 1) Lm Iqlm(i)12 ]1/2 

.~~-ry~!~t:J i_keborlds: 
--- ------ ---- -

q;(i)~q:O) = Lm q6m(i) q* 6mU) > 0.5 
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Aggregation in colloid-pol}'nler mixtures 

fluid gel 

Polystyrene polymer, rg=37 nnl 
<;e 

+ 
PMMA spheres, fc=350 nm 

- --- ---

Depletion attraction 
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c =8.8 p 

(gel) 
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(ilnage is 
20 diameters 

thick) 

(itllageis 
40 diatneters 

ttiick)··· 



t~ :5.·· o. "" p .... 

('fluid-
cluster') 

Cp~ 11.8 
(gel) 

N ASA/CP-2000-21 04 70 

Reconstructions of 31) il11~lges 

q,~O.03 

274 



Gel1110rphology 

ell =-:' 0.03 
Rt:; O.35~!m 

P( 
. 0.35 , 

11i...} ... '''.0 ~ 
H 0.> , 

O~25 : 

inlages are 2 JJ,m thick 
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~ ti ,'ti.1 ki,T 
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~. l! II 4 k!11 
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nunlbe of bonds, nb 
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Gel morphology ... chains 

• Define chain, detern1inc 
its length 

«+ Find particles in chain 
(red) 

• Shortest"path length\ L 
~L=2.3 x R 

(for all samples" 
U= 11.4 kB T U=5-11 kBT) 

05 10 15 20 25 30 

R (Jlm) 

~ ('1hemical ditnension,Nch Q(: R dchern 

• measured dcbcm - 1.0 ±.l 
• Chain cross section == Nch/(Lxsphere diameter) 

• 1.5 particles (U= 5.6 knT) 
• 1.0 particles (U= 11.4 knT) 
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COLLOIDAL ASSEMBLY IN ENTROPICALLY DRIVEN, LOW
VOLUME-FRACTION BINARY PARTICLE SUSPENSIONS 

S. Sanyal, J. Zhang, W.J. Work, K-H Lin, and AG. Yodh, University of Pennsylvania 

We describe entropic depletion-induced assembly experiments to synthesize novel colloidal 
crystals. Our samples are typically a mixture of large and small species suspended in water or in 
an organic liquid. The larger particles are spherical colloids with diameter ranging from 0.4 to 3 
microns, and its type range from polymer-based spheres such as polymethylmethacrylate 
(PMMA), polystyrene (PS) and silica, to semiconductors such as ZnS, to novel polymer-based 
spheres that have hollow interiors. The small species can be a polymer (e.g. PS polymer), a 
micelle (e.g. SDS micelles), a dendrimer, or a very small colloidal particle. Typically an optical 
grating template is bonded to one wall of our microscope slide cells to select particular colloidal 
crystal types. 

We have investigated the entropic self-assembly of colloidal spheres on periodic patterned 
templates [1,2]. A variety of two-dimensional structures with quasi-long-range order are 
observed to form on templates with one- and two-dimensional periodic structure. In particular, 
on a template commensurate with an FCC (100) plane, entropic forces induced by non-adsorbing 
polymers form an FCC crystal more than 30 layers thick without random stacking defects [3]. 

We have also begun particle synthesis experiments to achieve samples of monodisperse colloidal 
suspensions of the types mentioned above. So far our successes in this endeavor are as fo Bows. 
(1) We could modify a published technique [4] to synthesize 140 nm and 400 nm ZnS particles 
with size-dispersity < 5%. In principle this same procedure can be applied to synthesize a range 
of similar sulfides, e.g. CdS, SnS, PbS, MnS. (2) We have prepared monodisperse particles that 
have a water-swollen core (precursor to hollow sphere particles) with particle sizes in the 550-
650 nm range [5,6]. Initial success of their assembly by depletion techniques has been achieved 
in our laboratory [7]. (3) We have also succeeded in synthesizing 100 nm, 200 nm, and 600 nm 
monodisperse (<10%) magnetic particles following a literature technique [8,9]. 

We will describe experiments to measure the photonic band structure of some of these crystals 
using a spectrophotometer set up in our laboratory, which can perform angle- and wavelength
resolved reflection and transmission experiments on our colloidal crystalline samples. 
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D~pletion Force: (H,Q 

o 0 o 0 

0
8 inaccessible 

to 
smail spheres 

p 

o 0 
00 0 0 

o 0 0 

... Moving 2 large spheres together aaa 
volume accessible to small spheres 

~ 
increases total entropy 

6F= -TaS 

-3 . ~----- -a¢!~ T 
2 s 

Free-energy gradient III· . ., Force 

• S. Asakura and'F.Oosawa, J. Chern. Phys. 221 1255 (1954) . 
• A. Vrljl Pure anci Applied Chem. 48 1 471 (1976). 
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Clas Pn;ssures derived frolu the Carnahan-Starling EqlHltion of 
State: Volurne fractions of the L~lrge (SnlaH) ~pheres are u:' ~~~~. 
as a result ()f the volume occupied by the Snudl (Large) spheres, 

S() Ii d'Ph a se : 
*' Cl()se-11ackedlattice of I .... arge liard-spheres pernleated by 

hard-sphere gas of Stnall spheres. 

C 1"1 ii;~l Elner:ldlli.fr9111.. Solig~N~l~lQ~ 
Since the Large sphere excluded volumes ~dready overlap in 
the soHct the entropy of the Sma) 1 spheres incre~lses as the 
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Ofpletlon force at surface: (HliRP SpIlUE() 
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··0 00 0 
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0 00 -.iiiJIIi"'--. 

o 

.. Moving large sphere to walldecreases 
the Free energy even morel 

Forc.eS.·p.he·re~ 2 x Force h . . ..... ... . . sp ere 
-waH -sphere 

• P. D. Kaplan t J. L. Rouke. A, G. Yodh, and D. J. Pine, 
Phys. Rev. Lett 72, 582 (1994) . 

• P. D. Kaplan at at Phys. Rev. Lett 73, 2793 (1994). 
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Imprint Scheme 

a 
i , grating 

glass substrate 

". 

I MMA layer 
. (>200 nm thick) 

Press a grating onto PMMA layer while 
-heating PMMA above its glass temperature. 

b 

Remove the grating after 
PMMAis cool. 

Commercially avaifabte 
grating pitches range 
from 0.3 micron tol 0 micron. 

pltch ... O.83 micron 
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-;,-~~'- Exact Solution' 

"""""""" ....... ~.-..... ,."'""' ...... ~ Experimental 

rh 50' ",'L= ·/0 

Data 

[ps J=2mg/ml 

o~~-~~~ __ ~~~~~ __ ~~~ __ ~ __ ~~~~ __ ~ 
o I to 

interparticle distance 

tv10st likely interparticle distance::: 0.93 rnicron 
Hard sphere diameter :,; O~86 micron 
radius of gyration of polystyrene::: 0.015 n1icron 
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Micromechanics and Dynamics in Magnetorheological Suspensions 

Alice P. Gast and Eric Furst 
Department of Chemical Engineering, Stanford University, Stanford CA 94305-5025, 
USA 

Magnetorheological (MR) suspensions are composed of paramagnetic colloidal particles 
that acquire dipole moments when subjected to an external magnetic field. At sufficient 
field strengths and concentrations, the dipolar particles rapidly aggregate to form long 
chains. Subsequent lateral cross-linking of the dipolar chains is responsible for a rapid 
liquid-to-solid-like rheological transition. The unique, magnetically-activated rheological 
properties of MR suspensions make them ideal for electrical-mechanical transducers. 
Additionally, the ability to experimentally probe colloidal suspensions interacting through 
tunable anisotropic potentials is of fundamental interest. 

In this talk we will describe our work toward a microscopic understanding of 
magnetorheological behavior. Much of the rheological behavior arises from the cross
linked structure caused by defects and Landau-Peierls thermal fluctuations of dipolar 
chains. We used the light scattering technique, diffusing-wave spectroscopy, to 
investigate the fluctuations of dipolar chains. We have prepared monodisperse neutrally 
buoyant MR suspensions allowing us to probe the dynamics of the dipolar chains using 
light scattering without complications due to gravitational forces and polydispersity. 

Optical gradient force trapping techniques, or laser tweezers, have become increasingly 
important tools for studying the microscopic structure, mechanics, and interactions in 
biological, colloidal, and macromolecular materials. We also present our study of the 
micromechanical properties of dipolar chains and chain aggregates in a magnetorheological 
suspension. Using dual-trap optical tweezers, we are able to directly measure the 
deformation of dipolar chains parallel and perpendicular to the applied magnetic field. We 
observe the field-dependence of chain mechanical properties, such as tensile strain, chain 
reorganization, defect-annealing and rupture. We discuss the role these forms of energy 
dissipation take in the yield stress and rheology of MR suspensions. 
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• Bending and stretching dipolar chains 

• Chain defects 

• Lateral interactions and coarsening 
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Experimental Systems 

1. Ferrofluid emulsion 

monodomain Fe30 4 grains (-10nm) 

a = O.65J.lm 
ferrofluid_ ..L 

sodium dodecyl sulfate solution 

Fractionated - monodisperse 
J. Bibette, J. CoIl. Int. Sci., 147,474 (1991) 

Micrograph of emu Ision droplets 

2. Polystyrene (PS) particles - Bangs Lab. 

Fe30 4 grains embedded in polymer matrix 
• polydisperse: a = O.2-0.43flm 
• Magnetic heterogeneity 

TEM of PS particles 



Z 
:P
en 

~ 
I 
§ 
I~ 

~ 
-..J o 

w -'" 

Gradient Optical Trapping 

Ray-optic regime: 

focused laser 

Trapping force calibration: 

F drag 
= 61tallU 

..... .... ..... ..... 

u 

radiation pressure 

IN 

net gradient force 

~
L\P 

OUT 

Ashkin,Science, 210,1081 (1980) 
Ashkin, et aI., Opt. Lett., 11,288 (1986) 

• Micromanipulation and 
force measurement 

• Forces - 0.1 - 10 pN 
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~ Laser Trapping "Tether-handle" System 
§ 

I 
1-,) 

~ ~ Strong scattering and absorption 
pushes MR particles out of laser trap 

3.5 Jlm polystyrene 
g bead tether held 

by trap 

Paramagnetic emulsion droplets 
attached to "tether-handle" 

paramagnetic 
bead handle 

~.ilill 

Streptavidin 

[Ka : 1~5 M-1 I 
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Dual trap laser tweezers 

illumination <I:§ 
Helmholtz coils ~ 

motorized 

sample ' 1111 IIII 

high N.A. 
objective 

1 : 1 telescope 

dichroic beamsplitter,\ IsI'l II 11 r~ 
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!...j VCR I ~ image . 

processing 

·Om 
motor control 
• manual vibration 

single mode 
.--Qptical fiber 

Ar+ 
• computer 
• joystick 

isolated . ----------------
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Micromechanics Experiments 

microscope slide 
I 

streptavidin-
biotin link -r 

stationary traps -
measure stress 

H~ 

MR suspension 

¢ laser traps c> 

streptavid in-coated 
polystyrene tether 

cover slip 

E. Furst and A. Gast 
PRL, 82, 4130 (1999) 
PRE, 61, 6732 (2000) 

chain ruptures 

... 
translating 
traps 

L G. 
• 

or pulls from trap 
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~ Calculating the Particle Interaction 
§ 
§ 1. Self-consistent point dipole: 
-.J 
o 

'.;J 
1.:1 
'.;J 

z m i = 4~ a 3 PoX ~ H oZ + L [3 iii (m j . iii )- m j] 
f#i 41CJ.1 Orij Hot 

1 m .. m . - 3{i .. . m . Vi ... m .) u .. = I } ~lj IftJ.lj } 

lj 41C11 0 r;/ 
. 
1 

2. Repulsive double layer: 

Derjaguin approximation, 
0/0 = - 40-4SmV, 1( = O.3nm-1 Uel (r) = 27rccO lfI~a In{l + exp [- K:(r - 2a)]} 

• Mutual induction and chaining effects 
• Solve analytically for linear chains 
• Numerically for arbitrary particle configurations (defects, etc.) 
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PS chain bending in field - defects 
PS chain rupture tensions 
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• Greater variability in individual chain behavior. 
• Size polydispersity and magnetic heterogeneity 

chains rupture at lower tensions 
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• Strain increase during extension 

due to defect annealing 
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Mechanics of Chain Defects 

Characteristic defects 

Satellite 
0. 

Cruciform 
~ 

Double cruciform 
~)CXlCO) 

Local rupture tension near defect 
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viscous drag 

dipolar force 
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Rigid Chain Interaction, A = 61 0 
Results 

• Short, rigid chains 
• Ends interact strongly 
• Far-field repulsion 

chains repel 
• Near-field attraction 
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Flexible Chain Interaction, A = 340 

Results 
• Uniform, defect-free chains 
• Long-range attraction 
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Summary 

• Magnetorheological suspension - tunable rheology 

- Unique rheology coupling forces and microstructure 

• Optical tweezers - manipulation, dynamics and force 
measurements 

~ - Chain rupture and reorganization 

- Chain defects playa key role 

- Coarsening governed by fluctuations and defects 
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FREELY SUSPENDED SMECTIC FILAMENTS 
AND THE STRUCTURE OF THE B7 PHASE OF MHOBOW 

N.A. Clark, D.R. Link, and J.E. Maclennan 
Department of Physics, University of Colorado, Boulder, CO 80309 

Abstract 

Our recent discovery of the spontaneous formation of chiral domains in 
fluid smectic phases of achiral bow-shaped molecules [1] opens up a 
wide variety of possibilities for new liquid crystal phases and phenomena. 
The basic, spontaneously chiral layer structure of the.. highest temperature 
fluid smectic phases, the B2 and B7, are shown in Figure 1. One of the 
most intriguing aspects of this structure is the plethora of possible phases 
coming from different stacking sequences of the polar ordering and tilt 
directions. The four possibilities of next-nearest neighbor alternation are 
shown in Figure 2. In the original material studied, NOB OW, the ground 
states found are antiferroelectric, either the racemic SmCSPA or the chiral 
SmC"P A" We are currently studying MHOBOW, synthesized by D. Walba 
and shown in Figure 2, which, by virtue of its methyl hexyloxy tail has a 
tendency to form anticlinic layer interfaces, in the hope of finding a 
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Figure 2: Simplest fluid smectic 
structures that can be made from the 
spontaneously chiral layers of Figure 
2. The B2 phase of NOBOWexhibits 
both antiferroelectric structures at zero 
field. MHOBOW has a similar layer 
structure but a much more complex 3D 
structure. 
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phase with a ferroelectric ground state, 
either SmC"Ps or SmCSPA ' which can 
be obtained in NOBOW only by ap
plying a field [2]. 

Figure Basic structure of 
spontaneously chiral layers 
found in fluid smectic phases 
of bent-core molecules. Two 
broken symmetries, polar 
ordering of the "arrow~" and 
molecular tilt about the ar-

Preliminary observations of MHO
BOW have made its study, from the 
point of view of understanding novel 
LC structures, extremely high priority. rows, make the layer chiraI. 

The following truly remarkable char
acteristics have been revealed: (i) The 
smectic phase grows out of the iso
tropic in the form of helical ribbons. 
The resulting planar aligned textures 
of focal conics with layers normal to 
glass plates exhibit bizarre modula
tions, including stripes and checker
boards (Figure 4). These have also Figure 3: Freely suspended 
been seen in other materials suggest- filaments of MHOBOW. 
ing that this is a new phase (tentatively These filaments are roughly 
called B7), which is a fluid smectic 20 IillI in diameter. X-ray 
with some kind of in-layer structure. diffraction from the filaments 

indicates that they have the 
(ii) It is virtually impossible to make nested cylinder layer structure 
freely suspended films of MHOBOW. shown. 

Rather it makes the freely suspended filaments shown in Figure 3, 
which preliminary x-ray scattering experiments reveal to have the 
nested cylinder layer structure indicated; (iii) The powder x-ray 
diffraction exhibits four resolution-limited smectic layering peaks, 
very close in layer spacing as indicated in Figure 5, which vary 
continuously with T .. This is further evidence for a more complex 
three dimensional structure than NOBOW, which as Figure 5 
shows has a typical single layering reflection. (iv) The x-ray 
structure factor of the layering peak of the filaments is extraordi
narily complex and rich, as shown in Figure 6. Varying in qL (the 
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scattering vector component along the filament axis) from a double slit-like pattern to modulated 
layer-like patterns, as qH (the scattering vector component norma] to the filament axis) is varied over 
the range where the four powder peaks are located. These results suggest some kind of mosaic 
structure, perhaps with different layer spacings corresponding to the different stacking sequences in 
Figure 4. Recent x-ray diffraction experiments show that the peaks in Figure 5 are modulated in 
intensity upon translation along a filament, in domains of several hundred microns dimension. 

These preliminary experiments suggest that the B7 is a fluid smectic with extremely unusual and fas
cinating structures. Of all of the many hundreds of fluid smectic materials we have attempted to 
study in the freely suspended film geometry over the years, only a few have failed to form films, and 
none showed any great tendency to form filaments, although this clearly should be a possible freely 
suspended smectic LC morphology. On several occasions in the past we have intentionally tried to 
make filaments from a variety of smectics without success. Thus the smectic filament formation 
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Figure 6: X-ray scattering geometry and 
intensity from a MHOBOW filament in 
the B7 phase vs. qL' the scattering vector 
component along the filament axis, and 
qH' the component normal to the filament 
axis, both in A-'. The ~ range is roughly 
that of the multiple peaks in Figure 5. 
This pattern is indicative of a complex, 
3D modulated smectic structure that is 
currently not understood. 

References 

property makes the B7 phase unique. It seems quite likely that 
the stability of filaments is related to the in-plane structure. 

The filaments exhibit other interesting structural and optical 
features. They are birefringent with a local optic axis which is 
oblique and which can vary continuously along filament and 
which can be manipulated with an electric field applied normal 

Figure 4: Focal conic texture of 
r-MHOBOW, showing the com
plex in-layer modulation of the 
B7 phase, and helical B7 fil
mants growing from the iso
tropic. 
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Figure 5: Powder x-ray diffraction 
peaks showing the unusual multi-peak 
of MHOBOW and the typical single 
peak of NOBOW. The NOBOW peak 
and the individual MHOBOW peaks are 
resolution limited corresponding to 
smectic domains> 3000.A. in size. 

to the fiber, as if the field were causing a rotation of the optic 
axis about the fiber axis. Rapid displacement of the ends of the 
fiber toward one another causes a macroscopic helixing at low 
T and causes thick regions to transiently appear at high T, a I D 
analog of island formation on a rapidly compressed film. 
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THERMO CAPILLARY-INDUCED PHASE SEPARATION WITH COALESCENCE 

ABSTRACT 

R. Davis, M. Rother, and A. Zinchenko 
Department of Chemical Engineering, University of Colorado 

Boulder, Colorado 80309-0424 
robert.davis@colorado.edu, 303-492-7314 

Understanding the behavior of dispersions of one liquid immersed in a second, immiscible 
liquid is important in both traditional engineering applications, such as separations and molten 
materials processing, as well as more fundamental problems in the general sciences. This work 
examines the interactions of two drops under conditions that viscous forces dominate inertia, 
focusing on the role of interfacial deformation. The pairwise information may then be used in 
the study of dilute dispersions, where the probability of three-body interactions is low. Two 
regimes of deformation are considered: small deformation, where the drops remain spherical 
except for a small flattening or dimpling between the drops,I.2 and moderate or large 
deformation, where the interfaces of both drops distort globally.3-5 The effects of deformation 
are significant, because small deformation inhibits drop coalescence, while global deformation 
promotes alignment of the drops,6 which may lead to coalescence,3.4 break-up of the smalJer 
drop,3,4.7 or even more complicated coalescence-breakup phenomena.3,4,8 

This paper is focused on the interaction of two drops of different size which experience 
buoyancy and/or thermocapillary relative motion. Small deformations are considered ftrst, 
followed by moderate and large deformations. Using methodology from matched asymptotic 
expansions and a local boundary-integral approach, coupling the lubrication flow in the gap to 
the internal flow within the drops, the critical horizontal offset demarcating trajectories which 
lead to coalescence or separation of the drops with small deformations is found. Figure I shows 
the resulting collision efftciencies for slightly deformable (solid curves) and spherical (dashed 
curves) drops of ethyl salicylate (ES) in diethylene glycol (DEG) in gravitational motion. I The 
collision efftciency of slightly deformable drops is approximately the same for spherical drops 
until a particular value of the average radius at which the collision efftciencies for spherical and 
slightly deformed drops rapidly diverge. With a further increase in the average radius, the 
collision efftciency for slightly deformed drops quickly approaches zero, as the flattening and 
dimpling in the near-contact region slows the fIlm drainage and reduces the coalescence rate. In 
Figure 2, population dynamics simulations of droplet growth due to coalescence are shown for 
the same ESIDEG system, but now in thermocapillary-driven motion,2 at volume fraction ¢o = 
0.05. Although the two distributions for deformable drops in frames a and b begin with different 
initial conditions, they become nearly indistinguishable later as a result of the retardation of 
coalescence by small deformations. Coalescence may also be inhibited by appropriated anti
parallel alignment of the gravity vector and temperature gradient. 9 

Turning to larger deformations, computational results3,4 have been complemented by 
experiments with glycerOl/water drops undergoing gravitational motion in castor oil. 8 A 
particularly interesting phenomenon observed in the experiments is cyclic capture-breakup, in 
which the head of a smaller drop does not coalesce with a larger drop after breaking. Instead, the 
head of the smaller drop passes through the larger drop, moves back around it and is again 
captured and breaks. Figure 3 shows a typical cyclic process, which we have called 
'suckthrough,' for viscosity ratio unity. 
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REFERENCES 

Figure 1: The collision efficiency for 
sedimentation of drops as a function of 
the average drop radius for an ESIDEG 
system for drop size ratios 0.2, 0.5, and 
0.7. The dashed lines are for spherical 
drops, and the solid lines are for slightly 
deformable drops, both in the presence of 
van der Waals forces. 

Figure 2: Time evolution of the drop-size 
distribution for thermocapillary coales
cence of an ESIDEG dispersion composed 
of spherical (dashed lines) and slightly 
deformable (solid lines) drops with (a) 
dimensionless standard deviation (j = 0.1 
and initial number-averaged radius ao = 25 
f.1m and (b) (j= 0.5, Go = 100 f.1m. 

Figure 3: Experimental images of the drop 
shapes for a trajectory leading to cyclic 
suckthrough for two glycerol/water drops 
in castor oil with size ratio 0.87, drop-to
medium viscosity ratio 1.0, and Bond 
number 7.1. The Reynolds number is 0.16, 
and the time scale is 1.2 s. 
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Thermocapillary-induced Phase 
Separation with Coalescence 

Robert H. Davis, Michael A. Rother 
and Alexander Z. Zinchenko 

Department of Chemical Engineering 
University of Colorado 

Boulder, CO 80309-0424 

Outline 

1. Spherical drops and bubbles 
2. Small deformations 
3. Large deformations 

4. Concentrated emulsions 
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Simulation without Coalescence 
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Simulation with Coalescence if Spherical 
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Buoyancy Experiments - Separation 

t=Os 7.25 10.4s 13.6s 19.7s 26.7s 

• • • • • 
t == 0 s 7.2 s 10.4 s 13.6 s 19.7 s 26.7 s 

Glycerol-water drops in castor oil 

a1/82 = 0.8 /1:= 0.002 80 = 1.8 !1xJa2 = 2.2 
Kushner, Rother & Davis (2000) JFM (submitted). 
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Buoyancy Experiments - Entrainment 

t==Os 2.2 s 4 ') ..... s 6.2 s 8.2 s 10.4 s 

r -... -'--. ~ 

I 
~ 

~ 

I- J! 
l_"~"~=,~,_~,,,, .. ,_,,,.",,,,,,,, .. ,~~".",,_~. ._ .. " .~ .. ~m_,_._.~_ 

t=Os 2.2 s 4.2 s 6.2 s 8.2 s 9.2 s 

Glycerol-water drops in castor oil 

al /a';. = 0.8 fi= 0.1 80 ::: 5.8 ~xja2 = 2.5 
Kushner t Rother & Davis (2000) JFM (submitted). 
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Kushnerf Rother & Davis (2000) JFM (submitted). 
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Buoyancy Experiments - Breakup 

t= 0 s 6.0 s 11.6 s 
16.8 s 

21.38 27.8s 

I 
I , 

l-
t ~ 0 s 6.0 s 11.68 14.98 

Glycerol .. water drops in castor oil 

al182 = 0.7 fi= 1.0 Bo = 5.6 Axja2 = 0 .. 8 
Kushner, Rother & Davis (2000) JFM (submitted). 
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Buoyancy Experiments - Suckthrough 

{=Os 2.75 5.6s 8.1 s 10.6s 13.48 

• 
I 

e 

t=Os 2.7$ 5.65 8.1s 10.6s 11.95 

16.3 s 19.2 s 23.0 s 25.4 s 28.0 s 

Glycerol-water drops in castor oil 

8 1la2 = 0.9 11= 1 Bo = 7.1 D.xjs2 = 1 .. 9 
Kushner, Rother & Davis (2000) JFM (submitted). 
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Sedimentation of Concentrated Emulsions 

C·-o 3:; 'I'd_ryOO N' -(lBO - .... ~ ......... .....- .. " v, !'i --;:.,.... - . t J: A,---- ",1", 

. 
fl) 

..;..) 

co 
~ 0.3 

~ 
o 

Zinchenko & Davis (2000) J. Comp. Phys. 157: 539. 
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Simulation of Concentrated Emulsions 

c = 0.55, (1:= 3, Ca = O~05 c = 0.55, {l= 3, Ca = 0.2 

.:1 . 5 ,r-T---rwT-rVT-TT"lWT"T-rTWrT"T"'r..,....,. I j i ' , I rTrrT'l-rT', w'r'''r','r~! '1 ; f ! I f 1 1" 
",' ~ A N 00 N -0 ') -
'V I "{L= 3, - 1 __ , 1 1 ~ = 1 ~) -- ( I 
~40L" --i 
:i. . lll: " " 

" a~ ~0.2 c=O.55 
>~ 3.5 Lt;. • ••• c-O.45 -
~ I ~ ",,~-~~-' Ji

j

-

o ~,,_ -'-..-o ~ -~ if) """ ___ 

": <-'°1 ~. 
C\5 I 
~ 2.0 ~ '-1 

7n I C a ---: l1e G- a / a ! 
1 .5 l.LLU , , , , ,.LL L 1.J.U...LlJJ-lLL.U_t_LJ_LLLLLL.LLLL .. LJ-LLLLLU_LJ 

0.00 0.05 0.10 0.15 0.20 O.2fJ 

Cap i 11 a r.y n 11 III b -e r , C a 

Zinchenko & Davis (2000) Proc. 1 Jh I. Gong. Rheo. 
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Conclusions 

• Phase separation enhanced by coales
cence 

• Nonzero collision rates possible for 
spherical drops without attractive forces 

• Small deformations retard coalescence 

• Large deformations unlikely in thermo
capillary motion 

• Large deformations in buoyancy motion 
may cause 

- entrainment 

- coalescence 

- breakup 

- suckthrough & cycling 
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FLUID DYNAMICS AND SOLIDIFICATION OF MOLTEN SOLDER 
DROPLETS IMPACTING ON A SUBSTRATE IN MICROGRA VITY 

1 2 1,2 3 
C. M. Megaridis ,D. Poulikakos ,K. Boomsma and V. Nayagam 

IDepmtment of Mechanical Engineering, University of Illinois at Chicago, cmm@uic.edu 
'} 

-Institute of Energy Technology, Swiss Federal Institute of Technology, Zurich, Switzerland 

3National Center for Microgravity Research, Cleveland, Ohio 

ABSTRACT 

This research program investigates the fluid dynamics and simultaneous solidification of molten 
SnlPb solder droplets impacting on flat, smooth, unyielding substrates. The problem of interest 
combines a fundamental investigation of fluid transport and heat transfer, with the development 
of the novel technology of on-demand dispension (printing) of microscopic solder deposits for 
the surface mounting of microelectronic devices. This technology, known as solder jetting, 
features on-demand deposition of miniature solder droplets (30 to 120~m in diameter) in very 
fine, very accurate patterns using techniques analogous to those developed for the ink-jet printing 
industry. After ejection, the molten metal droplets collide, spread, recoil and eventually solidify 
on the substrate. This solder application technology has shown great promise in microelectronic 
packaging and assembly, therefore, the development of a good understanding of the pertinent 
fundamental fluid dynamics and solidification phenomena is essential for its successful 
commercial implementation. 

The study consists of a theoretical and an experimental component. The theoretical work uses 
Navier-Stokes models based on finite element techniques to elucidate the fluid dynamics, heat 
transfer and solidification phenomena, and in turn, improve fundamental understanding of the 
miniature solder deposition process. The experimental component of the research tests the 
numerical predictions and provides necessary input data (contact angles) for the theoretical 
model. The experiments are performed in microgravity (2.2s drop tower of the NASA GRC) in 
order to allow for the use of larger solder droplets which make feasible the performance of 
accurate measurements, while maintaining similitude of the relevant fluid dynamic groups (Re, 
Fr, We, Ste). The work aims to create a science base and identify the influence of the dominant 
process parameters in solder droplet dispensing. These process parameters are: droplet size and 
velocity; droplet, substrate and ambient gas temperatures; and contact angle between solder and 
substrate before and after solidification. The sensitivity of the solidified-droplet (bump) shape 
and size to variations in the above parameters is critical because solder bump volume, position, 
and height variation are key metrics for soldeJ jet technology. Through a combination of 
experiments and numerical modeling, the effect of the dimensionless groups Re, We, Fr and the 
physics these parameters represent are systematically documented [1]. 

The axisymmetric impingement of solidifying molten solder droplets onto smooth metallic 
substrates was investigated to provide fundamental information relating to the apparent 
(macroscopic) contact angle and free surface behavior during fluid spreading, and to determine 
which parameters govern the process. Molten eutectic 63%Sn-37%Pb solder droplets of 
approximately 1 rum in diameter were used in -simulation of microcasting in normal gravity. In 
addition, mm-sized droplet impact events in reduced gravity were employed for scale-up 
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modeling of the impingement of picoliter size droplets used in electronic chip packaging. 
Experiments were conducted in both normal and reduced gravity with technically relevant 
impact velocities of -lmls and -0.2m1s, respectively, defining the domain of the dimensionless 
groups believed to govern the droplet spreading, recoiling and solidification behavior. In normal 
gravity, the conditions investigated correspond to Re = 0(1000), We = 0(10), and Fr = 0(100). 
In reduced gravity of 5xlO-4g (characteristic of the levels attained at the 2.2s drop tower), the 
impact conditions correspond to Re = 0(100), We = 0(1), and Fr = 0(10000). In both cases 
Ca=O(O.OO 1). Figure 1 below displays the experimental apparatus employed in the drop tower 
experiments. The results, as reported in [2], showed the spreading velocity of the droplets to 
decrease with time after impact. The apparent contact angle decreased with increasing contact
line speed, contrary to the classic behavior established using creeping flows or rolling droplets. 
Using previously defined relations for droplet impingement, it was reported in [2] that for the 
current experimental matrix, viscosity, capillarity, solidification, and surface tension all influence 
the spreading of the metal droplet and must be simultaneously considered in modeling efforts if 
accurate results are sought. The results provided a clear demonstration of the effect of the free
surface dynamic motion on the instantaneous value of the contact angle during spreading and 
recoiling of the bulk fluid. These results do not follow established trends from studies of slow 
spreading or rolling droplets. 

- . 

Fig. 1: Photograph of the experimental apparatus 
designed and constructed for the 2.2s drop tower 
experiments conducted at the NASA Glenn 

.. Research Center. The experiment rig consists of 
-five major components: droplet generator, 

environmental chamber, visualization system, 
power distribution module (PDM) , and control 
system. This apparatus was used to perform the 

~ .. experiments reported in [2]. 

The first phase of the program has investigated the axisymmetric impact of liquid-metal droplets 
on flat stationary substrates. The second phase, which is about to commence, will examine 
oblique (non-axisymmetric) impact events, which are necessary in high-throughput 
configurations. The offset impact introduces an array of new scientific challenges and constitutes 
the main goal of the new generation of this technology. 
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• PROBLEM DESCRIPTION 

Fluid dynamics and simultaneous 
solidification of molten solder droplets 
impacting on a flat substrate 

.. 

.~~~ 
Multi-layered 
Subetr8te 

(b) IlTipact 

• TYPICAL CONDITIONS STUDIED 

63o/"Sn-37%Pb eutectic solder (T m=183°C) 
Solder injection temperature -'210°C 
Droplet diameter 50-100).LIP 

~----~- ----:,.--::-:::.- -=-=--=-'" --- ---£-C"-" ~_ .. --"' -- I 
Droplet injection velocity 1-3m/s ~ 

Ambient (N2) temperature 20-1S0°C ( .. 3)-
Flight distance 1-5mm Bo:O to . 
Re = 0(100), We = 0(1), Fr = 0(1000) Oh: oliO~&} ~ 
Multi-layered smooth substrate (0=0(10-') ; 
Substrate temperature 20-1S0°C 

Ii 
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• OBJECTIVES 

1. In,restigate fluid dynamics and simulta
neous solidification of molten solder drop
lets imI)acting on SDlooth flat substrates. 

2. CI·eate science base and identify influence 
of dominant process parameters in solder 
microdroplet dispensing. These are: 
droplet size and ,'elocity; droplet, 
substrate and ambient gas temperatures; 
contact angle bemreen solder/substrate 
before and after solidification. 

3. Through a combination of experiments 
and numerical modeling, document syste
matically the effect of the relevant 
dimensionless groups (Re, We, Fr, etc.) 
and the physics they represent. 
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• WHY l\iICROGRA VITY? 

Re = Vado , 
v 

Typical operating conditions in solder micro
droplet dispensing correspond to: 

Re = 0(100), 'lIe = 0(1) and Fr = 0(1000) 

To achieve similitude (based on Re, We and 
Fr) with mm-diameter droplet experiments, 
one should: 
• reduce injection ,'eiocity by 0(10) 
• reduce surface tension coefficient of solder 

by 0(10) 
• reduce gravitational level by 0(1000) 

Thus, the microgravity en"ironment is neces
sary to maintain releyance when performing 
large solder-droplet impact experiments. 
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• METHODOLOGY 

Experimental: 

Performed in microgravity (2.2s drop tower 
of NASA LeRC) to allow for the use of large 
(mm~diameter) solder droplets, which make 
feasible the performance of more accurate 
measurements, while mailltaining similitude 
of the relevant fluid d}Tnamical groups (Re, 
We, Fr). 

Theoretical: 

Axisymmetric Navier-Stokes models based on 
finite element techniques and detailed free
surface tracking.~ Its_ g~aI~ i_~~~~~_ ~p.rJ~yj~~ 
fundamental understanding of transport 
phenomena in miniature solder deposition 
process. 

Experiments test the numerical predictions 
and provide Ilecessary input,~~a~~ (sJlch as 
wetting angles) for the numerical model. 
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Vo= O.23m/s, do= I.tmm 

Re == 740, We ...... 1.3,Fr = 25000, 

To = 208 °C, Tsub = 25°C (st. steel) 
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Effect of thermal contact resistance 
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B;=h dolk 

<a) Bi, = 1.0, Bis = 0.5 

(b) BiJ = 1.5, Bi$ = 1,0 

(e) Bit = 0.2, Bis = 0.2 

(d) BiJ = 1.05, Bis = 0.07 . 
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• CONCLUSIONS 

Experiments in reduced gra'vity (2.2s drop 
tower) have been performed successful))' for 
axisymmetric impact. A numerical model has 
been developed to in'vestigate the 
fundamental phenomena. 

Conditions investigated: 
Re = 0(100), We = 0(1), Fr = 0(104

), 

Ca= 0(10 -3), Bo = 0(10 -4), Oh = 0(10- 2) 
-

Large number of frozen ripples formed on 
droplet surface. Despite complexity of 
transport and solidification processes, model. 
captures well the main features of the 
experimental data. 

Contact angle vs. contact line speed data 
showed a clear dependence of contact angle 
on free-s~rfllce deformati~n dynamics. The 
measured_trend contradicts the classical one 
established for creeping non-solidifying 
flows. 
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FLUID FLOW IN A ROTATING CIRCULAR CYLINDER 

ABSTRACT 

Z. Liu', W. SchuItz~, and M. Perlin' 

'Naval Architecture and Marine Engineering 
2Mechanical Engineering and Applied Mechanics 

University of Michigan, Ann Arbor, MI 48109 

We study the motion of a fluid layer confined by a horizontally oriented, axially rotat
ing, circular cylinder. This physical system facilitates a simple framework for investi
gating the dynamics of a viscous flow with a fluid-fluid interface or that of a free
surface that makes a trijunction with a solid, all in the presence of gravity. The period
icity of the boundary conditions simplifies the analysis. Surface tension is included, 
and disjoining pressure is applied to avoid a contact line. Two simple limiting cases 
exist for zero and for infinite rotation speed, and represent that of a fluid pool on the 
cylinder bottom and that of a uniform film experiencing solid-body rotation, respec
tively. Two dimensionless quantities are introduced and used in perturbation analyses: 
0, the ratio of average film thickness to cylinder radius that represents the fullness of 
the cylinder; and r, the ratio of the Reynolds number to Froude number that therefore 
represents the ratio of gravitational to viscous forces. Three sets of approximations and 
their analytic/numeric solutions are presented: steady and unsteady lubrication approx
imations through three orders in 0; steady high-speed flow approximations through two 
orders of small r; and steady creeping-flow approximations in the limit of large r. Also 
a draining, thin film for zero rotation speed will be presented. 

Lubrication theory is used with perturbation expansion of dependent variables in terms 
of 0 to study a thin film for steady and unsteady flow. r is assumed order one, and the 
expansion is conducted and solved through second order (i.e. zeroth, first, and second 
orders) for the first time. The lowest-order, thin-film thickness profile is evaluated 
numerically for varying r, and the results for the steady solution agree with previously 
published results. Evaluating the expressions at the next order in 0, some differences 
are apparent. In figure 1 we present the results for the time invariant case and first 
order. Although the profile steepens (and exhibits an asymmetric dimple due to surface 
tension for r=0.47) in the vicinity of the maximum thickness with increasing r, the 
position of the maximum remains at 6=90°, in contrast with experiments. At the same 
order, with the initial condition of a Jlniform film, we present the temporal evolution; 
however, as can be seen in figure 2 for r=0.47, the unsteady profile exhibiting a dimple 
evolves until a singularity occurs, and the solution becomes indeterminate-and never 
achieves a resemblance to the steady solution. Prior to this, the maximum thickness 
position can be seen to differ significantly from the steady case, and is around 30° grad
ually shifting in time toward 45°. The last surface is presented for dimensionless time 
2.25 (scaled by rotation rate). Solutions for increasing rotation rate (i.e. decreasing r) 
exhibit smaller maximum thicknesses with position shifting from 30° toward 90° (not 
shown). Results with and without surface tension display interesting differences and 
will be presented through second order. 
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We next abandon the thin-film assumption, include inertial effects, and investigate the 
steady system for r« 1, a cylinder rotating at high speed (or equivalently in reduced 
gravity or with increased viscosity). This case represents the departure from solid-body 
rotation. We solve through order r by the method of Frobenius. Twelve coefficients are 
determined to complete the series solution, and the results- are presented in figure 3. As 
r is increased, initially the position of maximum thickness tends toward the cylinder 
bottom consistent with physical experiments, goes through a uniform thickness solu
tion, and as r is increased further proceeds to a solution with maximum thickness 
around 270°. 

Our final investigation concerns slow rotation speed (equivalently large gravitational 
to viscous force), or flow where r is large. In this case we define a small parameter, 
y= r-l. Physically, a small pool of fluid is located symmetrically along the bottom of 
the circular cylinder in the limit of vanishing y. Solutions are obtained through the first 
two orders of y. 

18 

J' .c 

0.8 

r-O,3I) 

r-O,24 
r-O.16 

0·0'-----' .,=----..c'3.'-' ----,','7'----'6.28 

e 

Figure 1. Steady solutions for lubrica
tion theory through first order with 
0=0.03 and varying r. 

O.60'---~'.S=-7 ------'31-' --~'1'------.J". 

e 

Figure 2. Temporal surface evolution for 
lubrication theory through first order with 
0=0.03 and r=0.47. 

12,-----~--~---....----___, 
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r..o.l1. Re-O.0439 

080
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Figure 3. Steady solutions for small r. 
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Motivation 
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Simplifying: 
• 2D 
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• Stainless steel wall not glass 
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Simplifying further 
Film 

• Spreading behavior of liquid 

• Lubrication theory possible 

Liquid 
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• Relieving thin film assumption; R82 pg 
• Two limiting cases; r = jill. 

r»l 
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Experimental Setup 

Spherical lens 

Cylindrical lens 

Servo motor ----I 

Cylinder size: 660 mm x 33 mm 

Liquid volume: 15cc 

Liquid with dye 

Resolution: 45 count/deg 
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Lubrication assumption 

Scaling 

. r == r "R , h == h "h -, u == u" I iRn, v == v" I Rn , p == ft I( j£l I 8), t == n l, 

Parameters 

h Ro2g Ocr o == - « 1 r == r--.J 0(1) Ca == ,,-,0(1) R' - , -~ 

Zero-order film profile equation 

iJho j (1- ng cos8) aho ~r hg siJ 
at l ae 3 J 

_,_,~ ____ ,,,,,_, __ ,,,, __ ...... ~,., ... ,,,,,,,,,,," __ .. ___ ._.'V 

Johnson~ 1988 

Wilson, 1993 
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First-order film profile equation 

_1 + ~ _ rhg COse ~+ rhg SIne - 2rho _0 COse hI ah ~ ,ah\ (. ah) 
at ae ae 
r h4 . Ll 4r h3 a. ho Ll r h3 a2 

ho . Ll 3rh2(aho)2 . Ll = - SInu - - -COSu - - SInu - - Sinu 6 0 3 0 ae 3 0 ae 2 0 ae 
_ Ca h3 d

2
1( _ Cah 2 aho d1( 

3 0 de 2 0 ae de 

where 1( is the curvature. 
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Comparison of different order solutions 
2 

h = hO + 8h I + 8 h2 

h 
1.4 '-1 ----,----r------r------, 

1.
2
r 

1 

0.8 I 0.8 1L--__ -'-___ ----'--___ -'-__ ----.1 

-n 0 n -n o 
(a) e (b) e 

So lid curves: ho , dash curves: ho + 8 hI , dot curves: ho + 8 hI + 8. 2 h2 

8=0.014, r =0.486 ,(a) Ca :;to, (b) Ca = O. 

n 
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Comparison to experimental results 
0,- ,', 

-0 .. 2 

-0.4 

-0.6 

8max 
-0.8 

£:1 

£:1 
-1 r /.:; 

6. 
6. 

-1.2 ~ /.:;/.:; 6. 

/~.,../ 
/' 

/,~". 
/~ 

! .~ ~, 

,-

/" ..... / 
/' 

...... , .... ,~. ,. 

-.---"~.----.----- ... --.---' .... --.-

/''',. 
-1.4 ,'--_--' __ ---'-__ --'-__ -'-__ -'-__ .L-__ "---_--' __ --' __ --' 

o 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 

r 

symbols: experimental data; 

red-dot curve: lubrication solution; 

green curve: including Fe = Re at order 0(8°); 

blue curve: including f: = Rev~ at order 0(8°) ; 

red-solid curve: including Fe = Rev~ at 0(8) . 

Dimple appears in the second order solution . 
• Unlike experimenf~aximum" thickness always occurs at 8=0. 

Including surface tension, symmetry no longer exists at 8 =0. 
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Unidirectional rotating cylinder 
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Draining flow, static cylinder 
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Lubrication approximation correction 

Pressure rescaling: 

Including constant centrifugal force: 

p = jJ l(p8RQ?) 

F =Re 
c 

ah h
3 
[a

2
h 1 ah (ah ) ah --.ll_ ~ Re 8 0 + r cose - h 2 ~ Re 8 -.0.. + r sin e. + ~ = 0 

at 3 ae 2 0 ae ae ae 

Including centrifugal force: Fe = Rev5 

( 
2 aho r aho rcose 3 8 Rercose 3 aho 8 Re 3 a2hO 

1+8RehO- -- hO- hO---hO--
ae at 3 3 ae 3 ae 

_ 8Rersine h4( dhO)2 + 282 Re
2 h4(aho)3 + 8 Rersine h5 a2hO 

3 0 ae 3 0 ae 3 0 ae2 

)

2 
2 a hO . 2 aho a ho 

-rho -sme+8Reho(- +-=0 
de ae ae 
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o Conclusions 

• Centrifugal term is important but has not 
been added formally 

~ • Location of maximum film thickness is 
highly dependent on expansion technique. 

• Expansion and 2D assumption fail for small 
rotation rate (large r) 

• W e have more work to do ... 



z 
>en 

~ 
I 
§ 
t'-.) -s: 
--l o 

'--.l 
1.0 -

USING NONLINEARITY AND CONTACT LINES TO CONTROL 

FLUID FLow IN MICROGRAVITY 

Small Diameter 
Glass Tubing 

/ 
Linear Bearings 

Forced Motion - Slug Moves to Right 

Low Speed, Long Duration 
-------..-

High Speed, Short Duration 
...... -------

Liquid Slug 

Precision Lead Screw and Rails 
Driven by Servo MotorlFeedback 

PICTORIAL SKETCH OF 

EXPERIMENTAL SETUP 



AN INTERFEROMETRIC INVESTIGATION OF CONTACT LINE DYNAMICS IN 
SPREADING POLYMER MELTS AND SOLUTIONS 

David G. Fischer', Ben Ovryn,' Pirouz Kavehpour2 and Gareth H. Mckinley2 
'National Center for Microgravity Research on Fluids and Combustion, 

NASA Glenn Research Center, MS 110-3,21000 Brookpark Road, Cleveland OH 44135. 
2Department of Mechanical Engineering, M.LT., Cambridge, MA 02139. 

INTRODUCTION 
The objective of this research is to apply interference microscopy to systematically measure 

the spatial and temporal evolution of surface profiles that develop in the near-contact line region 
of Newtonian liquids, weakly elastic dilute polymer solutions, inelastic shear thinning fluids 
and entangled polymer melts. Moving contact-line problems in polymeric materials are 
encountered in many coating flows, gravity-driven drainage and in spin-coating operations 
where spreading arises from the combined action of gravitational and/or centrifugal body forces 
on a deposited droplet. Examples of industrial processes where spreading of a viscous liquid 
over a flat dry substrate is important include: dip-coating of sheet metal; gravity drainage and 
drying of colloidal paints; spin-coating of photoresists on silicon substrates and coating of inks 
on paper. In the latter examples, achieving a spatially uniform coating requires careful control 
and understanding of the mechanisms that influence the spreading dynamics of a fluid droplet. 
As the mass fraction of solvent progressively decreases, the viscoelastic properties become 
increasingly important. The interface profile is therefore governed by a dynamic balance 
between surface tension and viscous and elastic stresses, and pronounced differences in the 
shape of the interface between Newtonian and non-Newtonian droplets have been predicted and 
observed experimentally. 

The dynamics of the near contact line region governs the feasibility and stability of future 
microgravity containerless materials processing operations that might involve spin- or dip
coating of barrier materials or photoresists. In order to investigate such phenomena, it is 
essential to develop an instrument that can non-invasively and quantitatively image the evolution 
of the surface topography of fluid layers with high spatial and temporal resolution. 

EXPERIMENTAL RESULTS 
A phase-modulated laser feedback interferometer has been developed that allows high

resolution measurement of changes in surface height for static and dynamic liquid surfaces [1]. 
To elucidate the significance of rheological behavior near the contact line, experiments are 
focusing on a single solid substrate (polished silicon wafers) and four distinct classes of fluids; 
a simple viscous Newtonian reference standard, a dilute polymer solution, an inelastic shear
thinning fluid and a weakly entangled oligomeric melt. Access to a microgravity environment 
may ultimately be important since the 'inner scale' region over which elastic, viscous and 
capillary effects are all important will be physically enlarged as the gravitational driving force is 
reduced. Present ground-based experiments are proceeding in two parallel efforts: 

(i) Analysis o/Optical Path Distortions in Transparent Samples 
A model has been developed that predicts the effective optical path through a thick refractive 

specimen on a reflective substrate (e.g. a silicone oil droplet on a silica substrate) as measured 
by a scanning confocal interference microscope equipped with a high numerical aperture (NA) 
lens [2]. If the effective pinhole of the confocal microscope is infinitesimally small then only 
one ray (the 'magic ray') contributes to the measured differential optical path length, OPL. 
However for a pinhole of finite diameter, rays within a small angular cone contribute to the 
measured OPL as shown in Figure I. With an a priori estimate of the local surface shape, an 
iterative algorithm can be used that allows the measured phase to be corrected for refractive 
effects. In figure 2 we show a scanned image of a static PDMS drop with contact angle 68° and 
contact radius 18 !-lm as measured using the laser feedback interferometer. 

NASNCP-2000-2 I 0470 392 
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Fig. I Ray traces resulting when a high-NA beam is 
scanned from left to right into a droplet 
forming a spherical cap. The 2 rays marked by 
the arrows are the 'magic rays'; see text. 
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30 
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Fig.2 Two-dimensional phase-image of the droplet 
surface before phase-unwrapping. Insets are (a) 
the visibility (max. = 0.3) and (b) the phase 
along the delineated region. 

(ii) Development oj Instrumentation and Apparatusjor Spreading Drops 
A temperature-controlled apparatus is being assembled, at MIT, on an x-y scanning stage to 

permit rasterized imaging of viscous 'gravity currents' flowing down an inclined plane. The 
resulting profiles will be compared with theoretical predictions for Newtonian and non
Newtonian constitutive models [3,4]. The local shape of the advancing front depends on the 
boundary condition at the advancing contact line In Figure 3 we show two representative 
profiles of the local surface profile for a silicone oil (Jt ::::: 104 cPoise) quasi-statically advancing 
on (a) a dry and (b) a wet horizontal silicon substrate. 

4000 

]: 3000 

..s 
j 
..s e 
~ 

2000 . 

:l5 1000 .. 

G 

DRY 
·r·-...--.-,--.-·-............... ·--............,---·,.~'-.-, -,-,----,--, 

20 40 60 80 100 120 

time (sees.) 

o b::==~~==~---L-~._ . .o.-l..~,~....-l.....J t 60 100 20 

time(secs.) 

Fig. 3 Evolution in the optical path length (OPL) as a viscous silicone drop slowly spreads under gravity 
from right to left over (a) a dry silicon wafer and (b) a silicone film that pre-wets the substrate. 

In future work, we plan on using this technique to image the spatio-temporal evolution of 
surface topography in two important commercial processes: (i) the evolution of a solidifying 
drop [5] and (ii) the drying and cracking of colloidal films coated on glass surfaces. 

References: 
1. B. Ovryn and J. Andrews, Measurements of changes in optical path length and reflectivity with 

phase-shifting laser feedback interferometry, Appl. Opt., 38, 1959-1967 (1999). 
2. D. Fischer, B. Ovryn, Interfacial shape and contact angle measurement of transparent samples 

with confocal interf~rence, Opt. Lett 25, 478-481 (2000). 
3. Huppert, H.E., Flow and instability of a viscous current down a slope, Nature, 300, 427-428 

(1982) 
4. Pascal, H., Gravity flow of a non-Newtonian fluid sheet on an inclined plane, Int. J. Eng. Sci., 

29(10), 1307-1313 (1991). 
5. Anderson, D.M., M. Grae Worster, S.H. Davis The case for a dynamic contact angle in 

containerless solidification, J. Crystal Grmvth 163, 329-338 (1996). 
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Introduction 

• Objective: 
o Apply interference microscopy to systematically measure the spatial and 

temporal evolution of surface profiles that develop in the near contact line . 
regIon. 

• A phase-modulated laser feedback interferometer has been developed 
that allows high resolution measurement of changes in surface height for 

r51 static and dynamic liquid surfaces. 

• Applications: 
o Moving contact line in polymeric materials 

o Gravity-driven drainage 

o Spin-coating operation of photoresists on silicon substrate 

o Dip-coating of sheet metal 
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Interferometer 

• Division of amplitude Interferometer (Michelson) 

Mirror 
A~ 

El 
~ ' ... E2 Laser 

1\ 
~ Beam splitter 

" 
Detector 

E =a e-1
$1 

1 1 '$ 
E =a e-1 

2 

.. Object 

222 
1=IE1+E21 = 10(1+ mcas (<1») ~ Intensity 
<I> = <1>2- <t> 1 ~ Phase 
m=2(a1a2)/(a12+a22) ~ Visibility 
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Laser Feedback Interferometer (LFI) 

• LFI system with multiple reflection: 

Photo 
detector 

Lc ~ L 
..... <III • V"A <III • .... 

n 

Ml M2 

I (m,b,<t> ) == 10 { 1 + mcos( <t» L(-b icosu<t»} 

1/2 
<t> == (41t/A) n L, m == l' R3 

M3 

• With only a single reflection U== 0), behaves like a two beam 
interferometer: 

I(m,<t> ) == 10 {I + m cos( <t» } 
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Phase shifting interferometery applied to LFI 
• •• • I II 

• Measure the change in intensity for a series of experimentally controlled 
phase changes to electro-optic modulator 

Ilm, <1>, W)= 10 {I + m cos (<1> + W)} 

Optical path length: 

Phase: 

• Example: 

11= 10 {I + m cos (<1»} 

12= 10 {I - m cin (<1» } 

then: 

tan( <1»= (12-14)/(11+13) 

()= In ds 

<1>= (4nIA) () 

Wj= {O, n12, n, 3n12} 

13= 10 {I - m cos (<1> ) } 

14= 10 {I - m cin (<1> ) } 

2 2 0.5 
m=2((11-13) + (14-12)) 1(11 +12+ 13 +14) 
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Measurement of static contact angle of drOlps of PDMS on 
fluorinated sil'j'con wafer 

1) Wipe single crystal silicon wafer with toluene 
2) Dip silicon into FC-723 surface modifier and allow to dry 
3) Place 60,000 cS PDMS drops using 

. an atomic force microscope cantilever tip 

Data C 0:1 I ection . 

1 ) Wafer on closed-loop, two dimensiona:1 
translation stage (100 Jl.m x 100 ).lm) 

. 2) Image with 50 x O.BNA ObJective 

3) Gollect two-dimensional image data 
sample with at least 125 nml data point 

Do calculation an-line 
Scanning times are long 
--50 msec/data point (not' yet optimized) 

36 ilm diameter drop 

v:z:.~, eo :t.II1A&c 
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Two d:iimensional scan of etched silicon wafer 
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• Scanning a drop during the wetting process 

Laser beam 100 

--~. 1 mmls 
rx=o t=55s 

I \/ 

8 / The 

sao 

10 
, X t=214s . \ 
r -.... ~t..- •• l I .... ~ ....... .,..·"r .. ~. 

Re 

• Spreading of a silicon oil 
drop (h== 0.1 Pa.s) on a 
silicon surface. 

• Scanning speed is 1 mmJs 

40 

20 

. ,.. 
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Confocal microscopy results (cont.) 

• Scaled form of drop spreading 

~ = y(x,t) 
he (t) 

<; = R(x,t) 
R e (t) 

1.2 

Ca = 10 -4 

1.0 ~ Oh=O.4 

0.8 

U' 
0.6 ~i 

'i. 
,~ ~~ :~ ~ 

0.4 ~ '.:~~ ,~;r, : ... 

I
I~ ;. 

. ~ 

0.2 ~:' \ 
I flo 

o ~ I .. 
0.0 1it~j.-~~ ~~ 
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Confo,cal microscopy results (corlt.) 

• Comparison of spreading results with theoretical results 

• Ohnesroge number, 
0.5 

Oh=Jl/(pRa) 
-0.25 

• If Oh » 1, then' ,..,. t 
-1.33 

• If Oh « 1, then' ,..,. t 

10 [ iii iii iii iii i i] 

~ 

1 

• DMS-T4111=Hflll,Oh=SO) 

• DMS-T2111=1ci1l>,Oh=0.S) 

DMS-T11 11=1011l>. Oh=O.OS) 

r,- f1.27 /' ••.... _. r, - f
O

.

27 .. -.-.... ----G -... -.. ...---.. .. 
$$ - •• 

/
4.#m::t~ 

~ 

r, - fO
.
36 

0.1~1 ----~~~~~~~----~~~~~~~ 

10 100 1000 

t [8] 
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Confocal microscopy results (cant.) 

• Comparison of spreading results with theoretical results 

0.125 
• If Oh » 1, then ~ - t 

5/ 
4 

3 

• If Oh «1 th j; 0.67 lJJl2 
, en '" - t 

1 It-
0.9 
0.8 

• DMS-T411Q=Hf11J 

• DMS-T211Q=1d11J 

~_ f·16 

------.... .. ~ • • 4·,11""- -
-_ ................... '!! ... .. 

• • -

0.71 I 
0.6 , , , " I , , , , , I 
0.510 100 

~_ f.2 

1000 

t [s] 
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Confocal microscopy results (cant.) 

• Evaporation of a coffee drop on a silicon surface 
(The Coffee Ring problem) 

• Ring formation at the 
contact line 
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Conclusion 

• Laser feedback microscopy has better spatial and vertical 
resolution as compared to other optical methods (e.g. two 
order of magnitudes better than confocal microscopy). 

• LFI is a non-invasive method therefore it is an excellent 
tool for measurements close to the contact-line. 

• Other applications of LFI are surface profiling of MEMS, 
measurement of very low amplitude vibrations, and 
characterization of nano-scale cracks and surface defects. 



COALESCENCE AND NOl\'-HYDRODYNAMIC FORCES ACROSS 
THIN FILMS BETWEEN TWO FLUID INTERFACES 

Tonya Kuhl, Charles Park, Hong Yang, Fabio Baldessari, Jacob Israelachvili 
and L. Gary Leal 

Department of Chemical Engineering 
University of Calif. at Santa Barbara 

This project represents a combined "macroscopic" and "microscopic" 
investigation of coalescence between droplets in a flow. The macroscale studies are 
being carried out in a very small 4-roll mill that is designed to allow us to work with 
drops of O( 100 microns) or less in diameter. We have obtained comprehensive data on 
coalescence conditions for two equal size drops in the plane of the various flows that can 
be produced in the 4-roIl mill, both for head-on coIlisions and for glancing collisions. The 
data shows quantitative agreement with the expected hydrodynamic scaling behavior for 
two Newtonian fluids with a contaminant free interface. However, it suggests an 
unexpected dependence of the critical film "thickness" at coalescence on the drop size, as 
well as a currently unexplained dependence of the same quantity on the molecular weight 
when the suspending fluid is a polymeric liquid (though with bulk rheological properties 
that are still Newtonian under the conditions of the coalescence experiment. We have also 
recently initiated macroscopic studies of the role of different types of surface forces in 
setting the conditions for coalescence (e.g. van der Waals forces versus hydrophobic 
attraction). The microscale studies are being done using the surface forces apparatus 
(SF A). Initially, these studies were focused on the origin of hydrophobic forces across 
thin films where, for the first time, the full force-law (force versus distance, F vs. D) has 
been measured from D > 50 nm. To D=O. More recently, we have begun to investigate 
the use of the SF A as a means to directly investigate the film thinning and instability 
problems-under conditions that directly relate to the macroscale coalescence experiments. 
We have obtained preliminary data that explores the conditions and details of the film 
collapse process at the moment of coalescence for conditions of very smalI capillary 
number (approx .. 0000 I), as well as the separation when the coalesced interface is pulled 
back apart. 
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Coalescence and Non-Hydrodynamic 
Forces across Thin Films between 

Two Fluid Interfaces 

Tonya Kuhl, Charles Park, Hong Yang, Fabio 
Baldessari, Jacob Israelachvili and L. Gary Leal 

Department of Ch_emical Engineering 
University of Calif. at Santa Barbara 

Outline: 

• AIM - experimentally based understanding of 
flow induced coalescence of drops and bubbles 

• Macroscale vs. Microscale Experiments 

• Numerical Simulations 

• OUTCOME - develop realistic models of the 
interactions between deforming liquid-liquid and 
vapor-liquid surfaces in coalescence and related 
processes 
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Macroscopic Measurements - 4 Roll Mill 
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Drop Collision and Separation - Ca > Cc 
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All controlled by 
choice of breakup 
and separation flows 



Drop Collision and Coalescence 
Ca< Cc 
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Coalescence scaling law 
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Cae vs. offset 
( = 1 , R = 29 m) 
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Static Force Measurements -
IIsolid ll PBO across liquid PDMS 
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Hydrophobic Interactions 
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Hydrophobic Interaction Force Profile 
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Summary: 

• Experimentally based understanding of flow 
induced coalescence of drops on the Macro and 
Microscale 

he -- R+1I3 

Intriguing he -- R-1I4 ?? 

• Numerical Simulations match well and more 
improvements in the future 

• First direct measurement of the hydrophobic 
interaction as a function of distance to contact 

F -- exp(-DIDo) for D>150A 

F -- D-1 for D< 200A 

Macro - L. Gary Leal, Charles Park, Hong Yang, and 
Fabio Baldessari 

Micro - Jacob Israelachvili, Tonya Kuhl 

This work was supported by the Microgravity 
Science Program of NASA via Grant #NAG 3-2115 
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Modeling of Transport Processes in a Solid Oxide Electrolyzer Generating Oxygen 

Abstract 

G. Tao, K.R. Sridhar, and C.L. Chan 
Department of Aerospace and Mechanical Engineering 

The University of Arizona, Tucson, AZ 85721 

Carbon dioxide, the predominant atmospheric constituent on Mars, can be used to produce 
oxygen using Solid Oxide Electrolyzer Cells(SOEC). The extracted oxygen is of interest for 
propulsion and life support needs. Several studies have shown that using local resources, ISRU 
(in-situ resource utilization), can reduce both the launch mass from earth and the landed mass on 
Mars, thereby providing significant cost savings and reduced risks for future human missions to 
Mars. 

SOEC works on the principle of oxygen ion transport in certain ceramic oxides. The 
electrochemical cell is made of a solid nonporous oxygen ion conducting electrolyte, such as 
fully stabilized Zirconia doped with Yttrium(YSZ), that is sandwiched between two porous 
electrodes. An external DC power supply is applied to the electrodes. The porous electrodes help 
to form the triple phase boundary (TPB) or electrochemical reaction sites ~RS) that facilitate 
oxygen transport. TPB or ERS is a location of an interface where an oxygen bearing gas such as 
carbon dioxide, an electron conductor such as the electrode, and the electrolyte with oxygen ion 
vacancies intersect. There are several transport processes occurring in a SOEC generating 
oxygen from carbon dioxide. At cathodeside, for example, CQ gas impinges on the electrode 
surface from the bulk flow and then diffuses through the porous electrode. A CQ molecule 
dissociates into oxygen atom and CO. The oxygen atom picks up two electrons from the 
electrode to become a doubly charged oxygen ion. The oxygen ion, forced by external applied 
voltage, transports through the vacancies in the crystal lattice of the electrolyte to anode side. 
The whole process consists of gas diffusion, adsorptive dissociation, electrochemical reaction, 
and ion migration. Associated with these irreversible processes are three kinds of overpotentials 
which contribute to the degree of deviation of the cell voltage from its thermodynamic open 
circuit voltage. The three overpotentials are concentration, activation, andohmic. Quantification 
of the different overpotentials is essential to understand the reaction mechanism and to develop 
efficient SOEC for space applications. 

The ohmic overpotential and activation overpotential can be measured by the current interruption 
method in conjunction with a recording oscilloscope. As the current cut off, the potential 
differences begin to drop. The voltage drop curve consists of linear and nonlinear parts. The 
initial linear drop within couple of microseconds corresponds to ohmic losses followed the 
nonlinear drop which lasts couple seconds account for activation overpotential. 

The typical performance characteristics of a SOEC at 800°C is shown in Figure 1. In the 
beginning, the current density increases with the CQ electrode (cathode) potential. Then the 
current saturates, reaching a plateau for a range of cathode potentials. After the CQ electrode 
voltage exceeds a threshold value, the current density increases sharply. While the CQ electrode 
potential is increased, the anode and cathode activation overpotentials also change as shown in 
Figure 2. The measured overpotential is the sum of the activation overpotential anoohmic losses. 
By using the current interruption method at high voltage, we can measure the characteristic 
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resistance of anode and cathode electrodes and thereby the ohmic overpotetial. From these two 
measurements, the activation overpotential can be calculated. From the characteristic shapes of 
the curves shown in Figure 1 and Figure 2, we can classify a cell s typical performance into three 
regions, namely small current region, constant current region, and high current region. 

In region I, the current increases gradually from negative to positive as the CQ electrode voltage 
potential increases in magnitude. The activation overpotential also increases on both sides. The 
current is caused by the impurity content (Q, 0.107%) in CO2 gas source. 

In region II, the cell's current stays at a nearly constant level although the CQ electrode 
potential increases in magnitude. The anodic activation overpotential at the oxygen side remains 
unchanged, while the cathodic overpotential increased sharply. At this point, all Q taking part in 
electrochemical reaction comes from Q impurity of CO!. There is no CO2 dissociating into CO 
and O. Because of limited O! source, the cell is in a mass limited flow condition. All the increase 
in applied potential is utilized at the cathode, while the activation overpotential on anode side 
remains unchanged. The overpotential at the cathode side is still not sufficient to provide the free 
energy required to crack C02. 

In region III, the cell's current increases with applied voltage, after the C~ electrode voltage 
reaches a certain threshold value. The activation overpotential at CQ side drops sharply, while 
activation overpotential on the anode side increases. The magnitude of the threshold is a function 
of temperature. It can be determined by the CO! energy of formation and is termed the Nemst 
potential. In region III the activation overpotentials fit theTafel plot well. The data on exchange 
current density and charge transfer coefficients obtained from theTafel plots can be used to fit 
the well known Butler Volmer equation. 

SOECs have been used in a CO2 environment to produce 02. The current-voltage characteristics 
and overpotentials associated with the process have been measured. Three distinct regions are 
observed, and been analyzed. 
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Overview 

• Introduction 

• Principle of Solid Oxide Electrolysis (SOEC) 

~ • Experimental Set-up 

• Experimental Results and 'Discussion 

• Conclusions 

• Future Work 
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Basic Repeating Element of a SOEC Stack 
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A Plausible Mechanism of Oxygen Transport 
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Reactions on the Cathode Side 

The Overall reaction on the cathode side 

2-
CO 2(g) + 2e - c::::> CO (g) + 0 

Plausible Steps: 

CO2(g) (bulk gas) ~C~(g) (boundary layer) 

[1] 

[2] 

CO2(g) (electrode outer surface) ~ C~(g) (diffuse into Pt micropore) [3] 

cq(g) (Pt mircropore) ~ CO
2
(ads) (adsorbed on Pt particle) [4] 

CO2(ads) (on Pt particle surface) ~ CO2(ads) (transported near TPB) [5] 

CO2(ads) (near TPB) ~ CO(g) + O(ads) (near TPB) [6] 
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O(ads) (near TPB) => ° (ads) (at ERS) [7] 

2e - (Pt) => 2e (transport to ERS) [8] 

Vo (Zr02) => V~ (transport to ERS) [9] 

o (ads) (ERS) + 2e (ERS) + V~ (ERS) => 0 0 (ERS) [10] 

Where v~ is a doubly ionized oxygen vacancy, 0 0 is an oxygen ion 
on normal lattice site, and e- is an excess free electron from 

electrode. 
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~ Overpotentials 
o 

~ 
w 
\0 

• Activation overpotential 

• Concentration overpotential 

• Ohmic losses 

Tfr 1]ohmic 1] con + 1] act [11 ] 

Quantification of the different overpotentials is essential to 

understand the reaction mechanism and to develop efficient SOEC 

for space applications 
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~ Activation Overpotential Measurement 

• Current interruption method -- in conjunction with a recording 

oscilloscope to measure ohmic overpotential and activation overpotential 

• The voltage drop curve consists of linear and nonUnear parts 

~ • Linear drop represent ohmic loss, while 

• Non-linear drop account for activation overpotential 

13 K.R. Sridhar, (520) 621-6111 
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Experimental Setup 

Relay (fast response) _______ @- ______ : 
r - - - - --. 
• • 

Anode Electrode 

YSZ 

Cathode Electrode 

• • 
• 
• 

RE I I . ,a I, , " , , 

RwE,c v <i? < ( 4 

I 

~ 
• 
• 
• 
I 

~--------~----------------------~-----------I~--------~ L _____ _ 

I 
I 

storage 
oscilloscope 

Activation Overpotential Measurement by Current Interruption Method 
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t~ -
~ Arrangement of Electrodes 

WE RE 
• 

t 
-. 

WE RE 

Four - Electrode Arrangement 
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• Electrolyte -- 8% mole YSZ with 300 micrometers thickness 

• Electrode -- Pt, -6 micrometers thickness 

~ • Working Electrode (WE) area -- 1.98 crn2 

• Reference Electrode (RE) area -- 0.02 cm2 

• Distance between WE and RE is -20 times larger than YSZ thickness 

18 K.R. Sridhar, (520) 621-611,1 
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Experimental Equipment 

• HP 6641A system DC power supply to provide constant cell voltage 

• Tektronix TDS 420 digitizing oscilloscope to record voltage drop signal 

• Fluke with high input impedance to monitor steady state potential 

• Solid state relay (SSR) for quick response sWiitch 

• Tektronix differential preamplifier to eliminate noise 

• MTI gas chromatography to measure reaction gas composition 

19 K.R. Sridhar, (520) 621-6111 
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Experimental Results and Discussion 

Current-Voltage (I - V) Characteristic 
60 ~.-... --... -.--... -----.-.-.: .. -... ---... -.-.-.. -.-.... - .. ---........... _ ... _-_ ......... _._ ... _-_. __ ._ .. __ ... -.. _._-_ ........... -- ............... , 

50 
~ 

E 
(.) 

< 40 
E -
~ 
"en 30 
s:::: 
Q) 

c 
- 20 

~ ~ 
::s 10 U 

0 

-5*0 

I 
~ . 
I 

I 

I 

-1000 

I CO 2. Pt/YSZlPt, Air 

II· · 
I 
· · 
I 

-1500 

Temperature = 800 °c 
Electrode Area 1.98 cm 2 

III 
i * Refer to Air electrode 
; 

l::t ~vl 

-2doo 
-1 0 ~ ...... -.......... --.---....... -.-.... -.. -... --.. - ... ---.. -... -.----.---._._-_ ......... _ ..... _ ........... _ ......... _ .................. _ ...... _ ....... . 

CO2 Electrode Voltage* (mV) 
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21 

CO2 , PtlYSZlPt, Air 

Temperature = 850°C 

Electrode Area 1 .98 cm 2 

* Refer to Air electrode 

-2QOO 
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Activation Overpotential 

~ 
v-:I 
~ 

+ 

""0 
(l) 

:.:::l 
A 

~ 
~ 
II 

'l""""'1 

> 

~I 

V2 llact a2+ I~ , 

W.E.a R.E.a 

IR2 
~ equipotential t' " - - - - - - -- -------- - - ---- , -, YSZ 

I~ I 

W.E.c 

V 6 llact,c6+ I~ 
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V1 = EapPlied = Lllact + ILR; 

V2 = llact a2 + IR2; ** , 

V3 = llact,c3 + IR3; 

V5 = llact,a5 + IR5; 

V6 = llact,c6 + IR6; 

V1 is input potential by HP DC power supply (constant voltage control) 

V2, V3, V5 and V6 are overpotential directly measured by Fluke, which 
count ohmic loss and activation overpotential. 

R2 is ohmic loss between W.E.a and the equipotential line of R.E.a. 

R2 is calculated from ** and the current interruption method results. 

23 K.R. Sridhar, (520) 621-6111 
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C02, PtIYSZlPt, Air 

Temperature = 800°C 

-a- V2 (Anode, Measured 
Overpotential) 

-tr- V2' (Anode, Activation 
Overpotential*) 

.... If: V3 (Cathode, Measured 
Overpotential) 

....... V3' (Cathode, Activation 
Ovemotential * 

* V2' = 112 = V2 - IR 2 

V3' = 113 = V3 - IR 3 
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Activation Overpotentials at 850°C 
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CCh, PtIYSZlPt, Air 
o 

Temperature = 850 C 

-.- V2 (Anode, Measured 
Overpotential) 

••• 11--. V3 (Cathode, Measured 
Overpotential) 

--rs- V2' (Anode, Activation 
i Overpotential*) 

..... -.-., V3' (Cathode, Activation 
Ovemotential * 

* V2' = 112 = V2 - IR 2 

V3' = 113 = V3 - IR 3 
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~ Activation Overpotential Results 
o 

.j;:. 
VI 
W 

A: Region I -- Small Current Region 

Air, Pt / YSZ / Pt, Air 

8: Region II -- Constant Current Region 

Current is Hmited by impurity of 02 diffusion at cathode side 
(0.107% of 02) 

C: Region III -- High Current Region 

Charge transfer limits reaction rate 

26 K .. R. Sridhar, (520) 621-6111 
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t-..l -
~ 4 .. 4 Butler Volmer Equation and Data Fitting 

l = lo,a exp( a, a 11 ac;t a . . { a F 
RT -) 

~ For anode side, where i > 0, and l1 act,a > 0 

1 = 1 exp( a, C • I ac;t C . . { a FTI 
O,c RT -) 

a 
evn( 

a 
eyn( 

For cathode side, where i < 0, and l1act c < 0 , 

27 

} act ~12] FIt a , 

RT 

FIt C , 

RT 
} act C[13] 
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Cl Where R is universal gas constant, F is Faraday's constant, T is the cell 

~ 
Vl 
Vl 

working temperature. 

I is cell's current density, llact is activation overpotential obtained by 
current interruption method. 

io.a ' and io.c are exchange current density. 

U a.a, u c.a ' and u a.c' u c.c are transfer coefficients of anode and cathode 
respectively. 

Bockris model: u a.a + u c.a = 2; u a.c + uc,c = 2 

28 K.R. Sridhar. (520) 621-6111 
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Two approximations Eq. 12 and Eq. 13: 

• Small,,: 

linearize Eqs. as 

• 

J cx +cxc)F 
RT 1Jact • 

10 

• Large,,: 

Tafel plots 

1Jact 

• 

RT In(~) 
aF lo 

29 
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Butler Volmer Equation Fitting Experimental Data 
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Butler Volmer Equation Fitting Experimental Data (800 °C ) 
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I,) 

~ Region I 
o 

+0 
VI 
\0 

800°C 
850 Uc 

io,a (mAlcm2
) 

0.3544 1 
0.363 ~ 

Region III 

io,a (mAlcm2) 

800°C 3.031 0.886 
850 Uc .. 5.667 1 

111111111111l1li111 ••• I I III 

a a iQ,c (rnA/emil a a 
a,a c,a a,c c,c 

1 -0. 2678 1 
1 -0 319 1 1 

a a io,c (mA/cm2
) a a 

a,a c,a a'C c,c 

1.114 -~.129 O.i 9 1.21 
168 0.83~ -0.084 0.532 1.468 
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~ Conclusion 
o 

.j::.. 

g; 

Successful measurement of activation overpotential and ohmic 
losses. 

Three regions of ceil's performance: 

In region I the charge transfer steps control the reaction rate. 

In region II, the gas surface diffusion in the electrode/electrolyte 
interface is the rate determining step. 

In region III, charge transfer steps control the reaction rate. 

Butler Volmer Equation can describe the reaction rates and also to 
predict SOEC performance and 02 production. 

33 K.R. Sridhar, (520) 621-6111 
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Future Work 

Analyze electrode structure to model different transport processes in 

these three regions 

Improve electrode and electrolyte to increase ERS, decrease 
activation overpotential and increase 02 production rate. 
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PRODUCTION AND REMOVAL OF GAS BUBBLES IN 
MICROGRA VITY 

ABSTRACT 

H.N.Oguz 
Johns Hopkins University 

Department of Mechanical Engineering 
Baltimore, MD 21218 

This study focuses on two topics relevant in many microgravity applications: formation 
of gas bubbles from orifices in tubes and removal of individual bubbles from liquids. 
Bubble injection from an axisymmetric slot is investigated experimentally and 
numerically. Three dimensional boundary integral simulations of bubble injection from 
multiple holes along the axial direction of a tube have also been carried out. Several 
difficulties encountered in the numerical modeling of these flows have been overcome 
and a stable method has been developed. The main difficulty is the tendency of a growing 
bubble to touch nearby solid surfaces. An Cirtificial force is introduced to keep bubbles 
away from the walls and continue the computations without affecting the main 
characteristics of the problem. It has been observed that downstream bubbles detach 
earlier when all bubbles start growing at the same time. This is expected because the 
average flow rate seen by downstream bubbles is higher than the ones seen by upstream 
bubbles. Bubble shapes obtained from normal gravity experiments are shown in fig. I. 
Simulations under similar flow condition (fig. 2) [1] reproduce this flow. 

Figure 1. Images of bubble formation from two needles of OA-mm radius embedded in a 
tube of 1.6-mm radius. The average water velocity is 21 cm/s. 

Figure 2. Three-dimensional simulations of multiple bubble formation in a tube. The 
average velocity is 20 cm/s. 

A series of experiments have been carried out to investigate gas injection from an 
axisymmetric slot in a tube under normal gravity conditions. Three distinct regimes of 
operation as a function of the gas/liquid flow rate ratios are observed. At high gas flow 
rates, the injected gas completely fills the tube and blocks the liquid flow. A Taylor 
bubble is generated in this regime. When the liquid flow rate becomes comparable to the 
gas injection rate, axial symmetry is broken and a regular single bubble forms. This is 

NASA/CP-2000-2 1 0470 462 



identified as the second regime where the liquid flow is not interrupted by the gas. At 
even higher liquid flow rates, turbulent conditions and chaotic multi-bubble formations 
are observed. This is the third regime. Illustrative pictures for these regimes are shown in 
fig 3. 

w ~ ~ 
Figure 3. Three regimes of bubble injection from a slot: (a) Taylor bubble, (b) single 
bubble, and (c) chaotic. 

An axisymmetric boundary integral code is employed to simulate this flow. Because of 
the imposed symmetry the range of validity of the simulations were somewhat limited but 
the results are useful in understanding the basic dynamics of the problem. Simulations 
suggest the existence of a stable liquid column inside the bubble. Assuming that the 
bubble front moves with the same velocity as the liquid column, an equilibrium condition 
that admits one stable solution is derived [2]. 

Although there have been many investigations of the formation of bubbles from an 
underwater orifice, the opposite case, i.e. removal of bubbles by an orifice, has received 
very little attention. The dynamics of a bubble entering a capillary tube is studied. A 
stream of sparsely spaced bubbles generated from an underwater orifice is positioned just 
below a capillary tube that is connected to a vacuum reservoir. Sufficiently small bubbles 
are captured in the capillary. In some cases, a small bubble detaches from the back of the 
main one as a result of severe surface deformation near the entrance of the capillary. 
Larger bubbles, on the odler hand, break in two while being drawn into the capillary. A 
boundary integral technique is employed to simulate this process. An artificial repulsive 
force is introduced to form a thin layer of water around the bubble in the capillary tube. 
With this scheme, it is possible to simulate bubble motion both outside and inside the 
capillary. Numerical bubble shapes are found to be in very good agreement with 
experiment. 
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Using Surfactants to Control Bubble Coalescence in Nucleate Pool Boiling 

Kathleen 1. Stebe, Department of Chemical Engineering, Johns Hopkins 
University, 3400 North Charles Street, Baltimore, MD 21218 ~is@jhu.edu 

R. Balasubramaniam, NCMRfc/ NASA Glenn Research Center, 21000 
Brookpark Road, Cleveland, Ohio 44135 bala@lerc.nasa.gov 

Nucleate boiling is the preferred mode of heat transfer in heat exchangers operating not only 
on the earth, but also in reduced gravity conditions, where the size of the heat exchanger is 
constrained. In nucleate boiling, large amounts of heat are transported with small changes in the 
system temperature as consequence of the latent heat of vaporization. For efficient operation in 
this regime, the dynamics of the vapor bubbles must be understood and controlled. It has been 
established experimentally that vapor bubble dynamics are strongly influenced by surfactant 
additives in that greater heat fluxes are realized at smaller superheat. This effect, however, is non
monotonic in surfactant concentration and depends strongly on the degrees superheat, which 
determine the rate of bubble growth and detachment. 

The aim of this work is to understand the mechanisms behind the non-monotonic heat flux 
improvement caused by the surfactant additives, and to identify regimes which promote improved 
heat flux. Surfactants adsorb at fluid interfaces, where they reduce the surface tension and give rise 
to Marangoni stresses when the rate of surfactant mass transfer is slow compared to the prevailing 
surface convective flux at the vapor-liquid interface. Surfactant also adsorbs at solid substrates, 
changing the balance of surface tensions and interfacial energies that determine the wetting 
conditions on the solid substrate. As bubbles grow, they create liqUid-vapor interface. If surfactant 
transport to these interfaces is far slower than the rate of bubble growth and detachment, surfactant 
will be ineffective in changing the bubble dynamics. If the mass transfer rates are comparable, 
reduced surface tensions and Marangoni stresses both favor the formation of smaller bubbles which 
detach more easily, and hence higher heat flux. If surfactant mass transfer is far faster than the 
bubble growth rate, the surface tension will be reduced, but no Marangoni stresses will occur. 
Therefore, it is imperative to understand the surfactant mass transfer kinetics and the hydrodynamic 
behaVior of the growing vapor bubble as a function of surfactant concentration in order to control 
this process. 

We propose to study the dependence on surfactant concentration of the bubble formation, 
growth and detachment both numerically and experimentally. Ground-based, drop-tower and flight 
experiments are proposed. In the laboratory, the wetting conditions on the solid surface will be 
varied independently in a controlled manner using self-assembled monolayers (SAMs). The 
equilibrium and dynamic surface tension for surfactant systems will be studied for temperatures of 
interest, where data are extremely scarce. The dynamiCS of individual vapor bubbles will be studied 
both in the laboratory and in drop tower experiments. Bubble coalescence will be studied as a 
function of surfactant properties by creating two neighboring nucleation sites of the substrates. In 
the numerical modeling of this process, the surfactant effects on the stress conditions at a strongly 
deforming bubble interface will be studied for a Single bubble growing on a heated surface. This is a 
problem in which the surfactant mass transfer, the temperature field and the momentum equation 
are coupled. The surfactant data obtained in the laboratory, including the surface equation of state 
which relates the surface tension to the local surface concentration and the surfactant mass transfer 
kinetics, will proVide the material parameters required in the numerical model. 
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Using Surfactants to Control Bubble 
Growth·and Coalescence in Nucleate 

Pool Boiling 

Kathleen J. Stebe 

The Jolms Hopkins University 

R. Balasubramaniam 
NCMR / NASA Glenn Research Center 

Nivedita R. Gupta 

The Johns Hopkins University 



Surfactants and Heat Transfer 
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Surfactants: Non-monotonic changes in 
Heat Transfer 

~~----------~--~------~----~ • q:: 200kW/m2 

• * .0 ••. q :::: 400 kWfm2 

~ 15. 
t-" 
<3 

10 ' 

5~ ______ ~,~ ____________________ ~ 

o 500 1000 2000 

Concentration, ppm 

• < ~> reduces up to C ~ 700 ppm 

• Roughly constant for C > 700 ppm 

What surfactant-related mechanisms may cause non-monotonic 
behavior·? 

• Surfactants and strong deformations: V ;(1& break-up 
......... ---.- . - .- highly dependent on coverage 

-. §_t,trfactan(!ii~~'tt-~~fer rates I surface dilatation rate 
··~~·~~Highly dependent on bulk concentration 

.. _~._ ~ .... ~ (Remobilizing surfactants) 



I. Numerical Study of Rapid Vapor 
Bubble Growth 

• 1st Generation: Growth of an injected bubble at 
finite Re 

Aim: Surfactant effects on rapidly growing 
interfaces 

• 2nd Generation: Vapor Bubble Growth by 
Evaporation 

Aim : Incorporate evaporation from microlayer, 
Coupling of bubble dynamics with heat 
. ~- ~ ~- - -'~. - -~ 

transfer 

II. Experiments 



SurfB:ctants May Alter Bubble Detachment 

7 

6 

S 

Wong et a1.. 1998 

• Neck Formation: Complex flow, redistribute 
surfactants 

• Surfactants alter neck fonnation 

• A related problem studied by Eggleton, Tsai & Stebe 
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Monolayer Saturation 
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Surfactants and Deformation Mechanisms 
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Mass Transfer Rates 
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Adsorption Depth 

r eq ciA = C~hdA 
req 
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II. Experiments 

• Lab-based 
Single bubble growth & detachment 
Two-bubble studies with coalescence 

Two surfactants with differing h similar cr cq 

SAMs : Contact Angle 

Pendant Bubble Method 

Peadut Bub" Apparatu .. 
1M 

-"i 
i-
>--
, .. 

51'~ y..- .1 
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AOT: Equilibrium and Dynamics by Pendant Bubble 
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Microgravity Experiments 

• 

• 

• 

• 

• 

Use experimental hardware similar to that used by Prof. 

Merte in his space shuttle experiments 

Tests win be conducted in drop towers and KC-135 aircraft 

Test liquid is water 

Goal is to obtain the nucleate boiling curvet systematically 

changing the amount of surfactant added to water 

~amics of bubbles will be observed by video or motion 

picture cameras 
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THE PHYSICS OF BOILING AT BURNOUT 

T.G.Theofanous, J.P. Tu, T.N. Dinh, T.Salmassi, A.T.Dinh, and K.Gasljevic 

Center for Risk Studies and Safety 
University of California, Santa Barbara, CA 93106, USA 

ABSTRACT 

The basic elements of a new experimental approach for the investigation of burnout in pool 
boiling are presented. The approach consists of the combined use of ultrathin (nano-scale) 
heaters and high speed infrared imaging of the heater temperature pattern as a whole, in 
conjunction with highly detailed control and characterization of heater morphology at the 
nano and micron scales. It is shown that the burnout phenomenon can be resolved in both 
space and time. Ultrathin heaters capable of dissipating power levels, at steady-state, of 
over 1 MW/m2 are demonstrated. A separation of scales is identified and it is used to 
transfer the focus of attention from the complexity of the two-phase mixing layer in the 
vicinity of the heater to a micron-scaled microlayer and nucleation and associated film
disruption processes within it. 
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Fifth Microgravity Fluid Physics and Transport Phenomena Conference 
August 9-11,2000, Cleveland, Ohio, U.S.A. 

THE PHYSICS OF BOILING AT BURNOUT 

Theo G. Theofanous 

T.G. Theofanous, J.P. Tu. T.N. Dinh, 
T. Salmassi, A.T. Dinh and K. Gasljevic 

Center for Risk Studies and Safety 
University of California, Santa Barbara 
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Outline 

o Nucleate Boiling Crisis 

o BETA Pool Boiling Experiments 

o Infrared Thermometry of Nucleate Boiling 
Heat Transfer 

o Critical Heat Fluxes Quantification 

o Visualization and Characterization of 
Burnout 

o Physical Insights and Future Plan 

"U:'''C"" ""', it:" ::1' J '" I. ~l> 

-"""~-Center for Risk Studies & Safet) 

NASAlCP-2000-2 I 0470 488 



Nucleate Boiling Crisis 

• As the Limit of Coolability in Power and 
Thermal Management Equipment 

• Featuring Complex Two-Phase Flow at High 
Heat Fluxes 

• Involving Interactions of Processes Occurring at 
Multiple Scales 

• Mechanism(s) of CHF were Observed and 
Investigated Indirectly using 

./ Time- or Space-Average Measurement 

./ Integral or Local Measurement 

··u'· :r ,rc.;' .~ y.",,,,,,,,,, 

,~~ 

Center for Risk Studies & Safet) 
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Nucleate Pool Boiling Crisis 

• Hydrodynamic Concept 

Kutateladze (1948), Zuber (1959) 
Lienhard & Dhir (1973) 

" C 112 H [( )] 114 q CHF = k Pv fg crg PL-PV , 

Ck = 0.15 (0.131 ... 0.168) 

• Macrolayer Evaporation Model 

Katto (1968, 1983) 

• Thermal (Vapor-Stem) Model 

Dhir (1989) 

• Controversy due to 

~ Remarkable Effect of Heater's Surface on CHF 
~ Lack of Direct Observations and Measurements 

Required to Qualify Theoretical Concepts 

NEED FOR NEW FUNDAMENTAL EXPERIMENTS 

N ASAlCP-2000-210470 490 
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BETA Pool Boiling Experiments 

Aim: Fundamental, Direct Identification of the 
Boiling Crisis Phenomenon 

Saturated Pool Boiling on Horizontal Upward
Facing Heaters 

• Eliminate End Effect with a Heated Area of 
20 x 40 mm (Infinite Flat Plate Behavior); 

• Minimize Heater Thermal Capacity Effect: 
140 nm Titanium Heater Vapor-Deposited 
on 130 ~m Glass 

• Cavity-Free Heater Surface: 
AFM-measured rms roughness +4nm 

KEy OBSERVATION AND MEASUREMENT: 

NASAlCP-2000-2 1 0470 

THE HEATER'S THERMAL PATTERN 
AND 

THE DYNAMIC FINGERPRINT OF BOILING 

Using High Speed Infrared Thermometry 

491 
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BETA Pool Boiling Experiments 
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Center for Risk Studies & 
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IR Images of Nucleate Boiling (Fresh Heater A) 

303 kW/m2 557 kW/m2 635 kW/m2 
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Thermal Footprint of a Regular Bubble 

in Nucleate Pool Boiling 
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Thermal Footprint of a Regular Bubble 

At 95% ofCHF 
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Thermal Footprint of an Irregular Bubble 

At 95% ofCHF 
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Thermal Footprint of a Large Bubble 
with Formation of Hot Spot near Boiling Crisis 
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Thermal Footprint of a Large Bubble 
with Formation of Hot Spot near Boiling Crisis 
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Nucleate Boiling Heat Transfer Observations 

Pool Boiling Processes were Experimented 

- On Ti Heaters with Different Thickness: 
140 nm, 270 nm, 500 nm and 1000 nm; 

- Using DC and AC (30 ... 1000 Hz, sine and square 
waves); 

- Fresh and Aged Heaters 

The Heater's Ageing Degree was Found as the 
Primary Factor that Affects Boiling Characteristics 
andCHF 

For a Fresh Heater, Nucleation Site Density is Low, 
and Characteristic Length of Bubble-Induced Cold 
Spot is Relatively Large. 

Regular and Irregular Bubbles were Identified. 
Formation of Hot Spot in Irregular Bubbles at High 
Heat Fluxes were Observed. 

For an Aged Heater, the Heater's Surface is Cooler 
and Covered with Numerous Small-Sized Cold Spots 
(i.e. Significantly Higher Nucleation Site Density). 
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FRESH HEATER A 

AGED HEATER G 

116kW/m2 620 kW/m2 

---

NASAlCP-2000-210470 SOl 

Burned Out 

1062 kW/m2 
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AVERAGE SIZE OF COLD SPOTS 

FRESH HEATER (TiIOA) 
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AVERAGE SUPERHEAT AND NUCLEATION SITE DENSITY 

• 

• 

Ideally Fresh and Clean Heater 

TIOa 

• 

• • • 
• 

• 
5 LL..-....~_--'-'_ "~---'--~' "_, __ ,~ _______ .Lw ___ ". ____ ~._.i--· -- _..-J 0 

o 200 400 600 SOO LOOD 
1 

He at Flu x (k y.,' 1111-) 

- Superheat Reached Saturation (27 K) at 300 kW/m2 
- Nucleation Site Density Increases Linearly with q" 

lJCSt . 
. "~.-" 

Center for Risk Studies & Safe~ 
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AVERAGE SUPERHEAT AND NUCLEATION SITE DENSITY 

Aged Heater 
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i 5 uw,.~" __ ~.~,,_ .. ,, __ L._m.~,._, .. ',. __ .,.s.,.L .. ,,,~,. __ ~_~ .. ""J..-,.,,~_---..J 0 
o 500 1000 1500 2000 

" 

Heat Flux (Ie\V 1m"") 

- Nucleation Site Density and Superheat Increase 
Linearly with Heat Flux q" 

- At CHF (1.5 MW/m2) Superheat is Still Low (20 K) 
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NUCLEATION SITE DENSITY 

For the First Time, Direct Identification of Active 
Nucleation Site in a Broad Range of Heat Fluxes up to 
CHF was Possible 

Measured Values are Found Significantly Lower than 
Values Reported in Literature, Leaving a Significant 
Fraction of Heater's Surface be Cooled by Liquid 
(recall the Constant Heat Flux in the N anoscale 
Heaters) 

A Well-Wet Surface with a Small Contact Angle 
(~ ~ 15°) Features Higher Nucleation Site Density than 
on a Fresh Heater with a Larger Contact Angle (also in 
Contrary to the Literature) 

The Reason May Be Related to The Vapor-Deposited 
Nanoscale Heaters, where No Micron-Size Cavities 
Exist 

The Dependence of Nucleation Site Density on 
Superheat was also Not Confirmed 

UC~SI~ 
~~...-
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NUCLEATION SITE DENSITY 
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TRANSIENT TEMPERATURE RESPONSE 
UNDER BOILING BUBBLE 

FRESH HEATER - REGULAR BUBBLE 

q" = 90 kW/m2- Average Bubbling Period -100 ms 

120.····················· ...................... , ............................ -_._-_ .. .....,. ....... _ .... _. __ ... _-_._. ·T········ •.••.•• ! •.• - .......................... _ ••• ~.n_ ...... 'F"".~ ••. ~-.--. ,. 
i 

I 

I 
I 

115 L 

~ 1.1 tf, ... i~ ~ 'K; .... I '.,1 
~; " [,.' 
I) I.' , > • 

r- "., '> 

I' . , I :, - : 

i f i 

iii~ 

~\ '~t, ;1, I' ,~ll 
. >, I',. i 

, ~(i r I Ii ,.! J ' " 
, 

I . 
~ ........ . 

1 
. ......... .t................... ....... ..... ..~......... --

0.6 0.8 
t 05········1.············ ...... ...........j. 

o 0.2 0,4 
Time {s} 

- Bubbles are Identified from the Heater's Cold Spots 
- Gradual Heat-up of Liquid up to a Superheat of 15K 

Followed by Rapid Cooling under a Nucleating Bubble 
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q" = 200 kW/m2- Average Bubbling Period,.... 25 ms 
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Tim¢ (s) 

q" = 400 kW/m2- Average Bubbling Period,.... 15 ms 
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TEMPERA TURE across a COLD SPOT 
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TEMPERATURE across a HOT SPOT 
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BOILING BUBBLE with a HOT SPOT 

q" = 200 kW/m2- Average Bubbling Period -120 ms 

125 ....................................... , ................ _......,. .......... ~ ...... -·--r· ........................ , .... --.··.····.·1 

120 

j 
i 

; 

~~ P~ h ',.~ 
~ i 

1 

105 '-' _. ____ L~ _____ i~ .•• _. _____ '__ _____ _'_ ___ I 

o 0.2 0,4 0.6 0,8 1 

Time (s) 

A Hot Spot is Observed to Form within a Cold Spot 
Induced by the Nucleating Bubble 

The Transient Temperature in the Hot Spot is Coupled 
with the Dynamics of Cold Spot 
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CRITICAL HEAT FLUXES 

The Limit of Coolability of the Ti Thin-Film Heaters were 
Achieved at High Fluxes Ranging from: 

600 kW/m2 for Nanoscopically Smooth and Fresh 
Heaters Surface, and up to 

? 
1.5 MW Im- for Aged Heaters 

For the First Time, High Heat Fluxes (1.2 ... 1.5 MW 1m2) 
were Achieved in Pool Boiling on such Thin Heaters, in 
Contrary to CHF Data Reported in Literature 

For the First Time, Origin of a Boiling Crisis Process was 
Unambiguously Detected by IR Direct Imaging 

The High Speed and High Resolution IR Thermometry 
Enabled Identification of Nucleate Boiling Heat Transfer 
Pattern and Flow Behavior under Boiling Crisis 

Burnout (Irreversible Dry Spot) was Observed to Form in 
Areas Not Covered with Cold Spots 

Dry Spots are Not Necessarily Associated with Hot Spots 
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SURFACE TEMPERATURE RESPONSE 

TRADITIONALLY, LOCAL TEMPERATURE 
MEASUREMENT HAS BEEN USED 

AS THE BOILING CRISIS DETECTOR 

200 

190 
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o 5 10 15 20 25 30 35 
TiTTl(1 (\1 

Temperature Measurement on the ULPU Downward 
Facing Heater during a Burnout Event 
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VIDEO VISUALIZATION OF BURNOUT 

Time == 0.00 s Time == 0.05 s 

Time==0.10s Time == 0.15 s 

Time == 0.20 s Time = 0.25 s 

Dry-out on a Downward Facing Heater 
(mini-ULPU Experiment) 

·ues' 
~~~ 
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BURNOUT UNDER GAS BUBBLES (200 kW/m2) 

NASAlCP-2000-21 0470 
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BURNOUT IN DEGASSED WATER POOL BOILING 

Temperature History of at the Center of a Dryspot 
(Fresh Heater Ti 1 Oa) 

2-l0 ;
~ 

: 

I 
1 2 n l ~.".""""" ... ,,L.w_~'-'W"'"""""" __ w,,"l.·.·.-.-........... " .. ~. . 1 ___ ... _ ............. __ .1. .-.-, .. -... ,-'--. J_ .... -.. -,--.--.. -.. --.-" ... - -~--- .... '-~' .J .... -.----.-----,'------"'-""------------

{) O.OJ 0.01 a.OJ 0.04 0.05 0.06 0.01 0.08 0.09 0.1 

Time (s) 

Burnout occurs in areas not covered by regular cooling 
sites, when heater's superheat typically reaches 50-60°C 

Liquid film evaporation preludes a rapid overheating 
(3000-4500 Kls at heat flux 1 ... 1.5 MW 1m2) 
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BURNOUT HISTORY 

~ 

............. ___ ._. ___ --J. .•...• ,=""~~~_., ......... _, ........ , .............. _._ ..••••. _~_ ......... i. ........ ____ ......................... __ J 
0.05 0.1 0.15 0.2 0.25 

Time (s) 

Heater 2700A03 
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IR IMAGING OF BURNOUT SEQUENCE 

WATER DEPLETION TEST 

a) b) c) 

J heater, run at 730 kW/m2. Time interval 100 ms 

POOL BOILING TEST 

a) b) c) 

K heater, run at 756 kW/m2 . Time interval 30 ms 
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ORIGIN OF THE BOILING CRISIS PROCESS 

Heater Ti lOa - q" = 900 k W 1m2 

Oms 500ms 

1000 ms 1500 ms 

- Formation and Growth of Areas with Rapid Heating 

- Thermal Stress Associated with Overheating May Have 
Caused The Thin Heater and Glass to Break 

NASA/CP-2000-21 0470 518 
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CHRACTERIZATION OF HEATER SURFACE 

Using 
Optical Microscope (xIOOO) 
Optical Microscope with a Nomarski Prism 

(small depth of field) 
Scanning Electron Microscope (SEM) 
Atomic Force Microscope (AFM) 

AFM Picture of a Fresh Heater, Before and After Boiling in 
Chemically Clean and Degassed Water 

(scan area 3.5 x 3.5 J.lrn, roughness rrns +4 nrn) 

UCSB 
.~~ 
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AGED HEATER MORPHOLOGY (CHF 1.5 MW/m2) 
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AGED HEATER (After CHF, 1 MW/m2) 

"J'~ f'''"n U .. ~;;:, 
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AGED HEATER SURFACE MORPHOLOGY 

The Aged Heaters have Nanoscopically Rough Surfaces 
(rms > +50 nm) 

The Heater's Surface Includes Protrusions of 100 nm Scale 

The Coverage is Microscopically Non-Uniform. 

N ASA/CP-2000-210470 5"., ~-
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CLOSE-UP VIEWS OF THE AGED HEATER 

-
~ 

" 

-

5: 
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CHRACT~RIZATION OF HEATER SURFACE 

The Degree of Heater Ageing Significantly Affects the 
Wetting Characteristics and Nucleation Behavior 

In Addition to Static Contact Angle (~), Advancing (~ADV) 
and Receding (~REC) Contact Angles were Determined 

Heater ~ ~ADV ~REC 

Fresh 
Before Experiment 60-65° 70-80° 30-40° 
After CHF 65-80° 80-100° 25-40° 

Aged 90-110° 90-100° < 10° 

(c) 

(d) 

(Israelachvili, 1985) 

Des 
,~~ 
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CONCLUDINGS REMARKS 

~ Vapor-Deposited Ultrathin Heaters were Used in 
Combination with High-Speed IR Thermometry to 
Study Nucleate Boiling and Boiling Crisis 

~ The Technique Enables High-Resolution Visualization 
of Nucleate Boiling Heat Transfer with Incredible 
Details 

~ Ultrathin Heaters Feature CHF Similar to Thick 
Heaters 

~ High Heat Fluxes (over CHF Values Predicted by the 
K-Z Correlation) were Achieved on Aged Heaters 

~ High-Flux Nucleate Boiling and Boiling Crisis were 
Realized with Significantly Lower Density of Active 
Nucleation Site on both Fresh and Aged Heaters 

~ Nucleation Occurs on the Ultra-Smooth Surface for 
Liquid Superheat As Low as 20-35 °C 

~ The Nucleation Pattern is Highly Regular at High Heat 
Fluxes 

'U .. '? - r. [J . 'L ..• ;:, J:> 
"~~ 

Center for Risk Studies & Safet} 
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CONCLUDINGS REMARKS (contd.) 

~ Formation and Growth of Hot Spots within Nucleation 
Sites were Observed, particularly in Fresh Heaters at 
Relatively High Fluxes 

~ The Depletion Experiments Show that Bubble 
Continue to Nucleate in the Thin Microfilm 

~ Very Thin Liquid Film Persists to Wet the Heater's 
Surface Until Dry Spots Form Simultaneously in Few 
Locations and Avalanche 

~ The Degree of Heaters' Ageing (partly Represented by 
Receding Contact Angle) was Found to Determine the 
Nucleation Site Density and Maximum Heat Fluxes 

~ The Nucleation Site-Related Hot Spots Did Not Serve 
as the Source for Irreversible Dry Spots (Boiling 
Crisis) 

~ Origin of Boiling Crisis was Found to Relate to Areas 
of Superheated Liquid in Between Nucleation Sites 

~ The Technique Developed Opens Unique Window to 
Study the Physics of Boiling and Examine in Details 
Related Surface Phenomena 
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MARANGONI EFFECTS ON NEAR-BUBBLE MICROSCALE 
TRANSPORT DURING BOILING OF BINARY FLUID MIXTURES 

C. Sun, V. P. Carey 
Department of Mechanical Engineering, University of California, Berkeley, CA 94704 

B. Motil 
NASA Glenn Research Center, Cleveland, OH 44315 

ABSTRACT 

Tn earlier investigations (see Ahmed, et al. [1]), Marangoni effects were observed to be the 
dominant mechanism of boiling transport in 2-propanollwater mixtures under reduced gravity 
conditions. In this investigation we have examined the mechanisms of binary mixture boiling by 
exploring the transport near a single bubble generated in a binary mixture between a heated 
surface and cold surface. The temperature field .cr~.<l:t~9 in tI1.e liquid aroundtI1.e bubble produces 
vaporization over the portion of its interface near the heated surface and condensation over 
portions of its interface near the cold surface. Experiments were conducted using different 
mixtures of water and 2-propanol under I g conditions and under reduced gravity conditions 
aboard the KC 135 aircraft. Since 2-propanol is more volatile than water, there is a lower 
concentration of 2-propanol near the hot surface and a higher concentration of 2-propanol near 
the cold plateEelative to the bulk quantity. This difference in interface concentration gives rise to 
strong Marangoni effects that move liquid towa.rd the hot plate in the near bubble region for 2-

- - - -

propanol andwater mixtures. Tn the experiments in this study, the pressure of the test system 
was maintained at about 5 kPa to achieve the full spectrum of boiling behavior (nucleate boiling, 
critical heat flux and film boiling) at low temperature and heat flux levels. Heat transfer data and 
visual documentation of the bubble shape were extracted from the experimental results. 

In the I-g experiments at moderate to high heat flux levels, the bubble was observed to grow into 
a mushroom shape with a larger top portion near the cold plate due to the buoyancy effect. The 
shape of the bubble was somewhat affected by the cold plate subcooling and the superheat of the 
heated surface. At low superheat levels for the heated surface, several active nucleation sites 
were observed, and the vapor stems from them merged to form a larger bubble. The generation 
rate of vapor is moderate in this regime and the bubble shape is cylindrical in appearance. Tn 
some instances, the bubble interface appeared to oscillate. At higher applied heat flux levels, the 
top ofthe bubble became larger, apparently to provide more condensing interface area adjacent to 
the cold plate. Increasing the applied heat flux ultimately led to dry-out of the heated surface, 

. with- conditions just -prior todryout corresponding to the maximum heat flux (CHF). A more 
stable bubble was observed when the system attained the minimum heat flux (for film boiling). In 
this regime, most of the surface under the bottom of the bubble was dry with nucleate boiling 
sometimes occuring around the contact perimeter of the bubble at heated surface. Figure 1 shows 
a typical bubble in this regime. 
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Fig. 1. Bubble profile for 2-propanol mole fraction of 0.015, with gap =6.4 mm, 
pressure = 4.04 kPa, .1.Tc = 2.7JO, .1.Th = 99.79°, Tbu1k = 27.SO C, q" = 728.7 kW/m2. 

Different variations (e.g. gap between two plates, molar concentration of the liquid mixture) of 
the experiments were examined to determine parametric effects on the boiling process and to 
determine the best conditions for the KC135 reduced gravity tests. Variation of the gap was 
found to have a minor impact on the CHF. However, reducing the gap between the hot and cold 
surface was observed to significantly reduce the minimum heat flux for fixed molar concentration 
of 2-propanol. 

In the reduced gravity experiments aboard the KC135 aircraft, the bubble formed in the 6.4 mm 
gap was generally cylindrical or barrel shaped and it increased its extent laterally as the surface 
superheat increased. In reduced gravity experiments, dryout of the heated surface under the 
bubble was observed to occur at a lower superheated temperature than for I g conditions. 
Observed features of the boiling process and heat transfer data under reduced gravity will be 
discussed in detail. The results of the reduced gravity experiments will also be compared to those 
obtained in comparable 19 experiments. 

In tandem with the experiments we are also developing a computational model of the transport in 
the liquid surrounding the bubble during the boiling process. The computational model uses a 
level set method [2] to model motion of the interface. It will incorporate a macro scale treatment 
of the transport in the liquid gap between the surfaces and a microscale treatment of transport in 
the regions between the bubble interface and tb~ solid surfaces. The features of the model will be 
described in detail. Future research directions suggested by the results to date will also be 
discussed. 

REFERENCES 

[I] Ahmed, S. and Carey, V.P., 1998, "Effects of Gravity on Boiling of Binary Fluid Mixtures," 
Int. Journal a/Heat and Mass Transfer, Vol. 41, pp. 2469-2483. 
[2] Sethian, 1. A., 1996, Level Set Methods, Cambridge University Press, Cambridge, u.K. 
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propanol mole fraction ~ 0,025 

spacing between hot and cold surface' 6A mm 

open symbols, p:: 73 to 9,3 kP<t 9 ::: 150 to 1,89 9 n 

fmed symbols P ~ 7.3J09,3 kPa! g:: .. 0.051 to 0,083 911 

nucleate boitlng 

¢<> 

• • • -

large bubble with partial surface dryout 

100 

NASAlCP-2QOO-210470 536 



tJ
j 

rJj 
r./') 

V
i 

V
"") 

0
0

 
.-.,0 

~
 

~
 

oe 
~
 

t"·l 
r
r
~
 

~
 

0 
(,·,1 

t 
• 

~
 

0
0

 
.""""", 

~
 

0 
~
 

('-3 
>

 
~
 

0 
II 

II 
!:1 '. 

tt 
~. 

~
 

~
 

('-.~ 
-

0 
~
 

" 
• 

(""'~l 
t"'} 

(
, .. _) 

("~ 

11 
Ii 

i-
l 

..-
~
 

>-: 
~
 

ES 
~
 

~
 

.. \.oJ 

r
F

l 
~
 

JfIIi<:. 
4

#
 

>
. =

 
~
.
 

«
i 

~
 

0...-
f' 

0 
O

f) 
M

 

~
 
~
 

-OIJ 
N

 
..,,...... 

"'0 
,..c 

~
 

0 
(\S

 
+--01 

01) 
~
 

(l) 

=: 
~
 

~
 

0 
~
 

,.-
r 

t"'"! 
8 

c 0 
~
 

s-. 
~
 

~
 

v 
(:: 

~
 

0 
\.0

 
.
~
 

II 
~
 

. """" ~ 
~
 

~
 

0 
r !'ii""""t 
'" 

-

---:::=-c=c··C'···.··c .. 
.. .... -

N
 A

S
A

lC
P

-2000-210470 
537 



t;JJ 
VA 

V
1 

;J
j 

fJ
) 

~
 

0 
0

0
 

0
0

 
Q

O
 

r---
cr 

lr
l 

~
 

~
 

0
'" 

\0
 

~
 

0
0

 
0 

• 
• 

• 
• 

• 
tr, 

'...0 
r--.... 

f". 
0

0
 

("J 
('~ 

C
'l 

("'~~ 
("l 

II 
II 

II 
1I 

II 
+

-' 
...... 

...... 
..... 

..... 

N
A

S
A

lC
P

-2000-210470 
538 



'\0
 

o tr> • 
0

0
 

r'1
 

II fJj 

0
0

 
0"-
tr

)
 • 

(f') 
rl"'l 
. 

I 

II ~
 

N
A

S
A

lC
P

-2000-210470 

~
 

~
 . 

'0
' 

(
r
, 

U
 

..... 

rn 
0

0
 

0 t
f
)
 . 

V
 

r
~
 

II ,
~
 

-
-
-
-
-
-
-
-
-
-

-
-
-

':jJ 

0
0

 
0 V

)
 • 

L
r) 

(
I
}
 

H
 

......, 539 

-
-
-
-
-
-

-
-
-
-

-
-
-
-

-
-

r.Jj 
tJ'j 

0 
0

0
 

"......,. 
0 

L
r) 

tr} 
.-

-
-
~
:
-
-
-

\[';) 
~
 

(
')

 
(-r) 

II 
II 

~
 

..... 
-

-
-
-
-

-
-
-

-
-
-
-

-
-
-

-
-
-
-

-
-
-
-
-

.. __ ... _-
----------

-
-



z 
> 
til 

~ 
~Results of Experiments 

I 
t..:> 

~ 
-J o 

~ 

• Two boilin~ modes observed: 
<".; 

Nucleate boiling 

- Large stationary bubble with partial surface dryout 

• Phase morphology and heat transfer characteristics detemlined lOf eacb lype 
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THERMAL CONTROL AND ENHANCEMENT OF HEAT 
TRANSPORT CAPACITY OF TWO-PHASE LOOPS WITH 
ELECTROHYDRODYNAMIC CONDUCTION PUMPING 

J. Seyed-Yagoobi1
, J. Didion2

, J.M. Ochterbeck3
, and J. AIlen4 

IDepartment of Mechanical Engineering, Texas A&M University, 
College Station, Texas 77843-3123 

2Thermal Engineering Branch, National Aeronautics and Space Administration 
Goddard Space Flight Center, Greenbelt, Maryland 20771 

3Department of Mechanical Engineering, Clemson University 
Clemson, South Carolina 29634-0921 

4National Center for Microgravity Research, c/o NASA Glenn Research Center 
Mail Stop 110-3,21000 Brookpark Road, Cleveland, Ohio 44135 

ABSTRACT 
There are three kinds of electrohydrodynamics (EHD) pumping based on Coulomb force: 
induction pumping, ion-drag pumping, and pure conduction pumping. EHD induction pumping 
relies on the generation of induced charges. This charge induction in the presence of an electric 
field takes place due to a non-uniformity in the electrical conductivity of the fluid which can be 
caused by a non-uniform temperature distribution and/or an inhomogeneity of the fluid (e.g. a 
two-phase fluid). Therefore, induction pumping cannot be utilized in an isothermal homogeneous 
liquid. In order to generate Coulomb force, a space charge must be generated. There are two 
main mechanisms for generating a space charge in an isothermal liquid. Tb~ first one is 
associated with the ion injection at a metaVliquid interface and the related pumping is referred to 
as ion-drag pumping. Ion-drag pumping is not desirable because it can deterioraJethe electrical 
properties of the working fluid. The second space charge generation mechanism is associated 
with the heterocharge layers of finite thickness in the vicinity of the electrodes. Heterocharge 
layers result from dissociation of the neutral electrolytic species and recombination of the 
generated ions. This type of pumping is referred to as pure conduction pumping. 

This project investigates the EHD pumping through pure conduction phenomenon. Very limited 
work has been conducted in this field and the majority of the published papers in this area have 
mistakenly assumed that the electrostriction force was responsible for the net flow generated in 
an isothermal liquid. The main motivation behind this study is to investigate an EHD conduction 
pump for a two-phase loop to be operated in the micro gravity environment. The pump is 
installed in the liquid return passage (isothennal liquid) from the condenser section to the 
evaporator section. Unique high voltage and ground electrodes have been designed that generate 
sufficient pressure heads with very low electric power requirements making the EHD conduction 
pumping attractive to applications such as two-phase systems (e.g. capillary pumped loops and 
heat pipes). Currently, the EHD conduction pump performance is being tested on a two-phase 
loop under various operating conditions in the laboratory environment. The simple non
mechanical and lightweight design of the EHD pump combined with the rapid control of 
performance by varying the applied electric field, low power consumption, and reliability offer 
significant advantages over other pumping mechanisms; particularly in reduced gravity 
applications. 
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LOOPS WITH ELECTROHYDRODYNAIM",:IC 
CONDUCTION PUMPING 

J. Seyed-Yagoobi1, J. Didion2, J.M. Ochterbeck3, andJ. Allen4 

1Texas A&M University 

2NASA-Goddard Flight Center 

3Clemson University 
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OBJECTIVES 
ElfJcttohdro(/nam;cs t.aborato 

II theoretical and experimental work to 
understand the EHD driven liquid flow 

II EHD pump based on conduction 
t phenomenon . 

II ground and microgravity environment 

II with and without bubbles 

II optimum electrode design 

II EHD pump performance in single-phase and 
two-phase systems 
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BACKGROUND 
Electron <drodnamlc$ .Laborato 

II past microgravity studies with EHD dealt for 
example with bubble growth 

II no work carried out to study an EHD driven 
flow in microgravity 

II fundamental understanding of an EHD pump 
in microgravity needed 

II pave the way for development of EHD 
technologies for heat tra1nsfer and mass 
transport systems in microgravity 
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EHDPUMPING 
Electtoh· drad namics .. Laborato 

II interaction of electric fields and free charges 
in a dielectric fluid 

II Coulomb force main mechanism :of this 
interactiion 

II electric field and free charges required 
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ELECTRIC BODY FORCE 
ElectrfJharoanamic$ l..aboraio 

--+ --+ 1 
Fe =qE _-E2V£+ V 

2 

E2 
P 2 

a£ 
ap 

~ ~ ~ 
--v-

Coulomb Force Polarization Force 

Note: In an isothermal liquid, only Coulomb force can 
sustain a permanent EHD motion. 
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ELECTRIC CHARGE GENERA TION 
I.:lectroh'drod<nar,Uc:sl..a#.)otato 

II direct injection, not desirable 

II induction, not feas.ibl1e iin .isothermal liquid 

lI.conduction, 
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CHARGE GENERA TION -
CONDUCTION 

I!lfli::tli/J/Jlri:'iai'iaml(Jsl..aborato 

· heterocharge layers of finite thickness in the 
vicinity of electrodes 

high volta.g~ electrode 
(positive pplarity) 

./ 

non-equilibrium laver ~ 
(heterocharge layei') 

equilibrium region 

",-net flow 
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EHD CONDUCTION PUMPING 
l:lectroOdrodnamIC$>l..aborato 

II Atten and Seyed-Yagoobi (1999) presented a 
theory in point/plane geometry 

II Jeong, Seyed-Yagoobi, and Atten (2000) 
experimentally investigated the phenomenon 

II theory indicates Fe ex: £!E2 

II h,!!i:!gh electric fie:ld,:'and permittivity are desirable 
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STATIC EHD CONDUCTION PUMP 
APPARATUS 

EJectroh· drodnamicsLabofato 

pressure llleasurelllentl section 

EHD pumping section 

1,100 

o .,.. 
~ 

to power supply ~ r. --. ~ B/IZ ~ 
456.2 

(Unit mm) 
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PRELIMINARY ELECTRODE 
DESIGN 

~/~(;Oll·cJtoCll1am;csLa.borato 

.. (!) 
........ -------// 

(Onit mm) 

hollow tube (high voltage) electrode 
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PRELIMINARY ELECTRODE 
DESIGN (cont. 
1M. J.t lUJi.WSYI!4,¢.$14£ ~ 

i
rH 3

.

61 

: EU'::::li.. "/---r--,,,,. , . -RO.SO,~' 

12.93 9.75 .. ......((').) 

L ___ +/ ,--=y 
RO.SO [ 

(Unit mm) 

ground electrode 
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ASSEMBLED HOLLOW· TUBE HIGH 
VOLTAGE ELECTRODE AND RING GROUND 
ELECTRODE 

,lilc·tr(thdrQd.'nalJ'licsJ...abort4to 

I· I 22.45 I-
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CONCLUSIONS 

II several electrode designs considered 

II EHD conduction pumping confirmed 

II significant pressure head generated 
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Slide Conveying of Granular Materials - Thinking out of the Glovebox1 

J. D. Goddard, A. K Didwania & P.R. Note 
Department of I\Iechanical and Aerospace Engineering 

University of California, San Diego 

Abstract 

The vibratory conveyor, routinely employed for normal-gravity transport of granular 
materials, usually consists of a continuous open trough vibrated sinusoidally to induce ax
ial movement of a granular material. 1Iotivated in part by a hypothetical application in 
zero gravity, we propose a novel modification of the vibratory conveyor based on a closed 
2d trough operating in a "slide-conveying" mode, with the granular mass remaining per
manently in contact ,\'ith the trough walls. vVe present a detailed analysis of the mechanics 
of transport, based on a rigid-slab model for the granular mass with frictional (Coulomb) 
slip at the upper and Imver walls. The form of the vibration cycle plays a crucial role, and 
the optimal conveying cycle is not the commonly assumed rectilinear sinusoidal motion. 
The conveying efficiency for the novel slide conveyor will be presented for several simple 
vibration cycles, including one believed to represent the theoretical optimum. 

Background - Vibratory Conveying 

Granular media represent an interesting class of materials that can exhibit a spectrum of complex 
flow behavior, ranging from solid-like to gas-like. Understanding and describing their mechanical 
behavior poses a scientific interesting and technologically important challenge, since a many 
processes involve handling and processing of granular solids. One particular interesting class 
of mechanical processes are those involving vibratory excitation or "fluidization" of granular 
masses. Follo\ving a long-standing scientific fascination with the wave-like patterns on the surface 
of vibrated powders and grains, dating back to the celebrated work of Faraday (1831), there has 
been a resurgence of activity in recent times, accompanying the growth of theoretical interest 
in pattern formation in non-linear dynamical systems (See, e.g., Bizon et al. 1999). There is 
an almost completely disjoint body of engineering literature on vibratory conveying of granular 
materials. 

Vibratory conveyors, routinely employed in industry for transport of granular materials, gen
erally consist of a continuous trough vibrated sinusoidally in time to induce axial movement of 
the granular material. Fig.1 presents a schematic cross-sectional view of a vibratory conveyor. 
Key process variables are inclination 0:, amplitu~e A , frequency f and direction f3 of vibration, 

• I 

along with frictional/mechanical properties of the conveyor surface and the granular material. In 
recent works, Nedderman & Harding (1990) ext~nd the earlier analysis of Booth and l\IcCallion 
(1963) and present optimization studies for horizontal and inclined sliding. In most applica
tions, vibratory conveyors work in one of two distinct modes, slide conveying or flight conveying, 
accordingly as N < 1 or N > 1, respectively, where N is the nondimensional throw number 

N = r sini3/ cos Q, ; with r = Aw2/g, 
I 

1 Partially supported by grants from the National Aeionautics and Space Administration 
2Permanent address: Indian Institue of Science, Ban~alore, India 
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A 

Figure 1: Definition sketch of a vibratory conveyor 

in which the various symbols are defined above and g denotes gravity. Assumptions common to 
most existing models of vibratory transport are: 1.) The granular mass can be treated as a single 
rigid slab, 2.) side-wall friction and air drag are negligible, 3.) the granular mass interacts with 
the trough wall as a rigid body ,vith Coulomb friction, and --1.) the trough executes a rectilinear 
sinusoidal motion (A in Fig. 1), This engineering model corresponds essentially to the lowest r 
states discussed in basic scientific studies (Bizonet al. 1999). 

Present Work 

It is evident that pure slide conveying and! or a closed trough would be required in a zero-g 
environment, and the intial phase of the current work is concerned with the theoretical analysis 
of the closed 2d trough with parallel walls, completely filled with a granular mass. As a starting 
point, we adopt the first three of the assumptions listed immediately above but consider a 
more general periodic motion than --1.). The basic equations (nonlinear ODEs) are but slight 
modifications of those given elsewhere (Nedderman and Harding, 1990) and are not repeated 
here. They lead to an interesting optimal control problem, involving the ma."Cimization of a."Cial 
transport subject to constrained periodic forcings. The present talk will discuss a fe,'; preliminary 
results, including some numerical simulations for simple periodic cycles and a conjectured form 
of the theoretically optimal cycle. 
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Background and Outline of Talk 

• Work described is part of a program of research 
on the mechanics of vibrated granular layers, 
with objectives: 

1. Development of fluid-mechanical models to 
explain complex (" Faraday") patterns on 
vertically-vibrated layers, and 

2. Connection to engineering models of vibra
tory conveying, with a view to possible variable
g application (e.g. heat transfer) 

• Focus of this talk is on results from recent ef-
forts on Item 2, including 

Review of current modes and models of 
conveying (" throw" and "slide") and lim
itations in reduced g 

Analysis of closed-channel slide conveying, 
with discussion of optimal vibration cycles 
and discussion of recently discovered exact 
solution to the problem 

Future work 
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"Thrown Conveying 

• (a) Layer in flight - normal gravity go 

.. (b) "Solid-block" model - basic equations: 

dv(t) = f(t) + g(t), with g(t) = go - vc(t) 
dt 

relative to plate, where 

- g(t) is virtual gravity 

- f(t) is specific plate-contact force 
(frictional-elastic, generally impulsive). 

.. Without a "lid" , the plate7"displacement ampli
tude and frequency A, w 'g'ive unbounded 
r = Aw2 / gO in zero-g. 

0 

~y,~O 
o :' 0 

~ 00 

o .... B ./ 

! L 
a : 

/ vc(t) 

0 

: 
.' 

(a) 

. 

(b) 
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"Slide" Conveyillg 

/ 

• Employed for fragile materials. 

• Layer in permanent contact with surface and 
active contact force f(t) is purely frictional. 

• In-line «(3 == 0), unsymmetrical vc(t) can provide 
transport: 

• Tilt «(3 > 0) enhances efficiency but amplitude 
is limited by magnitude of go 
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Closed-Conduit Slide Conveying 

• ~4, w not limited by gravity - device can work in 
zero g. 

... " Ideal" cycles with zero frictional dissipation 
I 

:exist. 

.. A simple theory arises - with constant wall fric
tion M, length scaled by ./"1 and time by w- 1 , the 
~r;-velocity 'u( t) satisfies 

du 

dt 
T(t) - J1IN(t)lsgn(u), for IT(t)1 > J1IN(t)1 

u 0, otherwise 

with 27r-periodic coefficients: 

T = - (gO si n a+uc ) / Aw2 , N = - (gO cos a+vc ) / Aw2 

wher:eifpressure "head" should be added to gO sin 0:. 
: ~:, i ' 

t o 
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Optimality 

• Present effort: 

- establish optimality criteria and ideal cy
cles 

- investigate optimal real cycles (e.g. el
liptical cycle in Fig . above) 

Lack of u-differentiability of ODE for u 
rules out standard variational methods (mit
igated by exact solution below) 

• As, e.g., simplest type of optimality, max
imize net cyclic displacement: 

i
27T 

max X, where X = u(t)dt 
T,NEC 0 

where C denotes constraint class of T(t), N(t) 
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Solution 

With intervals of sliding in CO, 27r): 

F(t) := IT(t)1 - /-tINCt)1 > 0, ti < t < Ti 

i = 1,2 ... , the exact sol ution is 

u(t) = L Si(t)Ui(t) 
'l 

where OIL-_____ .:....,; 

Ui(t) = R{Ji(+)(t)} - R{-Ji(-)(t)} 

Ji(±) (t) = ftt [T( t') =F J.lIN(t') I]dt' 
~ 

Si(t) = H(t - ti) - H(t - Ti) 

/ 

R(u), H(u) R'(u), and S1'i denote ramp, Heaviside-
step and window functions, and ,j(±) are right-
and left-directed "'impulses", with J(-) > J(+) 

", 
, '. ~ I 

s ____ , 
------------- I 

t 
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Ideal and Elliptical Cycles 

Exact solution has been employed to: 

• establish ideal cycle for bounded forcing, 

JLIN(t)lmax < IT(t)lmax < Tm , 

found to be square waves, with X=l 
T(t)=T m pN(tJ 

-.-~"- ... --"...'""' ..... "! 

r-----------------~:I 

, , , , 

± 
' 

_o~:::::-:::-.:-.:.-:.~::..-=;- ______ ~ :.~i~\':~- _ 
_ ___ _ ___ _ ___ _ _ _____ ~ ____ .1.. __ _ 

-glin a 
, , , 

• work out (complicated!) two-parameter al
gebraic expressIon for X for the elliptical 
cycle. The optimal parameter values have 
as yet not been determined. 
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Future Work 

• Work out details of optimal elliptical cycle for 
slide conveying with view towards simple ex
periment 

• Consider partially full channel and throw con
veying, in conjunction with our other work on 
stability of vibrated layers 



Shaken Granular Systems and the Effects of Gravity 

R. Bduingrr 
Department of Physics and Cent<:,r for Nonlinear and ComplE)x Syst()ms 

Duke Unin~rsit y 
Durham, NC 27708-0305 

ABSTRACT 

I describe two types of studies that probe the nature of granular systems undfT the 
('ffeets of gravit y: a) ordinary granular materials such as sand or glass beads contained in a 
rectangular box and subject to horizontal shaking; and b) spherical particles on a smoot h fiat 
substrate. Thl' first type of work inv ol" cs experimetB and l\ID simulations with collaborators 
1. Kondic, G. l\Ietcalfe and S. T ennabon. The second set of studies arc in collaboration 
with \1. Dutt 1. Kondic, and B. Painter. 

Horizontally Shaken Sand This set of studies is in tended to probe the transition 
bet,veen granular solid and granular fluid that occurs ,vhen the effects of shearing are strong 
enough to overcomethp effects of a grayitationalload. Thus, there an) in tcrcstingparallds 
between thp present system and a v alanbcs. The basis setup is a box with a rectangular 
horizontal cross section that is subject to horizontal shaking along the long direction and 
of the form ;T = A sin(u . .Jt). \Vhen the strength of the horizontal shaking, as measured h y 
tIl(' dimensionless acceleration, r = Aw2 /g exceeds the friction coefficent, JI, Mohr-Coulomb 
models of granular failure predict that the material ,vill start to deform. In fact, we observe 
the formation of a fluid layerof material at high enough r. Howev cr, the l\Iohr-Coulomb 
picture does not describe this fluid-like state. T oour knO\vledge, very little is known about 
the properties of granular systems near this transition, ,vhich is the focus of the present 
studies. 

\\'e have carried out a series of experiments] and l\ID simulations to remedy this lac k 
of knowledge. \Ve find that with increasing r, the failure of the granular solid occurs at a 
,veIl defined r eu = 11, as one might expect from the l'.Iohr-Coulomh picture. At this point, a 
fluid la y erof non-zero thickness H forms. This la y eds nucleated locally and then spreads 
across the top surface of the remaining solid. Unlike what onr might expect from tlw case of 
frictional failure for solid-on-solid friction, the transition is hysteretic; if r is reduced from 
r eu) the fluid layer persists urtil r reaches r cd < r e~j) at which point, H falls cliscolltin uously 
to O. This is true for a variety of materials, with the sizr of the hysteresis loop refiecting 
the frictional properties of the materials. 'Within the fluid layer, there is flow both in the 
direction of shaking and in the horizontaLdlrection transverse to the shaking. F or the in-line 
direction, the flow is generated by the sloshing of the fluid layerand by the opening and 
refilling of a gap at either end of the container. Flow is induced in the tranSV('I'se dirrction 
by shearing \vith th(' walls. 

Associated with the transition are divergent time scales for the formation of the fluid lay rr 
as r increases, and with the disappearance of thr layer as r decreases. If E = If - r cu,d!/r eu,d, 

then a time Tu = Aiel is required to nucleate the fluid, following a step upward in r of size 
f past r eu' An identical power la w, Td = AI T- 1 applies follmving an E step below r cd for the 
time associated with the vanishing of the fluid. 
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The nature of the transition is substantially affrcted h y a n unber of (' hanges to the 
system. If the laycris weakly dilated by a fluinizing air flow, thr hysteresis is remm' cd. 
\Yhrn we add a thin freely Illm'ing strip of plastic that CO\' ers the surface of the material and 
has a mass comparable to half a layer of grains, tll(' Ipteresis is also remoyen. If we add an 
'in trudel" partidr on the top surfacr of the fluid, it dramatically ('hanges the tinws for the 
fluid to vanish when r falls below [cd' 

Thus, thC' solid-fluid transition under tIl(' influence of gravit y preselts a host of modeling 
C' hallenges. Tht' symmetry of the eli "ergent relaxation times, Tu and Td suggest an underlying 
theoretical structure that is identical for both phases. 

Spherical Particles of a Flat Substrate Systems of particles on a substrate represent 
an opportnnity to observC' particle motion in detail, since 3D systems arc by and largr not 
,'isualizable. Thus, one might hope that syst('ms of spherical particles, rolling with 10 W 

coefficient of rolling friction, Jlr, might be wry valuable for studying 2D granular gases and 
for testing preditions of clustering due to inelastic effects. \Ye have carried out a series of 
rxprrinwnts in this win, bcgining wit han experinl('nt to obserw clustering-i.e. tllE' formation 
of spatial structurr in a granular gas due to inelasticity of the collisions. These experiments 
show that when splH'res collidp on a suhstrate, the collision induces a period of slipping that 
leads to high energ~' dissipation. Cons('quently, the effective restitution coefficcnt is muc h 
highpr than it would be in the abs('l1ce of the substrate. 

Indeed, collisions are nm,' moderated through the suhstrate, and such systems represent 
a new class of granular materials. \\'C' have set out to c haracterizp the properties of this 
novel fluid state. l\ecessarily, energy must be contin uously supplied if such a system is to 
be maintained in-a dynamic state. \Ye do this by shaking the substrate in the horizontal 
plane'. It is also possible to control grayit y, since the relellnt component of gis set by the tilt 
from horizontal of the suhstrate. The dynamics of the system are strongly affected by the 
relative orientation of the direction of shaking and of g. If these directions are coincident, 
a collection of grains undergoes a transition from solid to fluid as th(' shaking strength r 
increases. Below this transition, the system exhibits subharmonic instabilities to standing 
wa v es,such as those' seen in thin v ertitally vibrated 3D la y ers. The resulting patterns are 
often chaotic, and this may represent an in terestingwayto probe spatio-temporal chaos. If 
the directions of shaking and of 9 are not coinddent, large scale' conYectiw flow occurs. This 
flow is reminiscent of granular cony ection in vertic-ally shaken systems. Howe,' er, now the 
relevant control parampter is the veloci\\' of shaking, A~' rather than r, as it is in the 3D 
yertiea$haking case. 

This type of system offers an astonishingly ric h phenomonology that is accessble to ex
periment and is a lik dy candidate for MD simulations. \\ie are pursuing both of these 
approaches. 

IS. T ennaloon, L. I~oIldic and R. Behringer, Europhys. Lett. 45, -170 (1999). 

F or images of these' and related studies please see:wv,w.phy .duk.~du/ bob, and the links 
to web pages of other group members. 
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OUTLINE 

I. Horizontally Shaken granular materials 

A. Nature of the fluid-solid transition 
B. Divergent time scales 
C. Cbanging the nature of the transition 

H. Systems of particles on a flat substrate 
A. Sliding as a result of collisions 
B. A novel (orm of convection 
C. Cooling of a granular sample on a substrate 
D. Subharmonlc waves 
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Shaking as a Means to Probing Granular F~riction~ 
Failure, and Pbase Transitions 
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Outline 

1~ Introduction.: 
solid~nuid pbasf transition in granular materials 

2. Horizontal Shaking~-nuid-soUd transition is 
• bysteretic 
~ sf'nsitlve to I small number 01 surface particles 
• bysteresis is eliminated by various simple nlodifieations 
., transition shows interesting time ... scales 
• contranl to naIve friction model ". 

3,\'erticaJ and Horizontal Sbak.ing 
Novel tests of friction laws 

4. Conclusions 
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Introdllction & Motivation 

_~ ttorizont I _sh .. ~.~t[lfJ of a granular nlaterial t11ay 
look at the: 

---

• change fron1 ~RI~~g;like ;to .. lig~Jtg;~ljk~ nlotion 

• sensitivity to _shearing fanure under own weight 

-. role of dilation in failure 
.e-r

•• .J!!Ii 

• role of bulk surface activity in failure 

• onset of avalanches 
, - -.... - r"1'" 0> ... ' "_":'. :¥jY,f 

--. 
,~. 

• #' 

t.;:, 
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Experimellt 

Eh.>; tf(}' m;lgnt~tic 
shakttr 

,·1 shaking arf"lplitude 
w shaking frequency 
[I acceleration of gravity 

Pomu, h4t~e 

. 2 r = Aw 
9 

.. ummJlt 

.IJ .... ,.)( 

-~rjr = O~l% 
w= 21r(5 Hz); ,,4 varied: rrna;r '" 2 
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---------- ----

Sand and Cell 
T;:)~',ol vY\o...~e.yc~ 
Ottawa sand: averag~_ p.~rll<;;I~~J~~O.9 nltll 

averag~ particle 111aSS 0.5 rtlg 

Cell size: 202 x32 grains 

121x.l~ mmJ 
3 43. 4 x if In 

cell depth ~ 200 grains 

+ ,("t;~"'- s.~, 
~to.U. !.~\.... .. '<'"«.£. 

i 

• • 
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Backwards Bifurcation / Hysteresis 

c~~r~~moT'm'~" I ..... f ' .. T'"'"'~-""'f~~~~~m_~~ 

~. increasing ,.... I 
:L 

20 m decreasing 

'1:i 
~ 

15 

~J: 10 

,I:. 
".,..lelt 5 

,1:0". t -tit' 

-r .. 
:1 

J 
1 

-1 

. ,. ~,..~. 
~-------,-~"_~ ..... ,.",,, ... ,,.L_. ,~-.~,L .. ~I ~~.~ ... -1.1_ ---+-~~ 

-0,2 0 0 .. 2 

f'-I! . e .. ..... 

E :t ...... .. 
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Difrerent Material Roughness 

rough sand 

r 

NASAlCP-2000-210470 
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glass beads 
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Convection? dlle to.sloshing 
® 

The cOflvecti)'e Jlo'U! par{lliei to the shaker plane is due to the 
avalanchillg of grains at the end walls during thl' sloshing 
!llotion of the liqlle,fi(uJ layer. 

The cOIH)ective flow trallsverse to the shaker plane is dlle to the 
side wall shearing, which has not, to our knowledge, beell pre'piollsly 
characterized, but it is likely to OCCllr generally }v/tell a 3D 11lalerial 
is sheared ill the presence of gravitational field. 
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Me ¥tlb\t! 
~idhWH X= i\ sin rot P Cell-witl. nlovo.ble sidewall. lYe filld that oscillation of tile z 

wall at essential~}l allY G or A leads to a cOllvective flow 
where grail1s fall at the sidewall, {llld thell pushed inward, 
alld Uplt'ard 'within a shearing layer of 5-10 grains. 

, 
0.04 ~ 

1 

i 
! 

Do\~rn\vard average speed Vz has Une:ar dependency with velocity 
81upUtude A(o t . 
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Sliding Surface Grains 

"Slider" grain 
diameter, d 
~ 

Sliders begin when 
.., 

(Am) ~ ~ agd a-I 

(Not frictional) 

. 
~ 
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unstable Branch 

f!'~''O>,~~rrr~;;t 

.atr 

F~-T . I ·r~··I~· ..... ~-...... 1 -·r-I ----r-.T"'~'-·~·T··' 

f 

I ~ rr increasing, stable 
150 ~ .. ' de.creasl.· .. n g ; stable 

t unstable 

I 
r 

100 

50 
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Transistion TiJl1eScaies 

~ increasing 

20 " decreasing 

15 

10 
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FigUT(' 5.LI'op: Ori~inal imilgf' of widdl.' :;<t~dIUll qf 2-D pih' [~uHolH' S,JIlIi" inmge 
whh C{'UiH marks fnHurt by i'f~!Ilhilfajion nf Hwnnal and f\ofhvnn' lliI'thods Notice 
tktf WI' distinguish large dianH'tcr {OnO cw) aHd snhtli dianwt;>t (ILia nn 'P;H1t<'l.'s 
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Timescales are Powerlaws 

10" 

t 
103 ~-

r 

101 

T = T*Ef3 
~'r-'"-1""-l""'r"T'lTTf"~"'''"''C'r-''T'''ril1TIr"·w'-r'1 . i ! ! I nl--r"T'-r~ 

" Ottawa sand 3 
'.. {3 ~ --1 ± 0.06 j 

T*= (0.5 ± 0.1) sec J 

A Tu 

~ ... 
-1 

~ 
j 
i 

1 
i 

.-4 

~ -, 
4 

~ 
I 

0#4 ,.,. ... 
-i 
i 
'1 , 
-! 

~ 
~ 

100 L __ b-l~Ll._LU.........,d ~! ~ .. J.LJ_tJll~" ... ,.L.....J.--t"J..u,J.t.L"_ .. .1 .... ,.,4 .... L . .1 •. l,,L I 
I 0-4 1 0''< 3 1 0 on 2 1 0 ~ 1 1 00 

EI 
f ~ .... '1, .",.".'.-tt Ii ,..,. 
.. ~J ,1,.,,1 ~"6:~'" 
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------------------ --- --~-....:.:;:.;;-.-.-.-,-'-'-----

""T""TTTTnl1·'·'~"-T~rrrrnjT-'-<T-"---,---y 

rough sand 
(3==-,0.99 ± 0.05 

.4 T*= (0.6 ± 0.2) sec 

1 
4 

j 
~ 

-TO:':) 10-2 1 Q-I 10° 
......... -

-,- -,~,.~-~-.-~~- ----~---

Same result for changing A: All observations 
well-fit by a powerlawwith/3 = -1, r* ~ 0.5 sec. 
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Sloshing Nucleation and Decay 

Turn-On 
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Key Points so far: 

Transition to liquefied surface layer 

- is hysteretic-exact points may depend on 

static/kinetic friction 

- has sarne powerlaw tinlescales for up and 
down transition-seenls robust against changes 

in material and driving 

----

Modifying the Bifurcation 

Fluidize 

Suppress Sliders 
Add Single Particle Inlpurities 
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Air Fll.idizatiofl 
1 r" . r-~'''~'~'r-··~-r--'~t",*~''T-·r--T'~~<~'·''·T~-~'T'--~T~~~·"l 
. l' 1 • fe\l rQugh sand 

0.8 

..'--,. red rough sand 

reo gJass beads 

fed glass beads 

0.4 

LlP/W 

NASA/CP-2000-210470 603 

0,6 



Suppressing Sliders 

I 

15 

10 ' 

5 

o 
1"..--.L,.,-~--.1I ___ "~-L-L~-L-1 _L......-,,.,.JI~"_"~J I I .. -

-0.2 0 0.2 

E 

t\~ ,+ GTee't\ : 0'(' ~ \ ~ 
, ""."~'~ 

~l~" \~." c~ ~~\ O\l't)/\o€t.l 
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Impurities Change Exponent 

107 

106 

103 

102 

5/32" steal bead 

$- A I~"'~"" _.f. ___ J -"," __ ,..,I 

WI!!!Lc.···· /.,. 
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Powerlaw Exponent Correlates to 

Inlpurity Mass 
3 ~:·-·r~'TWN·T·'·rl'.·----r-T-----'lT·r---r"~~j-T:~:.!:r·~";"!·r···· r-T"""l"'-r .... ] 3 

~ 2 + - 2 ! 
-++-

L5 _.... • -t- - 15 

l::'L---,-L, ~ -: ~--_~J'jJ LJl_J_J . I. ] . JL.dj 1 
o 2 4 6 0.5 1 1.5 2 0 200 400 

size ratio 

-)3 

~4o 

I 

P/Po n1/Ill 0 

density ratio mass ratio 

1 + .40 (nl/'mo)2 

(1.17 ± 0.02) X 10-5 
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Block Model 
(with D.G. Schaeffer, Duke Math Dept) 

f 

t 

, 
t 

COUlOlllb friction 

f 

~/~-~'l-"""'","·,,""" 

/+ I 

~)#:>;w-~~ M: ~"':~, •• ,", 

w 

-\\' 

relaxing friction 

Introduce timescale a to relax between static ~ 
.. and dynamic friction 
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, 
; 
i .. 

Relative velocity ~ ~(. V4.v..o.l C~tOVol~t...t:c .. 

. iJ = f + Asin(t) 
c~4, ( . . Iyj.) 
~i: ~ .. t;!.=:.,l- () 1 + RW+ 1yl 
'Frictional force f is 

II -:1= 0 {f = -slgn(y)O 

:.l_._1 :;··0- {. ~ .. f .. = ............ -A ........ sin(.~) ....... !f 1~4 s~n ( .. t) I < ....... () 
~:I f =-Sign(stn{t))8 If IflSln(t)! ~ (} 
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Model with a timescale for changing between 
static and dynanlics friction produces 

hysteresis but doesn't seem to have powerJaw 
transitions. 
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Model produces hysteresis but doesn't seenl to 
have powerlaw transitions. 
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COllclusions for Initial Transitions 

of Horizontally Agitated 

Dry Graflular Materials: 

Transition to sloshing is via a backwards bifur
cation 

Snlall nunlber of surface particles seen1 to first 
stabilize then destabilize the layer 

Transition starts localJy and spreads 

Time scales for the transition follow powerlaws 

Powerlaw exponent is strongly affected by sin
gle particle inl purities 

Sinlple block fllodel with frictional relaxation 
captures several facets of the experinlent 
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Fllur~ 6.3: The metbod of creating tim~ series pidufes: Ca) shows the raw picture. 
(b) the height profile of the piCture, and (e) the corresponding brlghtneta prnule. 
whleh wiU b«ome a sinlle row of a time serlC$picture (as l e.g' j Fig. 6.4. 
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Figure 6.5: Phase spa(;e for granular system, shovdng the regions in paramrter 
spacC' in Vdlkh (A} no patterns form, (B) indured patterns are sUihie hut do not form 
sponthneou5ly from the fint stat(:, and (O) the Hat state is Ullstable, 
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Fipre 6.4: Sample time series pictuntr consistlug of the height profile every second 
driving erlod for 600 perlods (approxImately 300 ee} Shown -1Sasingfe-}-~p$t!1ble 
wa;.e~ w '---\)reiiti<fuw<'lWO"Wiiiei __ --' .. 
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127 

Figure 6;7: Some difierent states of the system, The states are Ca) split, (b) one wave, 
{(;) decaying wave~ (d) spontaneously forming two waves, (e) disordered (cbootic) 
state, (f) disordered state at higher driving, These states are driven at 2J)02H z. with 
acceleration r ;::;: (a) 5.42} (b) 5J)3} (c) 5.99, (d) 8.49, (e) 10.55, and (f) 13.01. 
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FIGURES 

FIG. t pQiitlons 

d!.a.metef$ wide, and tbJJ a:yatem contain.\$ 800 pa.rticle$. Al$Q shown are th~ ! (drivIng) and ¥ 

dl~¢ctioO$, as weB u tbe a.pproxImate directions of the normal t.o the free surf~e (1\) and th~ 

tompo1*'TIt of gtB-vity t-&ngent: to the substrate (J). 

FIG. 2. V~lodty fie-l.d ~t t'ix43d pha.. witb mp~t to too driving (a.t fl't1l'rlrnum driving vt:!iocity 

~o tll~ rlibt (a) iJid to tM ~ft (b»1 avef~ged over 136 driving periods. Here w.a 2JJH,*; r ;:; 9.09 

{defitHrd M r,; .4w'J/fI«II}, and ~4w;;;;. lO.lern/s. The dite<::don of motion of the substraw is Wi) 

iItdict\tcd. 
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confining ring 
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FIG, 2, S;;unpie t:raj«t,()ri~ over the COl:t~ of an. @x~iment~ with .Ylit.em size N + 150 
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PARTICLE SEGREGATION IN COLLISIONAL SHEARING FLOWS 
J. T. Jenkins and M. Y. Louge 

Cornell University, Ithaca, NY 14853 

ABSTRACT 

During the past four years, we have worked to insure the success of a flight experiment on 
particle segregation in energetic grain flows. The experiment is meant to test theory and 
numerical simulations as they apply to shearing flows of colliding grains in micro-gravity. The 
experiment involves a binary mixture of spheres that differ in diameter and/or mass. A steady, 
fully-developed flow of the mixture is established between parallel, bumpy boundaries that are in 
relative motion. Because the energy transferred and dissipated in collisions between the flowing 
spheres and the boundaries is different from that transferred and dissipated in collisions among the 
flowing spheres, the energy of the particle velocity fluctuations in the mixture varies across the 
flow. 

The frequency of collisions among and between the two types of spheres depends upon 
the spatial gradient of this energy and upon the spatial gradients of the concentrations of the two 
types of spheres. Consequently, the balances of momentum across the flow require that gradients 
of concentration accompany the gradients of mixture fluctuation energy. In the experiment, we 
measure how the energy of the velocity fluctuations and the concentrations vary across the flow. 
The object of the experiment is to determine how well these measured fields compare with those 
predicted by theory and observed in numericalsimulations and to understand why any differences 
between them occur. The activities of the. past four years involved physical experiments, 
computer simulations, and theory. 

We carried out physical experiments on five flights in the KC-135. This involved the 
design and construction of a prototype shear cell in the shape of a racetrack. We also developed a 
way to obtain images of flowing spheres made of plastic, ceramic, and metal through the cell side 
wall and a means for computer interpretation of these images. We then measured profiles of 
mixture velocity, mixture fluctuation velocity, mixture volume fraction, and species number 
density in the shear cell during episodes of micro-gravity on the KC-135. The comparison of these 
profiles with those measured in computer simulations and the predictions of theory led to 
adjustments in the operating conditions of the shear cell and gave indications of the advantages 
and disadvantages of each material. 

We developed discrete particle dynamics simulations for the full racetrack cell and for a 
section of fully developed flow that was periodic in the flow direction. The full computer 
simulation was used to design the racetrack shear cell and to study the properties of the flow in it. 
We also tested the results of the fully developed simulation against the measurements made in the 
shear cell during flight and predictions of theory. The latter were obtained in a numerical scheme 
that we developed to solve the full equations ~lfld boundary conditions for the mean mixture 
velocity, fluctuation velocity, and mixture volume fraction in steady, fully developed shearing 
flows over the cross section of the shear cell. 

Finally, we derived a simplified theory for segregation for mixtures in which the diameters 
and/or the masses of the two spheres are not too different and a new theory for segregation of 
disks in planar shearing flows. We extended existing boundary conditions for bumpy frictional 
boundaries to include terms that are nonlinear in the ratio of the mean slip velocity to the strength 
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of the velocity fluctuations. We developed simple approximate differential equations with 
analytical solutions to describe segregation between bumpy boundaries with the influence of the 
side walls taken into account in an averaged way. 

Future research will involve the evaluation of a new cell design. Computer simulations of 
the full racetrack shear cell indicate that the flow along the straight sections never achieves a fuIIy
developed state. In earlier studies, we were led to believe that a fully-developed flow was attained 
because, near the ends of the straight sections, the profiles of mixture mean velocity, fluctuation 
velocity, and volume fraction were all close to their fully-developed values. The flow 
development seems to be controlled by the end regions in a way that we do not yet understand. 

Consequently, we have begun to evaluate an axi-symmetric shear cell configuration in 
which the flow is fully developed at each section. Such a shear cell involves concentric circular 
cylinders that are in relative motion. Cylindrical bumps on these are parallel to the axis of the 
cylinders. 'When the cylinders rotate in opposite directions, so that there is a streamline of zero 
circumferential mixture velocity inside the shearing flow, the centripetal accelerations are 
minimized. 

The advantage of such a cell is that the flows will be fully developed at every section. 
Also, because both boundaries move with respect to the fixed sidewalls, the flows will be more 
agitated across the gap. A possible disadvantage is that there is always some centripetal 
accelerations within the gap. However, theory and computer simulations can incorporate at least 
modest centrifugal forces, so we regard this as an opportunity to test this capability against the 
physical experiments. Finally, such an axi-symmetric cell is simpler to design and build than the 
racetrack and its axi-symmetric design seems to offers greater flexibility for a variety of 
experiments that might involve cylindrical boundaries of different diameters, depths, and 
bumpiness. Also, the design facilitates studies of time-dependent segregation and segregation in 
flows that are a single particle in depth. 

Because the flow in the axi-symmetric cell is fully developed at every section, it is possible 
to employ it to carry out unambiguous experiments on time-dependent segregation. In the 
racetrack design, the time-dependent segregation associated with a change in boundary speed 
could be confused with that associated with the flow development. The axi-symmetrc geometry 
makes it possible to carry out measurements of diffusion velocities and time-dependent 
concentrations across the cell that follow, for example, an abrupt change in boundary speed. The 
results of such experiments can be tested against computer simulations and simplified versions of 
existing theories. 

The simplicity of the design of the axi-symmetric cell makes it possible to reconfigure it to 
carry out experiments on segregation in flows that are a single particle in thickness. This provides 
an opportunity to test theory for the segregation of binary mixtures of disks in planar shearing 
flows that we have developed during the past four years. Also, this provides an opportunity to 
complement the work of researchers the University of Rennes who are carrying out physical 
experiments on the segregation of binary mixtures of circular disks in shearing flows carried out 
on an air table. We anticipate that because of the simplicity of the two-dimensional experiment, 
the prototype axi-symmetric shear cell, employed upon the KC-135, could provide sufficient data 
for meaningful comparison between theory, computer simulations, and the two experiments. 
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Experiment 

Experimental conditions 

Test U F Species A rA vA Species B rB VB ti to 
m/s Hz mm 01 

10 mID % 5 

I 1.4 1000 . 
1.59 10 acrylic 1.98 30 300 10 ceranuc 

II 0.9 500 acrylic 1.6 28 acrylic 1.98 5 250 10 

Impact Pro-nerties 

sphere 1 rl P1 sphere 2, r2 P2 e Jlf (30 
(mm) (g/cm3) bump or (mm) (g/cm3) 

wall 
acrylic 1.6/1.98 1.22 acrylic 1.6/1.98 1.22 0.93 0.12 0.35 

ceramic 1.59 3.86 ceramic 1.59 3.86 0.97 0.10 0.24 
~--

~- .. 
acrylic 1.6/1.98 1.22 ceramIC 1.59 3.86 0.93 0.11 0.10 

acrylic 1.6/1.98 1.22 fixed bump 1.59 - 0.97 0.22 0.28 

ceramic 1.59 3.86 fixed bump 1.59 - 0.68 0.08 0.29 

acrylic 1.6/1.98 1.22 aluminum co - 0.94 0.14 0.51 

ceranuc 1.59 3.86 aluminum 00 - 0.61 0.10 0.14 

acrylic 1.6/1.98 1.22 glass Qg - 0.83 0.12 0.34 

ceramic 1.59 3.86 glass eo - 0.96 0.09 0.00 
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ExperiIllents and Simulation 
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Kinetic Theory 

F1 · l' - TI/2 uctuatlon ve oetty: W = 

I 2 

(
PM w,) + (l-2x8r)p 51t FS -3(1-e ) w=O 
F r~ F 4J P eff 

where 

Boundary conditions 

fAB W' = - bo w, at y = 0, and fAB w' = bi W, at y = Y. 

Segregation 

I 
X =-

1-4x2 W' 
2 (R8r+[,8m)-;-
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Theory and Simulations 
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STUDIES OF GAS-PARTICLE INTERACTIONS IN A MICROGRAVITY FLOW CELL 

Michel Y. Louge, James T. Jenkins, Haitao Xu and Anthony Reeves 
Cornell University 
Ithaca, NY 14853 

ABSTRACT 

The ability to transport particulate materials predictably and efficiently using a 
flowing gas is likely to play an important role in the development of lunar and martian 
environments that are hospitable to humans. On earth, the transport and processing of 
solid materials are also crucial in a number of applications from the chemical, mining, 
power and oil industries. 

For these flows, an appreciation has recently developed for the influence of 
collisional interactions among particles. Collisions between such particles can transfer a 
significant amount of momentum within the flow and at the boundaries. A crucial 
parameter in such suspensions is the fluctuation kinetic energy or agitation of the 

particles. Its local measure is the granular temperature T (1/3) u' i U' i , where u' i is the 

fluctuating velocity of the particles. It is with this parameter that the solid phase can 
transmit momentum through an effective viscosity. 

Sangani, et al. (1996) have determined the contribution of the viscous forces of the 
gas to the dissipation of particle fluctuation energy in random flights of particles between 
collisions. They do this over a range of concentrations for simple shearing flows in which 
the particle Reynolds number is small and the Stokes number is greater than one. We 
have extended their theory to inhomogeneous, three-dimensional, fully developed, steady 
shearing flows in practical wall-bounded devices. This involves the introduction of 
energy transport due to spatial gradients and the extension of boundary conditions for 
bumpy frictional walls to systems with large slip velocity at the boundaries. 

Moving inner 
\~~- bound:try 

~fbT""~~~~~ Statbnary Floor 

..... -+- HouSing 

Moving Pressure tap 
outer 

bound:try Gas distribLta-

Sketch of the axisymmetric Couette shear cell. 

In this context, we are designing an axisymmetric micro gravity flow cell in which 
to study the interaction of a flowing gas with relatively massive particles that collide with 
each other and with the moving boundaries of the cell (Figure). This cell will permit 
suspensions to be studied over a range oflaminar, steady, fully developed conditions 
where viscous forces dominate the gas flow and inertial forces proportional to the gas 
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density are nearly eliminated. Unlike terrestrial flows, where the gas velocity must be set 
to a value large enough to support the weight of particles, the duration and quality of 
microgravity on the International Space Station will permit us to achieve suspensions in 
which the agitation of the particles and the gas flow can be controlled independently by 
adjusting the pressure gradient along the flow and the relative motion of the boundaries. 

Tn this cell, we will first characterize the viscous dissipation of the energy of the 
particle fluctuations when there is no relative mean velocity between gas and solids. Tn 
the absence of a gas, individual impacts are so fast that the only time scale governing the 
granular phase is the inverse of y, the shear rate imposed by the moving boundaries. At 
small particle Reynolds numbers, the gas introduces an additional viscous relaxation time 
as = Ps d2118flg, where Ps, d and Ilg are, respectively, the density of the spheres, their 
diameter and the gas viscosity. In simple shear flows, Sangani et al. (1996) have 
calculated values of the limiting Stokes number St = yas at which the particle fluctuation 
energy is equally dissipated by viscous and collisional interactions. Far above this limit, 
the shear rate is sufficient to ignore the viscous drag on the spheres. 

Tn contrast, our intention is to reduce the boundary speed in successive tests until 
the Stokes number becomes small enough for the gas to affect the balance of fluctuation 
energy of the spheres. We will control the magnitude of the particle Reynolds number by 
adjusting the absolute pressure in the cell. At sufficiently low Stokes number, Sangani et 

al. (1996) showed that the granular fluctuation velocity scales as -{T/yd St lRiiss, where 
Riiss is a coefficient characterizing viscous dissipation. In our experiments, we will infer 
Rdiss by recording transverse profiles of granular temperature and comparing these with 
theoretical predictions. The measurements will be accomplished by observing the flow 
through sidewalls and by using computer vision techniques. In order to evaluate the role 
of non-continuum lubrication, we will also carry out relatively modest evacuation of the 
apparatus and measure Rdiss at increasing values of the molecular mean free path. We will 
perform experiments at Stokes and Reynolds numbers where the present theory is valid 
and also, in an effort to inform future theoretical work, at values when it is not. 

Tn another series of experiments, we will impose a gas pressure gradient on the 
shearing cell sketched above. The gradient will induce a relative velocity between the two 
phases, while the shearing will independently set the agitation of the solids. These 
experiments will be unique in exploring a regime where particle velocity fluctuations are 
determined by a mechanism other than interactions with the gas. In this regime, we will 
measure the dependence of Rctiss and the drag coefficient on the solid volume fraction. We 
will do so by recording transverse profiles of mean gas velocity, mean granular velocity, 
temperature and volume fraction, and by comparing these with theoretical predictions. 
By partially evacuating the cell, we will also record the effects of particle Reynolds 
number on Rctrag. These tests will require measurements of mean gas velocity. These will 
be accomplished using a new tracer technique analogous to particle-image-velocimetry. 

REFERENCE 

Sangani A.S., Mo G., Tsao H.-K., and Koch D.L., "Simple shear flows of dense gas-solid 
suspensions at finite Stokes number," J. Fluid Meeh. 313,309-341 (1996). 
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Background 

• Gas-solid suspensions are ubiquitous. 

• An appreciation has developed for the 
importance of particle collisions. 

• Theories have recently been proposed for 
interactions of a: viscous gas and agitated 
solids when the flow is notturbulent. 
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Objectives 

In the context of a viscous gas interacting with 
an agitated, collisional granular material, 

~ • Measure viscous dissipati()n oj~ tlllctucltion 
energy and viscous drag using a steady, 
fully-developed, collisional flow of inelastic 
spheres in a gas. 

• Test predictions of existing theories. 



~ Interactions of a viscous gas and agitated solids 
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( 1) Viscous dissipation of T~ effects of v, T, Ag 

(2) Viscous drag; effects of v, T 

Micro gravity 

Gas 

Shear cell 

...... ~~ Only viscous and collisional interactions. 

~ __ a. No enduring contacts. 

- .. ~. Minimize forces associated with fluid inertia. 

...... ~~ Independent control of fluctuation energy. 
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Reduce boundary speed until collisional and viscous dissipation of 
fluctuation energy are comparable. 
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Interactions of a gas with colliding spheres 
in a simple shearing flow 
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~ • Reduce boundary speed to achieve low Stokes numbers. 

• Fit Rdiss to the measured granular fluctuation velocity profile. 

• Measure granular velocity distribution function. 
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Accomplishments 

• Modeled gas-solid flow in wall-bounded cell. 

• Prescribed experimental conditions. 

• Specified microgravity requirements. 

• Designed a new tracer anemometer. 

• Carried out preliminary tests 'on the KC-135. 



ELECTROSTATICS OF GRANULAR MATERIAL 
(EGM): SPACE STATION EXPERIMENT 

J. Marshall and T. Sauke, SETI Institute, MS 239-12, NASA Ames, Moffett Field, CA 94035, 
and W. Farrell, MS 695.0, NASA Goddard, Greenbelt, MD 20771. 

ABSTRACT 
Aggregates were observed to form very suddenly in a lab-contained dust cloud, 

transforming (within seconds) an opaque monodispersed cloud into a clear volume containing 
rapidly-settling, long hair-like aggregates. The implications of such a "phase change" led to a 
series of experiments progressing from the lab, to KC-135, followed by micro-g flights on 
USML-l and USML-2, and now EGM slated for Space Station. We attribute the sudden 
"collapse" of a cloud to the effect of dipoles. This has significant ramifications for all types of 
cloud systems, and additionally implicates dipoles in the processes of cohesion and adhesion of 
granular matter. Notably, there is the inference that like-charged grains need not necessarily 
repel if they are close enough together: attraction or repulsion depends on intergranular distance 
(the dipole being more powerful at short range), and the DIM ratio for each grain, where D is the 
dipole moment and M is the net charge. We discovered that these ideas about dipoles, the likely 
pervasiveness of them in granular material, the significance of the DIM ratio, and the idea of 
mixed charges on individual grains resulting from tribological processes --are not universally 
recognized in electrostatics, granular material studies, and aerosol science, despite some early 
seminal work in the literature, and despite commercial applications of dipoles in such modem 
uses as "Krazy Glue", housecleaning dust cloths, and photocopying. 

The overarching goal of EGM is to empirically prove that (triboelectricalIy) charged 
dielectric grains of material have dipole moments that provide an "always attractive" 
intergranular force as a result of both positive and negative charges residing on the surfaces of 
individual grains. Microgravity is required for this experiment because sand grains can be 
suspended as a cloud for protracted periods, the grains are free to rotate to express their 
electrostatic character, and Coulombic forces are unmasked. Suspended grains will be 
"interrogated" by applied electrical fields. In one module, grains will be immersed in an 
inhomogeneous electric field and allowed to be attracted towards or repelled from the central 
electrode of the module: part of the grain's speed will be a function of its net charge (monopole), 
part will be a function of the dipole. Observed grain position vs. time will provide a curve that 
can be deconvolved into the dipole and monopole forces responsible, since both have distinctive 
radial dependencies. In a second approach, the inhomogeneous field will be alternated at low 
frequency (e.g., every 5-10 seconds) so that the grains are alternately attracted and repelled from 
the center of the field. The resulting "zigzag" grain motion will gradually drift inwards, then 
suddenly change to a unidirectional inward path when a critical radial distance is encountered (a 
sort of "Coulombic event horizon") at which the dipole strength supersedes the monopole 
strength --thus proving the presence of a dipole, while also quantifying the DIM ratio. In a 
second module, an homogeneous electric field eliminates dipole effects (both Coulombic and 
induced) to provide calibration of the monopole and to more readily evaluate net charge 
statistical variance. In both modules, the e-fields will be exponentially step-ramped in voltage 
during the experiment, so that the field "nominalizes" grain speed while spreading the response 
time --effectively forcing each grain to "wait its tum" to be measured. 

In addition to rigorously quantifying M, D, and the DIM ratio for many hundreds of 
grains, the experiment will also observe gross electrometric and RF discharge phenomena 
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associated with grain activity. The parameter space will encompass grain charging levels (via 
intentional triboelectrification), grain size, cloud density, and material type. 

Results will prove or disprove the dipole hypothesis. In either case, light will be shed on 
the role of electrostatic forces in governing granular systems. Knowledge so gained can be 
applied to natural clouds such as proto stellar and protoplanetary dust and debris systems, 
planetary rings, planetary dust palls and aerosols created by volcanic, impact, aeolian, fire storm, 
or nuclear winter processes. The data are also directly applicable to adhesion, cohesion, 
transport, dispersion, and collection of granular _mat~rials in industrial, agricultural, 
pharmaceutical applications, and in fields as diverse as dust contamination of space suits on 
Mars and crop spraying on Earth. 
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Hypotheses Being Tested 

Grains of dielectric material must have a dipole moment, D, if they 
have a non-uniform distribution of positive and negative surface 
charges (total net charge determines value of monopole moment, M, 
regardless of the charge distribution) 

For certain granular regimes, interaction of grains is strongly a 
function of DIM ratio and its relationship to intergranular spacing. 
DIM has not been experimentally determined for triboelectrically 
interactive grain populations 
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Tribochal-ging & Dipoles 
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Grains of like material acquire both + and - charges during 
grain-grain contact as a result of differential work functions 

Causes 

• Microscopic surface configurations causing 
stress field variation 

• Structural variation in hardness, surface 
energy, piezoelectrics, etc 

• Protruberance dragged across a surface is 
dramatically heated compared to scratch line 
on other surface --thermal discrepancy 

• Surfaces transfer material across tribological 
boundary. For like materials, it is random 
which grain acquires or loses, mlaterial 
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Dipoles: Early Clues 

t = 30 seconds 

Clear column with 
2 cm long settling 
filament hairs. 
Catastrophic 
"phase change" 

Undispersable sand mass 
with filamentary attachments 

10 liter container in KC-135 zero-g 

1 m settling column of dust in 1 g 
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Dipoles in Modeling 

3-D computer modeling produced same results as USML experiments 

Grains "dispersed" with fixed surface charges, randomly distributed. 
Each charge just a monopole with corresponding Coulombic force 

No dipoles or DIM ratio artifically embedded in the code 

Chain aggregates always produced, implicating dipoles 

Left: Aggregate from cloud 
collapse ("neutral ll charge
balanced grains with dipoles) 

-20~, __ ~ ____ ~ ______ ~ 

Right: Aggregates (formed 
by dipole interactions) being 
dispersed by monopole 
forces (cloud net charge). 
Units = grai'n diam. 

-20 -10 0 10 20 - 60 -40- 20 0 20 40 60 
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~ ~ Coulombic "Event Horizon" 
, ~ lllU I .. 01_1_ 
Iv .... 

~ Interaction of a grain with other grains or with surfaces is function 
of dipole to monop,ole (net charge) relationship, and distance 
between grains and surfaces. Need both D and M 

01 
-..J 
1.0 

Force, F 
(magnitude) 

Particle with 
mixture of positive 
and negative 
charges 

Dipole force 
(arways 
attraclive) 

/' 

Coulombic Horizon: 
Critical distance where 
relative magnitudes of 
dipole and monopole 
forces reverse 

Monopole force 
(attractive or 
repulsive) 

CH 
Di:stance from grain/surface 

CH can be orders of magnitude larger than grain itself 
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Experiment Concept 

E-Field Manipulation of Suspended Sand Grains 

\ • 1 s: , \ 1 1 • Radial speed 0 
• Inhomogeneous ' \ 1 1 indicates 0 and M ...... , ' -I 1 / " 

....., 
radial (20) field lines " /" (J ,,\1 1 / -

• Event horizon (r) c: - - e', ,\ 11/ " ........ -- P{-- gives D/M ratio :l • Dipoles only move to ......... ~..,.. 

- .- - - - - - -. - - LL center. Monopoles can 
move in or out - • Forces expressed: ~ Dipole 

• Monopole fA • Induced polarization 
......, 
c 
(l) 

E 
FU CV 

• Homogeneous • Drift speed of grains & "-- :l parallel field lines aggregates indicates 

=fij==~=i= monopole U) 

• Both aggregates and ca 
(l) single grains studied • Torque/alignment on :E ---------- aggregates indicates 

• Dipoles cannot move -, - - - - --- - - cluster dipole (l) 
in either direction. - - -e- ~I# -- E Monopoles can move ---------- • Long range forces --both ways -"-1----.- expressed: J.... 

0... e Monopole 
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Experiment scription 

Preliminary Engineering Concept for the IFU 

Experiment 
chamber Insulating shell or Pump and/or 

pressur!! 
reservoir Venting air. coating around .. it w,~etal cylinder VentIng aIr 

. ....... ________________________ 11 
r"':I t:-: ~:: •• - Outer metal rlP?9't 
-: '1].:or::: ~ ~ ~ •• - cylinder .. :.:::' 

,.... r ~ I. ]'::.:::: .- i - _. 
/// Vh: ... md ..... --' : ... :::~: C .. - • f :::; ~: ~ entral . - • --

......... electrically ,"",-
charged hollow·· - \...II 

Diffuse 
back 
!lighting 

rod with mesh 
filter sleeve 

•• • -
• -

L-.!· .. IR:.::.::~.j.:~· ... 'b! ~ __ d~~e::~Pon 
vent jets - - - - - - - - - -

{) Focal 
observat ion zone of 
experiment 

Side Elevation 

Window 

End Elevation 
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~ ,~"!. IFU: Grain Interrogation 
t~ ..-

~ Method I: Fixed-Polarity Field ------------- Data Acquisition 

~ 
00 
t~ 

t-O 

t-3 • 
t-4 • ~

_~11 

t-5. 

t-6. 

Video images 

u 

t 
Velocity plot 

Shape of curve 
reflects acceleration 

I"" contributions from: 
monopole and dipole 
forces 

1/r and 1/r2 
components 

Grain with a dipole rotates dipole axis in alignment with field and is pulled 
inward. Net charge on grain adds increase or decrease of speed, depending 
on sign. Depending on distance, net charge can cause drift away from center, 
but at close range, dipole can override net charge 
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IFU: Grain Interrogation 

Method II: Alternating-Polarity Field --- Data Acquisition 
For Direct DIM Ratio 

Inner 
rod 

Outer 
wall 

Zigzag grain motion 

• + ..... .-- ~ 
.~ 

""'. . ..------
~ 

I DIM force 
I ) balance 
~ threshold 
I distance 

Video images 

111111111 I I I 11I1I"1'111'11'lnllllllll'I"IIIIIII'IIIIIII'III'I'1 

Time 

+ 

U = 0 f ~ I ~I I I II .: t 

-
t-O t-1 t-2 t-3 t-4 t-5 t-6 t-7 

I Velocity Plot 
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IFU: Grain Interrogation 

Definition of the DIM ratio 

At the event horizon, where Fd and Fm are equal, and the grain is 
about to enter the "always attractive II zone, it follows that: 

-MkV/r + DkV/r 2 =0 

This solves to: r = DIM 

Thus, the event horizon for a grain is the grain's DIM ratio, 
by definition, measured in units of length, r 
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Scenarios For IFU Population Statistics 

Possible DIM Population Statistics for 
Methods I & II. (Data Sets Directly 
Comparable in Units of 'r') 

Most grains 
with no 
dipoles 

Grains with small 
dipoles, large net 
charges 

Most grains with 
D too large to 
measure 

I Grai n with DIM 

DIM Outer 
cylinder 

c 
.2 

Possible D and M Population 
Statis tics from Method I 

Monopole 

+ 
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Verification of Hypothesis 

__ Measurable values of D in IFU Method I: 
Proof of dipoles (of magnitude affecting cloud behavior) 

e Measurable DIM ratios in IFU Method II: 
Proof of dipoles 
Proof of charge mixing on single grains if DIM >grain diameter 

fit DIM values too large to measure by IFU Method II: 
Proves dipoles and that even greater than expected 
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Benefits of Research 

e Provides fundamental knowledge for electrostatics, granular 
materials, surface science. Concept of largely unrecognized 
adhesive/cohesive force 

e Knowledge enables modeling of cloud behavior in protostellar 
and protoplanetary dust-debris systems, planetary rings, 
planetary dust palls and aerosols created by volcanic, impact, 
aeolian, firestorm, nuclear winter processes, and atmospheric 
pollution 

e Data directly applicable to adhesion, cohesion, transport, 
dispersion, and collection of granular materials in industrial, 
agricultural, pharmaceutical applications, and in fields as diverse 
as dust contamination of space suits on Mars and crop spraying 
on Earth 

i i~· 



ASSESSMENT OF CONSTITUTIVE AND STABILITY BEHAVIOR OF 
SANDS UNDER PLANE STRAIN CONDITION 

Khalid A. Alshibli I and Stein Sture2 

I Project Scientist, University (~f Alabama in HUl1tsrillci NASA Marshall Space Flight Center, Mail Code SD48, 
HUlltsl'ille, AL 35812, Tel. (256) 544-305/, Fax (256) 544-8029, Email: khalidalshibli@msJc.nasa.gOl·. 

2 Principal !11\'estigator, Dep. u.f Civil, Environmental, & Architectural Engineering, Campus Box 428, University oJ 
Colorado at Boulder, Boulder, CO 80308-0428, Tel. (103) 492-7651, Email: sture@grieg.colorado.edu. 

ABSTRACT: A series of biaxial (plane strain) experiments were conducted on three sands 

under low (15 kPa) and high (100 kPa) confining pressure conditions to investigate the effects of 

specimen density, confining pressure, and sand grains size and shape on the constitutive and 

stability behavior of granular materials. The three sands used in the experiments were fine, 

medium, and coarse-grained uniform slTica sands with rounded, sub-angular, and angular grains, 

respectively. Specimen deformation was readily monitored and analyzed with the help of a grid 

pattern imprinted on the latex membrane. The overall stress-strain behavior is strongly 

dependent on the specimen density, confining pressure, sand grain texture, and the resulting 

failure mode(s). That became evident in different degrees of softening responses at various axial 

strains. The relationship between the constitutive behavior and the specimens' modes of 

instability is presented. The failure in all specimens was characterized by two distinct and 

opposite shear bands. It was found that the measured dilatancy angles increase as the sand 

grains' angularity and size increase. The measured shear band inclination angles are also 

presented and compared with classical Coulomb and Roscoe solutions. 

NASAlCP-2000-210470 689 
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THERMAL FIELD IMAGING USING ULTRASOUND 
D. Andereck[I], S. Rahal and S. Fife 

Department of Physics 
The Ohio State University 

Columbus, Ohio 43210 

It is often desirable to be able to determine the temperature field in the interiors of opaque fluids 
forced into convection by externally imposed temperature gradients. To measure the 
temperature at a point in an opaque fluid in the usual fashion requires insertion of a probe, and to 
determine the full field therefore requires either the ability to move this probe or the introduction 
of multiple probes. Neither of these solutions is particularly satisfactory, although they can lead 
to quite accurate measurements. As an alternative we have investigated the use of ultrasound as 
a relatively non-intrusive probe of the temperature field in convecting opaque fluids. The 
temperature dependence of the sound velocity can be sufficiently great to permit a determination 
of the temperature from timing the traversal of an ultrasound pulse across a chamber. In this 
paper we will present our results on convecting flows of transparent and opaque fluids. 

Our experimental cells consist of relatively narrow rectangular cavities made of thermally 
insulating materials on the sides, and metal top and bottom plates. The ultrasound transducer is 
powered by a pulser/receiver, the signal output of which goes to a very high speed signal 
averager. The average of several hundred to several thousand signals is then sent to a computer 
for storage and analysis. The experimental procedure is to establish a convective flow by 
imposing a vertical temperature gradient on the chamber, and then to measure, at several 
regularly spaced locations, the transit time for an ultrasound pulse to traverse the chamber 
horizontally (parallel to the convecting rolls) and return to the transducer. The transit time is 
related to the-temperature of the fluid through which the sound pulse travels. Knowing the 
relationship between transit time and temperature (determined in a separate experiment), we can 
extract the average temperature across the chamber at that location. By changing the location of 
the transducer it is then possible to find the average temperature at different locations along the 
chamber, thereby determining the temperature profile along the system. (In the future we will 
construct an array of transducers. This will give us the capability to determine the temperature 
profile much more rapidly than at present, an important consideration if time-dependent 
phenomena are to be studied.) 

To validate our procedure we introduced encapsulated liquid crystal particles into glycerol. The 
liquid crystal particles' color varies depending on the temperature of the fluid. A photograph of 
the fluid through transparent sidewalls therefore gives a picture of the temperature field of the 
convecting fluid, independent of our ultrasound imaging. A representative result is shown in the 
Figure I, which reveals a very satisfying correspondence between the two techniques. Therefore 
we have a great deal of confidence that the ultrasound imaging approach is indeed measuring the 
actual temperature profile of the fluid. The technique has also been applied to convecting liquid 
metal flows, and representative data will be presented from those experiments as well. 

[I] Supported by NASA NAG3-2138. 
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Figure 1: Relation between temperature field in convecting glycerol as revealed by suspended 
encapsulated liquid crystals, and a temperature profile from ultrasound transit times. 
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,Aim of the work 

* Interesting flows of opaque fluids abound: 
crystal growth, molten metals, polymers 

* Current techniques and their limits: 

- Optical techniques (transparent fluids) 

- Thermistors, thermocouples, hot wire 
probes (invasive and local) 

- Ultrasound velocimetry (requires 
seeding) 

- X-rays (requires very thin samples) 

Therefore, attempt to use 
use ultraS()Ullti to map therilial fieltis 
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The Concept 

Sound velocity is a function of tenlperature 
along the path of sound prOlJagation 

Tl ~ C1o; tof1 T 2' (=2' tof~ 
-:rr -:y 

------~> tof (x) -------.> T (x) 

Mo\ring tral1sducer 

T: tenlperature 

C: sound velocity 
0/ 

tof: titne of flight 
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Experimental Procedure 

2nd echo 

l;;;t echo 
( \vall/fluid) 

Moving transducer 
'--' 

(Pulse-echo) 

Ultrasound 
Pulser/receiver 

(Panalnetrics 5800) 

Schelnatic 
Ul trasOlUld 
Signal 

1-1 i gh Speed 
Signal Averager 

( Perko1-Eln1er Eel ipse) 

1 &1 2nd 

echo echo 

(F or each location) L..----..-___ ---i--__ ,---J 

tl 1" 

t2 - tl == 2tof (tinle of flight) 
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V (In'!) 
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Sample Signal 

o 10 20 30 

t (J.lS) 

echo echo 
(inverted) 

Transducer dialneter == 0.35 Inch 
Power in IJulse == 25 1-11 
Resonant frequency == 2.25 MHz 
Pulse width == 0.6 IlS 
Pulse repetition rate == 1kHz 

737 
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Calibration for Glycerol 

Telnperatllre vs tinle of flight 

Vertical ~ T == 0 °C 
-+no convection 

50~-------------------------
T eC) 40 

30 

20 

10 

~~ 
~~x 

~~# 

T = 44.203 (OC/Ils) t - 910.98 

O+-----~----~------~----~ 
21 21.2 21.4 

t (Ils) 

21.6 

Glycerol :Prandtl Number Pr == 7613 

T == telnperature 

t == 2tof (titne of flight) 
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Rayleigh-Benard configuration 

Rigid conducting plate 

Rigid conducting plate 

AT -1"' rr > AT u .. - ·1 -u U c 

(Ll Tc = critical tenlperature difference for 
onset of convection) 
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Convection roll pattern 
(schenlatic) 
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Results with Glycerol 

Ultrasound Ineasurenlents 
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Thennochromic liquid crystals 
(T = 29 0(': red start, T = 33 O(~: blue start) 

8T: deviation frol11 the n1ean tClnperature 

Cell din1ensions: 7.77 eIn long, 2.00 Cln \vide, 1.3 eln high 

~T = 14°C -+Rayleigh NUlnber Ra = 1.2 Rae (critical value) 
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T (C) 

Calibration of Mercury 

Tenlperature vs tinle of flight 

Vertical Ll T == 0 °C 

-+no convection 

40-

30- .- -

20- -

10-
T = 115.1(:4-ts) t - 3230 _ 

O+-~---~I~--~I--~--~~--~ 

28.0 28.1 28.2 28.3 28.4 

t QJs) 

Mercllry:Prandtl nUl11ber Pr == 0.027 

T == telnperature 

t == 2tof (tilne of flight) 
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Stainless Cell #1 Background 
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Cell dilTIensions: 4.00 CITI long, 
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T -: 20.0 C, DT == 0 
-7 No convection 
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Vertical Position (in) 

Nonunifornl cell width due to 
precision of Inachining 

Use these points for background COnl1Jensation 
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Tall Cell--Il1verted Gl~adient 

Ilnposed inverted gradient ~ 15 C 

~No cOl1vectiot1 
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Stainless Cell #2 Background 

Cell din1ensions sanle as Plexiglas cell 
'-" 

28.4-
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==>No convection 
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Use these points for background conlpensation 
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Mercury Convection 
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-
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-2- -
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Position (in) 
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-1 - \Varm 
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-3 
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Position (in) 

NASAlCP-2000-210470 745 



Conclllsiol1S 

* Developn1ent of a new technique: 
Ineasurenlent of tl1ern1al fields 

using ultrasound ....... 

* Application to a transparent fluid ((]lycerol) 

--Tenlperature resollltion of~ 0.1 °C 

--Validatio:n: pattern visualization \vith 
therlnochrolnic liquid crystals 

* Application to an opaque liquid (Tvlercury) 

* Future -+ Transient states using an array of 
transducers 
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STABILITY OF THERMOCAPILLARY RETURN FLOWS 
UNDER VERTICAL GRAVITY MODULATION 
v. A. Suresh, G. M. Homsy, Department of Chemical Engineering, 

Stanford University, CA 94305-5025, USA. bud@chemeng.stanford. edu 

INTRODUCTION 

G-jitter convection is of general interest to NASA, and the time-dependence of the body 
force opens the possibility of new physical effects such as resonance [1, 2], streaming [3] 
and parametric instability [4]. The hydrodynamic stability of fluids in a non-uniform 
temperature field subject to constant body forces has been extensively studied in the 
literature, Rayleigl1-Benard convection being the classical example [5]. Later work has 
shown that time dependent acceleration can significantly affect the stability of such flows 
[6]. This work considers the effect of the interaction between g-jitter and thermocapillar
ity in determining the stability characteristics of a model flow. 

PROBLEM DEFINITION AND RESULTS 

A definition sketch of the system is shown in figure 1. It consists of an infinite horizontal 
slot of narrow thickness bounded by a rigid boundary at the bottom and a flat free 
interface at the top. A constant temperature gradient is applied along the length of the 
slot and a time harmonic gravitational acceleration in the y - direction is used to model 
the g-jitter. A parallel return flow consisting of a steady thermocapillary component and 
a time periodic buoyant component is set up in the slot [1]. The relative strength of the 
two components is characterized by the Rayleigh number, Ra and the rvlarangoni number, 
111 a. Our earlier work [1] established that parallel flow solutions exist for all values of 
the parameters. The presence of vertical jitter leads to the potential for two-dimensional 
cellular convection due to unstable thermal stratification over a portion of the cycle. The 
stability limit for no jitter is well known [7]. 

Linear stability equations were obtained for two dimensional rolls, an equivalent dynamical 
system was obtained using a truncated Galerkin expansion, and the stability boundaries 
were determined by Floquet theory. The kinetic energy of the disturbances was calculated 
and used to study the mechanism of the instabilities. 

Velocity Rigid insulating Isotherms 
profile boundary 

Figure 1 
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In purely buoyant flows with no thermocapillarity (Ra > 0, AI a = 0), buoyant instabilities 
due to a coupling between the zero mean modulated vertical temperature stratification 
and the jitter were observed. Figure 2 shows the rate of change of the average disturbance 
kinetic energy over a time period for an unstable set of parameters for this mechanism, 
clearly showing its buoyant origins. In the limit of strong thermo capillarity with no body 
forces (!V! a > 0, Ra = 0), the results of Smith and Davis [7] were recovered and shear 
instabilities were observed. The critical AI a was initially found to decrease as Ra was 
increased from zero, indicating that the two mechanisms reinforce each other in certain 
parameter ranges. At larger Ra, the opposite trend was observed. A similar behavior was 
found for critical Ra as M a was increased from zero. This leads to regions of stability 
in the Ra - M a plane: flows in these regions are stable due to the combined effect of 
buoyancy and thermocapi1larity, whereas a purely buoyant or a purely thermocapillary 
flow at the same Ra or M a would be unstable. These results are contrasted with those 
obtained by Nield [8] in the case of steady gravity, for which thermo capillarity and buoy
ancy reinforce each other. 

REFERENCES 

[1] P. Grassia and G. M. Homsy, "Thermocapillary and buoyant flows with low-frequency 
jitter. I. Jitter confined to the plane," Phys. Fluids., 10, 1273, 1998. 
[2] V. A. Suresh, C. I. Christov, and G. M. Homsy, "Resonant thermocapillary and buoy
ant flow~with finite frequency gravity modulation", Phys. Fluids., 11, 2565, 1999. 
[3] A. Farooq and G. M. Homsy, "Streaming flows due to g-jitter-induced natural convec
tion," J. Fluid. Meeh, 271, 351, 1994. 
[4] A. Farooq and G. M. Homsy, "Linear and nonlinear dynamics of a differentially heated 
slot under gravity modulation," J. Fluid. Mech, 313, 313, 1996. 
[5] S. Chandrasekhar, Hydrodynamic and Hydromagnetic Stability, (Dover Publications 
Inc., New York, 1981). 
[6] P. M_._Gresho and R. L. Sani, "The effects of gravity modulation on the stability of a 
heated fluid layer," J. Fluid Mech., 40, 783, 1970. -
[7] M. K. Smith and S. H. Davis, "Instabilities of dynamic thermocapillary liquid layers. 
Part 1: Convective Instabilities," J. Fluid Mech., 132, 119, 1983. 
[8] D. A. Nield, "Surface tension and buoyancy effects in cellular convection," J. Fluid 
Meeh., 19, 341, 1964. 
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• Random, time dependent accelerations 

('g-jitter') observed on board spacecraft 

gJ • Magnitude of acceleration may be up to 1 00 

times larger than background gravity 

• g-jitter can significantly effect fluid mechanics 

in microgravity through Resonances and 

Parametric Instabilities 
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Velocity Rigid insulating Isotherms 
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• Base flow driven by complex interaction between thermal 
gradient, thermocapillarity, convection, and buoyancy 

• Dimensionless Parameters 
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- Buoyancy boundary layers on "stable" part of cycle 

- Run-away to long wave length Rayleigh/Benard modes on 
"unstable" part of cycle 
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• Finite Frequency Case 
- Parallel flow 

- Finite frequency opens a hysteresis IOiop 

- Asymptotic scalings determined 
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Flow Geometry: Vertical Jitter 

• Base flow consists of gravity driven time-periodic and 
surface tension driven steady components. 

'P = Ma 'Po(Y) + Ra exp (int) 'Pt(y) 
T = -x + Ma T o(y) + Ra exp (int) T t (y) 

Base temperature profiles at different times 
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Features of the Base States 
Base temperature profiles at different times 
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• Potential for buoyant 
instabilities due to 
unstable temperature 
profiles. 

• Potential for shear 
instabilities due to 
inflectional velocity 
profiles. 
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Time-periodic base state that has potential for 
three separate instability mechanisms: 

o Buoyancy instabilities due to unstable 
stratification 

o Shear instabilities due to inflectional 
velocity profiles 

o Hydrothermal waves due to coupled 
T,u,v fields in the presence of 

I 

thermocapillarity I 
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Linear Stability Analysis 

• Introduce a small disturbance into the base flow: 

• Linearize the Navier-Stokes equations and 
integrate equations by Galerkin expansions. 

• Follow the evolution of the disturbances in time to 
determine instability points by Floquet theory. 

• Determine mechanisms of instability through 
interrogation of energy balances. 
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Conclusions 

• Time-periodic flows have potential for three basic 
instability mechanisms 

Buoyancy (Rayleigh/Benard modes) 

.~ Shear (finite Reynolds #) instabilities 

Hydrothermal (Smith/Davis) waves . 

• Hydrothermal & Rayleigh/Benard mOides dominate 
over the range of parameters studied 
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l\1olecular Dynamics of Fluid-Solid Systems 

Joel Koplikl and Ja yabh R. Banava~ 

1 Benjamin Levich In~titute and Department of Physics, 
The City College of the City Universit yof ?'Jew York; ~ew York, N'{ 10031 

2Department of Physics, The P ennsyl'ania State Universit y; Universit y P ark,P A 16802 

vVe will discuss the results of molecular dynamics (l'vID) simulations [1] of polymer melts. 
The idea is to specify the interactions between tlw individual atoms or monomers of a poly
mer chain in the form of classical two-body potentials, and in tegrateNewtons equations of 
motion. These simulations in trinsically study small regions of fluid 0 v ermicroscopic time 
in tenals, usually in the tens of nanometers and nanoseconds, but this often suffice~ to exhibit 
contin uum beharior. A further limitation here is the rc~triction to relatively ~hort molecules, 
lengths up to 100 or so monomers, bllt fortunately this exceeds the estimated entanglement. 
length. The specific computational polymers ~tudied here are freely jointed FENE [2] chains, 
whose properties have been determined ly previous simulations. The" canonica1" rheological 
properties (~hear-thinning etc.) have been measured by Hess, Loose and collaborators [3], 
while "c hemical physics" properties (entanglement, reptation, etc.) have been ~tudi('d by 
Binder, Gre~t, Kremer [4] e1, aI., as well a~ other groups. The approach taken in t his work is 
the simulation of complete micro-experiment~ of fluid mechanical phenomena: putting mi
croscopic regions of fluid into motion with appropriate forces, taking full account of bounding 
surfaces, temperature control and so on. 

\Ve employ standard molecular dynamics simulation techniques [1] which have been suc
ces~fully applied to Newtonian fluid flows for some time [5], and lately" polymeric fluid flmy as 
well [6]. In addition to the binding FENE force, any t\VO monomers interact ,vith the familiar 
cut-off Lennard-Jones 6-12 potential. Bounding surfaces consist of solid atoms attached to 
lattice sites by a confining potential and interacting ,,,ith the fluid through a Lennard-Jones 
potential [7]. 

A useful generic configuration is that of a liquid drop on a solid substrate, a starting 
point for several calculations. Since the molecular configurations are crucial, it is important 
to initialize the system so as to a v oidany bias. vVe begin with FENE chains alone, whose 
monomers are placed on adjoining regular lattice sites, and randomize them by cooking. The 
chains are confined to a box with impermeable boundaries (using a simple repulsive force 
field) at 10 w density and a high temperature. After all spatial distribution functions have 
become isotropic, the fluid is cooled by kinetic energy rescaling and squeezed by a central 
force field to produce a constrained spherical drop, and then the force field is gradually 
removed. The resulting drop is stable if the previous operations are slow enough. The solid 
is separately equilibrated, and the drop is placed near the solid and allowed to interact with 
it. If the Lennard-Jones attractive term is 0.8 times the standard value, the liquid is partially 
wetting, and forms a drop (for chains of lengths 2-100, at least). Higher values, 1.0 or more, 
will give complete wetting, where the drop will spread until it runs out of molecules. 

One easy application of this configuration is to solidify the drop by cooling the substrate. 
If the temperature of the solid atoms is reduced the liquid above will attempt to come to 
thermal equilibrium by losing heat to the substrate, and even tually solidifying. The interest 
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in this process sterns from the recent suggestion [8] that if the liquid completely wets its own 
solid the final state will be a spherical cap (neglecting gravit y), but if instead it partially 
wets there will be a sma]] dimple on top. In fact, for these in teractions and mains of length 
2, 10, .30 and 100, there is no dimple, and as the drop cools it conducts heat sufficiently well 
as to produce only weak gradients in temperatul'P and mean-square atomic displacements 
in terna]]y vVe are now exploring other choices of interaction. 

A more striking simulation vvhich can be readily carried out from the same initial state 
is coalescence. The drop plus substrate system, i.e., the atomic positions and velocities, are 
duplicated and flipped over to gi\e two drops opposing each other. In this case the drops are 
initially separated by a distance just less than the in teraction range, so that a few nearby 
monomers in the separate drops are mutua]]y attracted, and pull their respective molecules 
along with them. These molecules in turn puJI their neighbors along, and the two drops 
smoothly coalesce. The process is qualitatively the same for molecules of any length, even if 
surrounded by a second fluid [9]. 

A third application of this tee hniquc concerns liquid bridge dynamics. T ostudy the 
elongation properties of non-Newtonian fluids in the laboratory, a useful configuration in
volvesa cylinder of liquid placed between two solid plates [10], which are then stretched 
at an exponential rate. The quantitative results of these calculations \vill be presented in 
detail elsewhere [11], but for example we \vill exhibit snapshots of the stretched bridges, and 
such qnantities as the minimum radius, normalized force on the plates, and T routonratio 
as a function of Hencky strain. These results resemble those found in experiment[10] and 
simulation [12], respectively .. 
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Molecular Dynamics SilTIulations of 

Non-Newtonian Flows: 

I jquid bridge extension 

Drop coalescence and solidification 

Boris Busic, Jayanth Banavar, JK 

Generulldea: 

Simulate 3d microscopic version a of lab experiment 

I nlegrate NelJr'ton 1 s equations for monomers wi lh 

standard FEKE and Lennard-Jones interactions 

20,000 -7 120,000 Illonomers, workstation -7 T3E 

Chain lengths 4 Lo J 00; Melts or solutions 

Nose-Hoover or cons[ant~ KE thcnnostats 
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Newtonian and non-Ne\vtonian drop studies 

start: atoms on lattice sites 

cook: rUrl at high T and 10\\' p 

- - - - - ---

contract: lower T gradually, 

apply weak central force 

relax: gradually remove central force, 

~ equilibrium spherical drop 

setup: put half drop on substrate, 

re-cq ulibrate 
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--I 
I 
I 

I 
.-.-.. ....... ......... I 

1-- --
\ --------

T 1 

rr----~---· -1 
I I 

.. • i .. \. " 



- ~~ 

.~J . t: .... ·4~AM {{ ··L;~'{~J-~r.~ 

·L .. 



--~ ----------

Solidification: 

Cooling of a liquid drop on a cold substrate 

~ test suggestion (Anderson, Davis & Worster) that 

a liquid which "does not wet its own solid" forms a 
dimple when it solidifies: 

.") • t • . . IS· Ii 
( • I 

,,, t \. 

\. " ... 

Coalescence: 

Plac.e two such drop + substrate systems in proxhnity 

And follow coalescence process: 

\ \. 

. ' ~ .. 
.. ", .} 

'.".' 

! 
! 

I 
. 





'·1· 

/. 

. ~ . 
.. r;. ,) I 

. t·:.; 

l~ iCJD ~t 

k~-tt~ ~ 

, .... · .... r· ······1---··_···, .. I' t I I r 1-~1-""""'-",!" 

-, 
< 

I 
-. 

.............,~~._.I 

I. ~.} ::;'C 

NASAJCP-2000-21 0470 777 

I· 

...... 

. '-~ 
~ 

'J 

::J· .. ·(;-f.:q'~\ ~·~~ll:.!"':··::~ .. .;:-t: 
'.l', . , I-'--",---"'! .. I ", , ~--'I'" I I 

, 
I 

", , 
/ 

, 
:J , 

" 

" .a '. 

~ '" " 

6 

, 
,-

I 

T~' ...; [ 

;', .• 1.1.' I ~ 1 I ..•. __ .J._'--_.L_I .• fl ...•. I._.LL-L..L....J" I I •. L.. ___ • 

"0 ~.;;()" (jG'~) 15C<) ?()C':) l.50C· 3CCH~ .-~~IC 

;, 'I':: 

I • " r . ~ I. : ~ i : i • f' .:: 

t- , ., .". ;., I I 

.1 ., 

,., 

! 

(I 

.8 

, , 
v 

~~J. I • 

.: S • I 
~ 



I -

/\ 
,-, 

N ,-, 
I-

i 
v 

I -, 
I 

I 
.I 
I 

1 

7 

ovcrcge temperature 
1.1 r- . 'T "T ,'- r'" 'r 1 ~- -I -. ..--,. I I I -.---.~,.. rl 
1.0 '<, I . 

H 

7 

.b 

. 5 

4 

3 r 
) 

1.0 

. '~l 

8 

/ 

.6 

:J 

4 -

<: 
. ,J 

.2 

t. 

t 

tt 

'. , 
' . .f ..... 

• • '. 't. 
" t , I 

t I 

: L, j =.1 I 1 I 1..._1 .. L._.l .. L_J . L.J_ J I J : l I 
700 I; (J\.i (-,ell wm !(;OCl 1 ;JOG 1-100 1 GOt) I !)oO )f)tUi :-,:,:}.;. ;'-.H). 

!ilfW 

.-- -----_ .. -- ----~~ 
------ .-_."'-

- .. --- ---~-.---.--

------, 
I 

\ 
\ 

I 

a _L-L.J_.L-J.-L-L.J - J .. J_.J [ ~-L-l.....J---'-'---'-'~-L._L.I_..J_. I I 1.1 1 L).' J r 

o 5 1 [") 1 5 20 25 :30 Yi I. L 
z 







(tiC ~ ............. ~. 



#" 

, 

~1 

!\ 
~. 

". 
'-.../ 

~:~ 
\1 

/\ .-N 
...... _.J-

c· ... 
(~ 
\j 

NASA/CP-2000-210470 

.5 

. , 

t~ 

,... 
", . ~, 

4 

./ 

-
I 

. 
I 

- I 
I 

I 
I 

I 
I 
I 
I 
I 
I 

1 .•. J 
'. .. : j ~~ 

)/ I , 
i 

.").,...., 
i' \) 

I (~ , , , 
i 

1 6;' 

4 

'1 'J , 

1 " v 

R ~ 
i" ,. 

c· -

c cr)s ~.y 
I ·~-I I ;---.-" r··r-r-----rj -0,-'-, 0' -rj-'~ . ii'"*l" I r-

, , 
\ , 

I " 
I' 

" 

. , 

II 
...J,,--' ~'...JI...l.......L. •• , .l....;..j' 

, 
I ,I J J. ~ r I: •• • •• 1 _._L_ 

G 5 10 121·1 IF. lR 20 22 24 25 2F~ 'Sc .)/ y, .~E 

rl·I~;.~(·I··· ~';(~Uar~ Cl5P GCt.·~·~·(··-: 
, .. ,- •• -~ '-1 I . I ! I---'-·-r-I-·· .. ··I ---'1 .. __ .- '!··~···I··-

? 
782 



~o 

~~ 

:!IOqO 

2J(lO 

~o 

~«(JQ 

22!lO 

200iJ 
,tQq 

·.t()O . 

·····:~.'·I··-·I··p····,·,··,'1',.·~·'r-!-" .. I ..... .,:I.,.p, •• ,.. 
... '-', /.r--... 

/ 

/ 

}j !f(JO : 

§ ;~O ; 
c: '.000 ' 
~I . 

! 

~L .. _...... .. . .,~. , ....... _ 
o 5 lC 15 1!J a la 3~ 4.;J ~~ ~~ !$ ~ ~ -;0 

:4"00 
3()QQ 

~80<1 

~eoo 

2'00 
UOO 
~ 

't:l<l 
'800 
14<10 
,~ 

lDOO 

eoo 
800 

0100 
20Q 

°0 

JIXKI 

nO(l 

2&00 

2~ 

UOO 
2000 

'too 
liOQ 

1'1X1 

11.1'· ... ' 

1' ...... , ..... , 
...... \ .. 

, 
\"" 

I.,I·I·,I··,I·-p· ..... prp~ __ ..... .,., 

, . 
I,: 

'. 
1 
;: 
I; , . , . 

,I 

... '. 

.I 

:' 
; 

I 
I' 

I 

" ! 
; 

/ 

"'"' .r~ \ 

... -_·'1'1-... ' ..... 1"'·· "'1"'''''' III· .. • .. -··i"·.....,,..,..,.....,......, 

I:: 
~ 

, . , 
-4Q(I ,I 'II 

100 .: \ 
o .~ __ .. I.'UJI., ••• _~--.IIL .... ......&.' " " '" 1 

l! ~ 1, 'I 20 3 :)Q :It 40 ~ 50 ~ 6a e& ~ 
l(UOMI_1 II".. 5(Jg 

.. ~ 

NASAlCP-2000-210470 

! 
i 

2600 

l400 

2200 

2(100 

1800 

1600 

1~1)O 

qOO 

100D 

800 

~ 

m 
23Cl 

'I 
,i 1 

.- I 
; I 
: I 
, I 
I 
" \ 
.' """ _~"L'''''' __ '''''.I'' ___ ''.....L . ',.1. _,;~._J ..... _ ..... _ ••.. 

lig 5 10 15 26 25 30 35 4~ ~ ~ 54 ~ 6~ ·/0 

~(illhJ"') ilt rime 1000 

l8"OO . ·.I"'r··.·",r·:'··,"::··'III.' I Ii __ "10'_",. __ ",, .• ,. 

~oo 

1o)()O 

1'00 

1100 

aoo 
1200 

/.,,"'-v· .. ·./ .. ··_ . ., ..... 
. "-

\ , , 
, , , 

I I 
'I 
\1 

f 
/'1 
, I 
, I 

I' I 
I , , 

., 
I ""'. ' 

200 / ..•.... ,1 
Do .. ''tlo ;~"liI-taO";" "'D~ 50 ~' 10 .5 - ro 

~1.lom) .t Urn. 1 ~O 

:too 
2'00 

2200 

2000 

1100 

1 toO 

t~ao 

1200 

ITJ'TTT-TTTTrn. II,I ,.," ;rr .. rT.f'I.· .. ·'· ... r' .... '., ••• - ..... ~ 

/ __ -.l· ..... ~. 1 
. \ !.......,...~--v... . 

\ /1 
\ ' 
III' 

1'000 

8DO : 

, I 1 

;\ . 

" I i , , 

/ \ . 
,..."..(," ""~ ...... ,'-.. }.---.i 

, I~ " 2() ~ ~ ~ ~O .5 50 55 GO 15 70 

Yiltonl) Il timt 1QQQ 

: .. ~\r ... ~.\., 
1 

··:!~t·· '.' . 

783 

I 





· -. '.~ l) .•. x \ . 

t$, ~~s--~ } .... 
\.,..:..... ....... .. -:V·· 

t! .....// tA-rt- fh,.) ...... I . 

-

" 

-

~ 

I 
~ 



. . . ... . . 

;~/-:l. . .. '~~ ~!.)A ~ v .... O .... . .. : .. ":.:." ..... : . 

••• •• -. • • • 4 
~" 

T 

• ~ • ,~ • ~ 
~ y 

y * 



! 

I 



. - . .. . . . .. - -.... . "' . . - ... -
.. . . . . . . ... -... - .. . 

. . . . NASNCP-2000-21041d. 

























DIFFUSING LIGHT PHOTOGRAPHY OF CONTAINERLESS 
RIPPLE TURBULENCE 

William Wright and Seth Puttelman 
Physics Department, University of California, Los Angeles CA 90095 

ABSTRACT 

The high amplitude motion of the smface of a fluid displays a number of 
extraordinary phenomena ranging from localized structmes to turbulence. Among 
localized structures there can appear breather [1] and kink [2] solitons [sometimes called 
darkons 1 and aspects of turbulence can be studied via the mutual scattering of ripples 
running along the surface of a fluid[3]. 

As the height of the surface of a fluid S (r, t) as a function of position and time is 

the key parameter measurement of the above phenomena requires a technique that can 
resolve large variations in S (r,l). In our experiments the surface motion is made visible by 

suspending into the water a .04% solution of polyballs. This concentration is sufficiently 
dense that light travelling through the water is so strongly scattered that it diffuses. In this 
way the technique overcomes the problems presented by the appearance of caustics in 
attempts to apply shadowgraphs to high amplitude fluid motion. The key criterion for the 
application of diffusing light principles to resolve surface height is that the overall depth of 
the fluid must be greater than the transpol1 mean free path which in tum must be 
comparable to the maximum surface heights resolved. TIle concentration is sufficiently 
dilute that it does not affect the viscosity. Light is then incident on the Huid from below and 
a charge coupled device (CCD) records the light to exit the fluid. Typically the image of the 
surface is broken up into one million pixels [1024x1024] where each pixel is capable of 
recording a dynamic range of 65,000 gray scales [or 16 bits]. This image is converted into 
the sUliace height with the help of a calibration plot.This plot shows the amount of light to 
exit the surface as a function of fluid depth. The deeper the fluid the smaller is the amount 
of light to make it to the surface at that location. The dependence on surface slope is weak 
as demonstrated from photos of jello molds in the shape of sine waves that are formed from 
these water polyball solutions. The maximum slopes of these molds corresponds to capillary 
wave mach numbers of about Ih, This imaging technique is useful for obtaining an 
instantaneous realization of the surface height when the illumination is in the foml of a short 
[microsecond] flash of light. The surface height as a function of time at a single point in the 
fluid can be obtained by reading out the calibrated signal from a single pixel as a function of 
time. 

This technique has been able to resolve, the hyperbolic secant profile of a breather 
soliton, the hyperbolic tangeant profile of a darkon, the unusal shear thinned states of non
Newtonian fluids, and the Kolrnogorov spectrum of ripple turbulence. This last case 
constitutes the core of a proposed experiment in microgravity and will be described further. 

The law for the spectrum in the inertial region can be derived in parallel with 
KoImogorov's law of vortex turbulence. If Ek denotes the ripple energy per unit area 
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between k and 2k then Ek must be sufficiently large that nonlinear reversible processes 

dominate damping of mechanicalenergy due to viscosity .. Fur1hermore the density of 
modes excited must be sufficiently large that their spacing in frequency space is less than 
their hroadening due to nonlinear interactions. In this limit one finds for the power 
spectrum of surface motion: 

(z(w) = qlf2(J1f6 / p2f3W 17f6 

(\k) = qlf2 plf4 I (J3f4 k l5f6 

whereq,m,k, p,(J are energy input [at some low frequency], frequency, wavenumher, 

fluid density, and surface tension. Measurements reveal reasonahle agreement with both 
of theses formulas. The fact the the temporal spectrum agrees with the spatial spectrum is 
another test of the imaging technique. 

A number of key assumptions underly the 'derivation' of Kolmogorov's law 
from the theory of interacting propagating waves[4]. They are I) the random phase 
approximation and 2) a closure hypothesis. In its sin1plest fom1 the closure hypothesis 
says that the average of the product of action of two modes is the product of the averages 
[this can be called a stosszahl ansatz]. The abiding question of turhulence is the extent to 
which these assumptions are violated. 

These issues will he addressed in a microgravity environment where ripples will 
be studied on the surface of a positioned fluid sphere that is about 12cm in diameter. The 
sphere will he held in place and excited by acoustic forces. Light will be brought in with 
an optical fiber to the center of the sphere. From that point light will diffuse out to the 
surface where it will be imaged. 

On the surface of a sphere the wavenumber k is replaced with fIR where I is an 
integer and R is the radius of the sphere. For a cascade starting at 1Hz [I about 8], the 
turbulent regime in k should extend over more than 1.5 decades. 

The advantages of micro gravity are that the forces of capillarity dominate the 
motion over a wider ranger of wave numbers than on the ground. This is desirable as the 
nonlinear properties of capillary waves are much stronger than those of gravity waves. 
At these longer wavelengths capillary waves also suffer less dissipation and so the effects 
of turbulent motion are more accessible. In low g it is possible to levitate a large drop of 
fluid. In this arrangement capillary waves do not scatter off of boundaries but run around 
the drop and scatter only off other waves which is precisely the effect that we seek. This 
can be called turbulence without boundaries. 

1] 1. Wu et al; Phys. Rev. Lett. 52, 1421 (1984). 
2] B. Denardo et al ; Phys. Rev. Lett. 64,1518 (1990). 
3] W. Wright et al;Science, 278,1609 (1997). 
4] S. Putterman, P.H. Roberts; Phys. Rep. 168,209 (1988). 
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INTRODUCTION AND BACKGROUND 

OVERARCHING PARADIGM 
ENERGY FOCUSING IN THE FAR OFF
EQUILIBRIUM MOTION OF FLUIDS 

Turbulence: the influence of nonlinear 
processes on the randomization of energy leads to the 
appearance of intermittent structures. 

Solito n s: localized structures that remain 
stable at high amplitudes. 

Sonoluminescence: diffuse sound energy 
focuses by 12 orders of magnitude to create 
picosecond flashes of ultraviolet light. 

Frictional Electricity: slow relative 
motion of a conductor on a dielectric accelerates 
electrons to 1 % speed of light. 

Stick-slip Friction: unifonn macroscopic 
stresses are focused to IMbar by quantum bonding. 

NASAlCP-2000-210470 803 



Big \vhorls have little whorls 
Which feed on their velocity; 
And little whorls have lesser whorls~ 
And so on to viscosity 
(in the molecular sense) . ~ . Richardson 1926 

The wind comes in gusts . , . attributed to Landau 

When I die and go to heaven there are two matters on which I 
hope for enlightenment. One is quantum electrodynamics and 
the other is turbulent motion of fluids. And about the fanner I 
am realJy optimistic. 

Sir Horace Lamb 1932 

NASAlCP-2000-2 I 0470 804 2. 



Deep Water Traveling Waves 
- Dispersion Law -

Capillary length = 21rJ& - 1.7 em:::: Ac 

f > 14 Hz 

[using (j = 70 dynes/em] 

NASAlCP-2000-210470 805 
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Three Wave Interactions 
- Finite Amplitude Ripples -

k
3l2 

k 

Fundamental Interaction 

• 

2 lTl- _13 
Interaction Condition: (COl +lO2) = P k1 +k2 

e.g. if Ifll:: If2 then 812 = 740 

NASAlCP-2000-21 0470 806 

II 



OPERATIONAL DEFINITION OF TURBULENCE 

1) Interaction rate due to nonlinear scattering: 

1 -

where Mis the Mach number and Q is the quality factor. 

2) There must be many modes in the bandwidth detennined by 
"t' + : 

where n.is the density of modes 

and Sis the surface area. 

Turbulence, not Chaos ! 
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POWER SPECfRUM FOR RIPPLE TURBULENCE 
00 2 _ (0/ p)k3 

a == surface tension 

E,k .. okl~; = ripple energy between k and 2k 

~ = kinematic viscosity AoJ .01 cm2/s for water, 
0 2 

- 8~4 / 13 ; nonlinear coefficient 

a Ek] ergs c t - q - 2 = energy throughput 
-+ em s 

in the steady state, Ek fIItI [qa I g%(1)IIJ11%. 

therefore spectrdl density 

NASNCP-2000-2 10470 808 
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Power Spectrum of Ripple Turbulence 
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DIAGNOSING INTERMITTENCY 

Imaging Technique yields ~(r) at some 't'. 

The Po\Ver Spectrum is proportional to '~k)12 which can be 
compared to Kolmogorov's argument. 

~vi~Y()!lS f~ .9aussi(.lJl fluctuati()Ds around the Kolmogorov 
Spectrum are diagnosed by calculating the locarrate of -
dissipation of mechanical energy into he-at,~or: 

This quantity has been made dimensionless by seating to the 
injection wavelength A.o'· 

Intermittency is revealed by calculating the contribution to E 
from a finite range of 'k' . 
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THEORETICAL OUTLOOK 

1) Collective modes of turbulence: Is there 
turbulent second sound? 

2) Beyond the power spectrum: . What are the -
long tenn correlations? Is the Stosszahl Ansatz 
valid? 

3) Regarding computer simulations, we need a 
physical system to which all algorithms for 
turbulence should be compared. (Zakharov) 

4) Beyond Fourier analysis: How does one 
quantify and diagnose structure in turbulence ? 

- - .- -

-~~ ~~~~ ~-~~ -~~~~ -~:~~--~::--~ ~-=.:.=: ~: 
- ---- - - --- -- - - - -- ------- -

- = - --;: ~-- :-~~~--=-:..:..;,:::~:..::::-- _.'-"'--
~.;.,;.,!" ; __ : "_ _ _"--=---- ___ =-_-=:0 _ __. ______ ___ ---- -- ----

The Kolmogorov spectrum is a 6alancce- -
between competing effects (stru~ture _~Q 
randoI11J~tion) that obscl.lres intermittency. 
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BENEFITS 

First data on turbulence in a closed system will 
influence direction of turbulence research. 

An understanding of intermittency will lead to 
new statistical distributions to describe off
equilibrium behavior in many fields of 
investigation, such as plasma physIcs. 

This experiment represents the largest 
containerless control of a fluid volume. 

NASA/CP-2000-21 0470 817 
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STATUS OF THEORETICAL 
UNDERSTANDING 

Good picture of the Kolmogorov cascade, 
probably because it follows from an energy 
conservation argument. 

Not even the beginnings of a higher-level 
theory .. with which to understand intermittency. 

STATUS OF EXPERIMENT 

Power spectrum spans less than a decade of 
wave number. 

Viscous interaction with the container walls 
could be affecting data. 

Although experiments show evidence of 
intennittency, this effect cannot be studied as a 
function of the size of the cascade becuase the 
ground-based cascade spans less than a decade. 

NASNCP-2000-210470 818 
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WEAKLY NONLINEAR DESCRIPTION OF PARAMETRIC INSTABILITIES IN VIBRATING 
FLOWS 

ABSTRACT 

Edgar Knobloch l
, Joservr. Vega2 and Carlos Mal'tel 2 

1 Department of Physics, U nivcrsit yof California, Berkeley, 
CA 94720, USA 

2E.T.S.I. Aeronauticos, Universidad Polit ecni({k~ Madrid, 
Plaza Cardena! Cisneros 3, 28040 l'vladrid, SPAIN 

J tine 10, 2000 

Tllis project [1-7] focuses on the effects of weak dissipation on vibrational flows in microgravity and in particular 

on (a) the generation of lllean flows through viscous effects and their reaction on the flows themselves, and (b) the 

effects of finite group velocit y and dispersion on the resulting dynamics in large domains. The basic mechanism 

responsible for the generation of such flows is nonlinear and was identified by Schlic h ting and Longuet-Higgins. 

How ever ,only recen tly has it become possible to describe suc II flo ws self-consistently in terms of amplitude 

equations for the parametrically excited w a ves::oupled to a mean flo wequation. The derivation of these 

equations is nontrivial because the limit of zero viscosity is singular. This project focuses on various aspects of 

this singular problem (i.e., the limit Cg == vl[yh3 + (Till p)JI/2 « I, where v is the kinematic viscosity and h 

the liquid depth) in the weakly nonlinear regime. Several distinct cases are idel1ified depending On the values 

of the Bond number, the size of the nonlinear terms, distance above threshold and the length scales of ilterest. 

The theory provides a quantitative explanation of a n UlILer of experiments on the vibration modes of liquid 

bridges and related experiments on parametric excitation of capillary w avesn con tainersof both sTllall and 

large aspect ratio. 

In this presentation w edescribe our results [6] on nearly in viscid parametrically excited surface gra vity

capillary waves in large, finite-depth annular domains. Under explicitly kno wnconditions this system is de

scribed by the folio wing coupled equations describing the ev olution of the amplitudes of resonant left- and 

righ t-tra veling VIves and their irteraction with a mean flow in the bulk: 

At - vgA", = iaA",,,, - (6 + id)A + i(a3JAJ2 - a4JBJ2)A + io.51ti3 + ia6 i~ g(y) (t/J;;')'" dy A + ia7Um
)'" A + HOT, 

B t + vgB", = iaB""" - (6 + id)B + i(a3JBJ2 - a4JAJ2)B + ia5/L4 - ia6 rO y(y) (t/J;;')'" dy B + ia7Um )'" B + HOT, 
i-I 

A(x + L, t) == A(x, t), B(x + L, t) == B(x, t). 

As part of the derivation explicit expressions for the coefficients are obtained. Here the complex amplitudes 

A and B are the amplitudes of the tw 0 courter propagating waves driv e1plarametrically by the forcing (with 

dimensionless amplitude J.1), and the notation HOT indicates higher order terms. The first seven terms describe 

the effects of inertia, propagation at the group velocit yVg, dispersion, damping, detuning, cubic nonlinearity 

and parametric forcing. The last tw 0 terms described the coupling to the mean ftm in the bulk (indicated by the 

superscript m) and are conservative. They are written ill terms of (a local average (y of) the streamfunction 
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l/!m for the mean flow and the associated free surface elevation fm. These quantities satisfy 

l/!':x + l/!~ = n m
, nr' - ['lil;;' + (1.412 - IBI 2 )g(y)]n; + V;,n; = Cg(n~ + n~) + HOT, 

'l/;;' - f l
m = PI (IBI 2 

- 1.41 2
)" + HOT, 1jJ~ = ,82(1.41 2 -IBI2) + HOT, at y = 0, (I) 

(1 - 5)f::' - 5f::/rx -1j;;;: + Cg(l/!;;'yy + 3l/!~y) = -,83(1,..11 2 + IBI2)" + IlOT, at y = o. 

la L 

n; dx =1j;m = 0,1j;;:' = -,84[L--lBe2ikx + C.c. + IBI2 -1.412] + HOT, at y = -I, 

l/!m(x+ L,y,t) =1j;m(x,y,t), fm(x+L,t)=fm(x,t), lL fm(x,t)dx=O, 

(2) 

(3) 

valid outside of viscous boundary layers at the free surface (y = 0) and the bottom (y = - 1). Here 5 ::::::: 

T I (T + pgh2
) (T is the surface tension) is the gravit y-capillary balance parameter (5 -? 1 in micrcgravit y). The 

resulting equations differ from the exact equations forming the starting point for the analysis in be presence of 

the forcing terms in the boundary conditions and ill tw 0 essen tial simplificationsthe fast oscillat'on associated 

with the surface w a vc~has been filtered out, and the boundary conditions are applied at the unperturbed 

location of the free surface, y = O. The mean flow itself is forced in two ways. TIle right sides of the boundary 

conditiOlls (Ia) and (2) pro videa normal forcing mechanism; this mechanism is the only one present in the 

strictly in viscid case and does not appear unless the aspect ratio is large. The righ t sides of ~he boundary 

conditions (1b) and (3c) describe tw oshe ar-Jurcing mechanisms, a tangential stress at the free ;;urface and a 

tanger;tiaI v elocit y at the oOttOIIl ..all. Neither of these forcing terms vanishes in the limit of small viscosity (i.e., 

as Cg -? 0). Two cases are considered ill detail, gravity-capillary waves and capillary Wives in a micrograTity 

en vironmelt. 

Acknowledgement: This work was supported oy NASA under grant NAG3-2152. 
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PararnetYfC forcing of neddy conservative extended systenlS 
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Weakly nonlinear analf:sys 
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More cornplex solutions for higher forcing 
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More corrlplex solutions for higher forcing - -
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f\llc)re cornplex solutions for higher forcing 
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{\,Ilore cOf"nplex solutions for higher forcing 
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fvlore cornplex solutions -for higher forcing 
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fv10re cornple.x solutions for higher forcing 
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More cornplex solutions for higher forcing 
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Cornplete description of the Faraday pt'ob~ern 
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Instabilities and Spatio-Temporal Chaos of Hexagonal 
Convection Patterns in the Presence of Rotation 

H. Riecke, B. Echebarria, F. Sain 

Department oj Engineering Sciences and Applied Mathematics, 

Northwestern University. 2145 Sher'idan Rd, Evanston, IL, 60208, USA 

A.M. Mancho 

Centro de Astrobiologia, (Associated Member oj NASA Astrobiology Institute) INTA, 

etm. Ajalvir, J"m. 4, 28850 Torrejon de Ardoz, lvfadrid, Spain 

Vnder conditions of reduced gravity, surface tension gradients become a dominant force in 
driving convective flows. In thin layers they lead typically to the classic hexagonal convection 
patterns. Here we are interested in the possible types of spatio-temporal chaos that can arise 
from instabilit ies of such pat terns. 

In buoyancy-driven convection and other pattern-forming systems spatio-temporal chaos 
has been investigated in great detail. In most of these systems it arises from a stripe-type 
plallform, c.g. convection rolls. As the case of spiral-defect chaos illllstrates vividly, the 
chaotic state can strongly depend on the underlying destabilized pattern. Therefore we 
expect qnalitatively different dynamics if the destabilized convection pattern is hexagonal 
rather than stripe-like. 

To destabilize the hexagonal convection pattern we consider convection in a rotating 
system. Rotation is known to have a strong impact on convection patterns due to the 
Coriolis force. A particularly interesting case is rotating buoyancy-driven Boussinesq con
vection where due to the Kiippers-Lortz instability the usually observed steady roll pattern 
is transformed into a pattern of ever-changing patches of rolls in different orientations. 

\iVithin the framework of the full fluid equations for rvlarangoni convection a detailed 
stability analysis of hexagonal convection and simulations of the evolution ensuing from the 
instabilities is a formidable undertaking. vVe vvill discuss results for two order-parameter 
models [l,2J and for coupled Ginzburg-Landau equations [3,4J. 

As a minimal model for the description of hexagonal patterns in the presence of rotation 
we discuss an extension of the Swift-Hohenberg equation [1 J, 

(1) 

Here 1/J is a typical physical quantity like the temperature of the fluid in the mid-plane and 
ez is the unit vector perpendicular to the (x, y)-plane. The rotation enters (1) via the term 
proportional to r, which breaks the chiral symmetry of the system. Linear stability analysis 
of the weakly nonlinear hexagon patterns described by (1) reveals long- and short-wave 
instabilities, which can be steady and oscillatory. The oscillatory instabilities can induce a 
transition to hexagon patterns that are periodically modulated in space and time. Further 
instabilities can lead to disordered patterns as shown in fig.la. Strikingly, in this regime the 
pattern still retains a residual six-fold symmetry reflected in 6 broad peaks in the spatial 
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Fourier spectrum. Fig.l b shows a space-time plot of the angle dependence of this Fourier 
spectrum (radially integrated). i\Iost notably, the spectrum exhibits an effective precession 
in time, which on longer time scales displays intermittent behavior. 

For poorly conducting top and bottoIIl boundaries Marangoni convection arises at long 
wavelengths. For the case of a nondeforrnable fluid surface we have systematically derived 
the long-wave equation [2] 

'ljJt = -b'ljJ - ).,V4 'ljJ - pV21/' - g3(V, (V1/I)3) - aV2(VljI)2 - /3V· (V2~))(V~)) 

-, ez . (V1jJ x V(V2'1,b)) - g2 ez . (V x (VljI)3). (2) 

As in (1), the rotation can drastically reduce the stability range of the hexagon patterns. 
Fig.l c shows a case in which above a certain reduced Marangoni number pc ~ 0.05 the 
steady hexagons become unstable at all wavenumbers. In this regime chaotic dynamics may 
be expected in analogy to the results found for the Swift-Hobenberg equation (1) Pl. 

0,10 

o.og It stable 
• unstable 

0.09 

0.07 

0.06 

/l 0.05 

0.04 

0.03 I:: :1 
.8 ..... 

0.02 

0.01 

0.00 
1.00 1 20 f,40 1.60 LBO 2.00 

Hexagon Wavenumber k 

Fig.1 a) Snapshot of hexagon pattern in (1) for R = 0.036,0' = 0.1, "I = 6. b) Space-time diagram 
of the angle-dependence of the Fourier spectrum. Parameters as in a). c) Range of stable hexagons 

in long-wave equation (2) for Marangoni convection for b = 0.025 and a rotation rate n = 3. 

Rotation can induce a Hopf bifurcation to oscillating hexagons. Using coupled Ginzburg
Landau equations for the hexagon patterns [3] we have showll that independent of the values 
of the coefficients in these equations oscillating hexagons with the critical wavenumber are 
linearly stable. However, larger perturbations induce a transition to persistent defect chaos 
[4], a state that has been studied in great detail in the single complex Ginzburg-Landau 
equation but has so far not really been accessible in clean experiments. 

[1] F. Sain and H. Riecke. Instabilities and spatio-temporal chaos of hexagonal patterns with broken 
chiral symmetry. Physica D, to appear. 

[2] A. Mancho, F. Sain, and H. Riecke. unpublished. 

[3] B. Echebarria and H. Riecke. Instabilities of hexagonal patterns with broken chiral symmetry. 
Physica D, 139:97-108, 2000. 

[4J B. Echebarria and H. Riecke. Defect chaos of oscillating hexagons in rotating convection. Phys. 
Rev. Lett., 84:4838, 2000. 
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Hexagons in Marangoni Convection 

(a) 

(M.F. Schatz et al., PRL 75 (1995) 1938) 

T 
- -

T+dT 

• Hysteresis: transcritical bifurcation ,. .... .... ...... ... ... 
--------~>-------Conduction dT 
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Extended S-wift-Hohenberg Equation 

• Minimal model equation for order parameter 'l/J 

• (1; breaks up-dc)\vB syrnrnetry: hysteresis 
- - --- - -- -

--- -• r breaks chiral symmetry: rotation 

• Weakly nonlinear analysis: 

.. resonances 

• 2 translation modes 

• Hopf mode 

• long- and short-wave instabilities 

• steady and oscillatory instabilities 
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Persistent Disorder 

• a == 0.1 ry == 14 

0.04 

unstable 
R 0.03 

0.02 

0.01 

0.00 

0.90 0.95 1.00 1.05 
Hexagon Wavenumber q 

Fourier spectrum isotropic 

Real-space snapshot 
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• Stability limits for a 0.1, f 6 

0.06 

unstable 
0.05 

0.04 ....... 

R 0.03 
hexagons 

0.02 ................... 

....... 

0.01 

0.00 

0.90 0.95 1.00 1.05 
Hexagon Wavenumber q 

• Real-space zero-level contours of solution 'l/J. 

t 
t 
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o 
220 
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• Standing wave modulation. 
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Bistability of Disorder and Hexagons 

• Real-space zero-level contours 

• Sixfold symmetry In Fourier Spectrum 
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• Temporal evolution of Fourier Spectrum 
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Longwave Marangoni Convection 

N avier-Stokes equations 

1 
P (at + U . \7) U 

1 
-\7p + p-\7ln x rl2 + 2$1 x U + 

2 

+\72u 

\7 . u 0 

(at +u·\7)8 \728 

Boundary conditions: 

z == 1 : 

- (1 - 13i18) 
--- -- - - -- -

- (1 + l1i2 (() + 1)) 

• R,otation rate f2 == w d
2 

. 
K, 

• Marangoni~~~~ber M~~-~d ~T 
I PVK, 

• Prandtl number P -+ 00 

• non-deformable interface: large surface tension 

• Poor conductors: Bfi hi ~ « 1 

=} crit.ical vvavernl1nber srnall 
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• Long\vave expansion for poorly conducting boundaries 

=} reduction to t W) dimensions 

1/Jt -b1/J - M~1/J - >..~21/J - a~I\71/J12 

- (3\7 . (~1/J \7 1/J) - 5\7 . (I \7 1/J 12 \7 1jJ ) 

-ez . (~'f1 \71/J X (\7 ~1/J) + ~(2 \71/J X \71\71/J12) 

233 
/'1'1 == - 0 + ... 

525 

8 
1"1/ __ (I + 
/2 - 35 ~!J ••• 

172 
/\ == 15 - 1200 0 + ... 

• Itesonances: weakly nonlinear analysis of limited validity 

=} use Galerkin method on hexagonal lattice 

• Stability diagram for 0 == 3, b == 0.025 
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• unstable 
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NASAlCP-2000-2I0470 848 



NASA 00 

Ginzburg-Landau Equations for 
Hexagons with Rotation 

Dt Al ItAl + (ni . \7)2 Al + A~A; - A1/Al12 

- (V + r ) A 11 A 212 - (V - I"'() All A312 

1\ ........................ ;1 ... . 

, .. 

• r breaks chiral symmetry: rotation 
,/ ..... . 

• Bifurcation diagrams 

without rotation 

Steady Hexagons ,:' 

. . . . , 

, , , , , , , , , 

Rolls ..... 

.. ' .. ' .. ' .. ' 
/o-~. _....... :::::: ....... ----.--

. . 
----',--:...e~ .......................................................... . 

J.! 

, , , 
q3 \\ 

\ ,.' 

A····················.\·· .... · 
3 

with rotation 

Rolls 

.•... ..... 
...............•. 

/~>... ..O-sdll~ti~·~ Hexagons 
:: .. ' 

Steady Hexagons 

'. ------' .... -=--...................................................... ... 

(J.W. Swift (1984), Soward (1985)) 

• K iippers-Lortz instability: rolls unstable for all It . 

• Oscillating hexagons end in heteroclinic cycle 
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Oscillating Hexagons 
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Alllplitude-Phase Equations 

• Perturbation expansion (E « 1): 

An == (R+El/2[e27rni/3'H(x, t)eiwt +c.c] + O(E))eiqn'X+iEl/2¢n(~r:)t) 

• CGLE coupled to phase modes: 

D ~ \7 2 (b + DII \7(\7 . (P) + DXl V 2 (e z x ¢) 
+ DX2 (ez x V) (\7 . J;) - iq(3(1-lV7-l - HVH) 

+qaVIHI 2 + iqTJ['J-l(e z x \7)H - H(e z x V)1-l] 

+q(3(ez x \7)ltlI 2 

¢ - (¢x, ¢y) 

cPl + cP2 + cP3 

(-¢2 - ¢3, (¢2 - ¢3)/v3) 

<I> 

• Form of equations by symmetry: Reflections =* H --> 'Ji* 

• Homogeneous oscillations: 1-l == Hoe ifU
, q; == 0 

-+ 

• Amplitude 1i and phase 4) decoupled at band center q == 0 
-+ 

Stability of oscillations H + stability of hexagons cj) 
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Defect Chaos 

• Band center (q == 0): 
~ 

oscillation amplitude 'H and phase ¢) decouple 

• Complex Ginzburg-Landau equation (CGLE) 

8t 'H == H + (1 + ib1 )\l2H - (b3 - i sign(w)) 1-lIHI2 

4 

D feet Chaos Chaos 

-2~~~~~-~-~~--~~--~~ 

o 1'0.5 
b max 

3 

2(9R2 + 2w2)q2 
b1 = (6q2R-9R2- w2)w' 

2 2.5 

(Chat 'e& Manneville (1996)) 

21w1R(3R + 1) 
b3 = w2 (1 +4R) + 8R2(1 + 2R) 

• Plane \vaves bistable with defect chaos 
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Nuillerical· silIlulations 

• 
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Defect density 

• Off-center (q #- 0) ----+ coupling to the phase 

• Characterization ----+ defect density (n == (N) / L2) 

0.0 
0.8 

-CGLE 

0.2 

-b 1 

0.2 

0.4 

q 

0.4 0.6 0.8 1. 

T 

Plane 

waves 

0.6 

• Coupling with phase seems not important in this regime 
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Conclusion 

Steady Hexagons: 

- simple order-parameter model 

- long-wave equation for Marangoni convection 

with poorly conducting boundaries 

• steady and oscillatory side-band instabilities 

• destabilization of hexagons of all wavenumbers 

• spatio-tenlPoral chaos: precessing spectrum 

Oscillafing Hexagons: 

- three coupled Ginzburg-Landau equations 

- complex Ginzburg-Landau equation coupled to phase 
-

• CCiL-type spatio-ternporal defect chaos 

Movies at www. esam. nwu. edu/riecke/research. html 

NASAlCP-2000-2 1 0470 855 

i 
I 
i .. 
§ 



August 10,2000 
Theme Speaker 

An Integrated Exploration Strategy 

Mr. Michael Conley 
NASA Lyndon B __ lohnson Space Center 

NASAICP-2000-210470 856 













", 



" 

EXP\.ORATtQN 0FFlCS 

'1I11III11111111111'"'"11II1II111"11111111" "1"""1' '1'1111""" 111'11'1"11'1 I I I IPIIIIIIIIIIIIIIIWIIIIIIIII'~I!lII"'"'''"'~I' -1'1""." "I" 111111 II II I I I I! I' I 



" ... "'. ~ >" . . 
: i.':: __ 41 .... 

. : . :: .. ::: <:~::" .. ; .. ;." /. 

", <\ EXPt~~'OFfICE: 



,.,,,,._----,,,.,,,--,,.".,., ,,,',,.,,,,"",, ...... _, ...... ,.,,"_. 





--, 

,,<~\.:~~~~,. 

'\ '\ 

1'1'1'1" "11'''1 





III I I'lrlll'I"'I'" I 1 



"
'
,
 

-T
!-' 











August 10,2000 
Session 3A 

Multiphase Flow and Phase Change III 

NASA/CP-2000-21 04 70 875 



Computations of Boiling in Microgravity 

G. Tryggvason 
University of Michigan 
Ann Arbor, MI 48109 

ABSTRACT 

Dave J acqmin 
NASA Glenn Research Center 

Cleveland, OH 44135 

The absence (or reduction) of gravity, can lead to major changes in boiling heat transfer. On 
Earth, convection has a major effect on the heat distribution ahead of an evaporation front, and 
buoyancy determines the motion of the growing-bubbles. In microgravity, convection and 
buoyancy are absent or greatly reduced and the dynamics of the growing vapor bubbles can 
change in a fundamental way. In particular, the lack of redistribution of heat can lead to a large 
superheat and explosive growth of bubbles once they form. While considerable efforts have been 
devoted to examining boiling experimentally, including the effect of microgravity, theoretical 
and computational work have been limited. 

Here, the growth of boiling bubbles is studied by direct numerical simulations where the flow 
field is fully resolved and the effects of inertia, viscosity, surface deformation, heat conduction 
and convection, as well as the phase change, are fully accounted for. Boiling involves both fluid 
flow and heat transfer and thus requires the solution of the Navier-Stokes and the energy 
equations. The numerical method is based on writing one set of governing transp01t equations 
which is valid in both the liquid and vapor phases. TItis local, single-field fonnulation 
incorporates the effect of the interface in the governing equations as source terms acting only at 
the interface. These sources account for surface tension and latent heat in the equations for 
conservation of momentum and energy as well as mass transfer across the interface due to phase 
change. The single-field fommlation naturally incorporates the correct mass, momentum and 
energy balances across the interface. Integration of the conservation equations across the 
interface directly yields the jump conditions derived in the local instant formulation for two
phase systems. In the numerical implementatioil,-ihe conservation equations for the whole 
computational domain (both vapor and liquid) are solved using a stationary grid and the phase 
boundary is followed by a moving unstructured two-dimensional grid. While two-dimensional 
simulations have been used for prelintinary stl.ldies and to examl.ne the resolution requirement, 
the focus is on fully three-dimensional simulations. 

The numerical methodology, including the parallelization and grid refinement strategy is 
discussed, and preliminary results shown. For buoyancy driven flow, the heat transfer is in good 
agreement with experimental correleations. The changes when gravity is tumed off and/or fluid 
shear is added are discussed, as well as the difference betweensimulations of a layer freely 
releasing bubbles versus simulations using only one wavelength initial perturbation. Figure 1 
shows the early stages of the formation of a three-dimensional bpbble from a thin vapor layer. 
The boundary conditions are periodic in the x and y direction, the bottom is a hot and the top 
allows a free outflow. The jagged edge of the surface close to the bottom of the computational 
domain is due to some of the surface elements being on the other side of the domain and some 
elements not plotted by our plotting routine. In the second figure, we show the temperature 
distribution through two perpendicular planes. 
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Figure 1. The formation of a bubble from a thin vapor layer. The grid representing the 
phase boundary is shown after the bubble has formed. The jagged edges of the front are an 
artifact of plotting of the periodic boundaries. 

z 

x-) 
y 

Figure 2. The temperature distribution in a bubble rising from a thin vapor layer. The high 
temperature in the bubble is represented by a light shades of gray. 
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Phase change is the most efficient way of transporting 
heat (as in boiling and refrigeration). However, the 
results of design or operator error can be catastrophic. 

Effect of gravity, flow, binary solute, thermocapillary, 
surfactants, e!!lectric fields, acoustic, and so on are 
important but still '!plporly understood. 
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Boiling Flows Background 

20 simulations by: 

O. Juric and G. Tryggvason. Computations of Boiling 
Flows. Int'l. J. Multiphase Flow. 24 (1998), 387-410. 

G. Son and V.K. Ohir. Numerical simulation of film 
boiling near critical pressures with a level set method. 
J. Heat Trans. 120 (1998),183-192. ' ii 

S.W.J. Welch and J. Wilson. A volume of fluid based 
method for fluid flows with phase change. J. Compo 
Phys. 160 (2.000), 6,6,2-682,. 
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Governing Equations 

Momentum (conservative form, variable density and viscosity) 

~a~_U + V. puu = -Vp +f 

+ V· .u(vu + VTu) + L07(o8(x - xl )dA 
Singular Interface Term 

Mass conservation (incompressible flows) 

V·u=O 

Equations of state (properties of each fluid remain constant) 

Dp = 0; D.u = 0 
Dt Dt 
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Interpolating from grid 

The velocities are interpolated from the grid: 

<Pijk = L<PtWijk 

th,e weights 
W"k can be IJ 

selected in 
several 
different 
ways 
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Approximating singular terms 

The front values are distributed onto the grid by 

On the front: per length 
On the grid: per volume 

To conserve integrated 
va~lue 

</>jjk = L </>1 W jjk ~Sl 
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Phase boundary 

Mass conservation 

Jp + V. pU = 0 
at 

The Rankine-Hugoniot conditions give: 

- V,. (p f - P v ) + ( U f P f ) - ( Uv P v ) = 0 

where 
V,. :Velocity of phase boundary 

Rewrite: 

P (u - V ) = p (u ' - V ) = mO f f n v v n 
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Phase boundary 

. 
m 
--=Uj-V 
P

j 
n 

and 

Volume Source (subtract) 
/ 

. 
m = U

v 
- v" 

Pv 

Q = U - U = rill _1_ - ~ 
I v • PI Pv 

Velocity of phase boundary (add) 

1 mIl 
v,,=2(uI +uv )-2 PI + P

v 
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Phase boundary 

The mass'transfer at the phase bOi!un:d1ary is 
proportional to the heat source 

where 

• 

m=!l 
L 

q=k aT _kaT 
an 1 an~12 
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Numerical method 

Computing the heat 
source at the phase 
boundary 

q=k
dT 

_k
dT 

~ 1 ~12 

Interpolate t~mperature here 

Front point Tf given 
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Governing equations 
~ --------------------------------------------------------------------------------~ o 
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Momentum equation 

Energi.y equation 

apu+v.puu=-Vp+f 
at 

+ v· .u(vu + VTU) + fpKD8(x - xI )dA 

JcppT + V . cppuT = V · kVT 
at 

+ J q8( x - x f )dA 
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Governing equations 

Mass conservation 

v · u = f m 1 - J.- 18(x - x f )dA 
Pf Pv 

Thermodynamic; 

T, = T (P)· b v • 

Heat source 1 

Pv 
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Algorithm 

-Find heat source at phase boundary 

-Add evaooration to the veloci 

-Smooth heat source onto grid 
-Find temperature at next step by solving 
the enerav eauation 

-Smooth volume source onto grid 
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Four frames 
from a 
simulation of 
the boiling of 
hydrogen is 
shown to the 

~ right. The color 
represents 
temperature, 
with red hot 
and blue cold. 
The bottom 
wall has a 
constant heat 
flux. 

Film Boiling 
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Film Boiling Heat Flux 
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The average heat flux versus time. Predictions by various 
empirical correlations are shown by horizontal lines. 
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Solidification and the effect of flow 
on microstructure formation 
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Next Step 

• I mplementation of the phase change 
method into our parallel code for fluid flow 

• Add adaptive grid refinementicapability 

• Examination of the eff~ct of gJavity and 
flow on heat transfer 

• Addin!g other effects (ell'e"ctric field, etc) 
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NUMERICAL SIMULATION OF THREE DIMENSIONAL BUBBLE 
GROWTH AND DETACHMENT IN A MICROGRA VITY SHEAR FLOW 

ABSTRACT 

Vittorio Badalassi 
Department of Chemical Engineering 

University of California 
Santa Barbara, CA 93106, USA 

E-mail: badalass@engineering.ucsb.edu 

Hiroyuki TAKAHlRA 
Department of Energy Systems Engineering 

Osaka Prefecture University 
1-1 Gakuen-cho, Sakai, Osaka 599-8531, Japan 

Sanjoy BANERJEE 
Department of Chemical Engineering 

University of California 
Santa Barbara, CA 93106, USA 

Bubble growth and detachment in a shear flow are simulated under normal and microgravity 
conditions, and compared with the experimental results of Misawa et al. (1997). In the 
experiments, gas was injected through a small hol~ in one wall and a typical flow configuration 
is shown 11]. Figure 1. The bubble sizes at detachment depend on shear rate,· gravitational 
conditions and physical properties of the gas and the liquid. To carry out the simulations a 
transient, 3D code was developed based on Zang ct al. (1994) method. The gas- liquid interface 
was captured implicitly in an Eulerian mesh using the level set technique of Osher and Sethian 
(1988). The two-phase flow was treated as a single fluid with variable properties, the density and 
viscosity changing sharply at the gas-liquid interfaces, which are located at thez~ro level sets. 
Surface tension was incorporated in the Navier Stokes equation as a delta function force centered 
about the zero level set. 
The results are shown in figure 2, and are in qualitative agreement with the experiments. 
However, the experiments indicate that the bubbles break off closer to the wall, and the 
discrepancy with the numerical calculation::Lmay arise due to difficulties in founding boundary 
conditions at the triple interface near the lip of the injection point. 

NASAlCP-2000-21 0470 

F1G. 1. BubbJe Detachment at 0.01 g (Misawa et aI., 
1996), Velocity of'moving belt at the top is 0.114m/s) 

912 
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Three-dimensional oscillations of inviscid drops 
induced by surface tension 

C. P ozrikidis 

Department of Mechanical and Aerospace Engineering, University of 
California, San Diego La Jolla, CA 92093-0411 

e-mail: cpozrikidisl@ucsd.edu 
In ternet URL: litp://stokes.ucsd.edu/cpozrikidis 

A numerical method is developed for simulating three-dimensional os
cillations of illviscid liquid drops suspended in a dynamically illert (inyiscid 
and zero density) ambient fluid. The numerical procedure is based on a gen
eralized vortex formulation developed by Baker and cow ork ers that empJp; 
the double-layer represertation for the harmonic potential, and an accompa
n ying represeltation in terms of a vortex sheet 'whose strength derives from 
the tangential gradient of the density of the double-layer potential. The 
density of the double-layer poteltial is computed by solving a Fredholm in
tegral equation of the second kind using an isoparametric boundary-element 
method which in volv ediscretizing the surface of the drop in to quadratic 
clements defined by six nodes, and computing the mean curvature by local 
in terpolation. The gro wthof numerical instabilities is suppressed ~' occa
sional smoothing of the harmonic potential 0 verthe drop surface, which is 
done by mapping the deformed shape to the ulldeformed sphere, expanding 
the potential 0 vel' the surface of the sphere in a series of spherical harmonics 
in volving associated Legendre functions, and then reconstructing the poten
tial b y spectrum truncation toeliminate the perturbations. Results of sev
eral series of simulations are presented to illustrate the performance of the 
numerical method for axisymmetric and non-axisymmetric oscillations. The 
generalized vortex method is found to be superior to the standard boundary
in tegral method based on Green's third identity, and its performance for 
moderate-amplitude oscillations is found to range from good to satisfactory 
depending on the mode of oscillation. 
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SCALING OF MUL TIPHASE FLOW REGIMES 
AND INTERFACIAL BEHAVIOR AT MICROGRA VITY 

ABSTRACT 

C. J. Crowley 
Creare Inc. 

The purpose of this investigation is to ()btain void fraction measurements to support the seating 
of rriicrogravity multipna~)low beb'avioL_ Void fraction instruments have been built and 
installed in two existing test loops. Scaling with fluid properties and tube size are being 
investigated. Preliminary data indicate that interfacial shear and pressure drop in the annular 
flow regime are less at high gas density (refrigerants) than at low gas density (air/water). 

OBJECTIVE AND APPROACH 

Our primary objective is to facilitate the confident design of two-phase thermal management 
systems for spacecraft, by enabling detailed measurement of flow characteristics over a range of 
pipe sizes and gas densities for scaling of two-phase flow behavior. Our technical approach is to: 

1. Obtain design data at several diameters (e.g. 12, 19 or 25 mm) with refrigerants. 

2. Obtain void fraction data for flow regime transitions (bubbly/slug, or slug/annular), 
detailed phase distributions (bubble lengths, slug lengths, and film thickness), and 
interfacial characteristics (wave heights in annular flow), and 

3. Develop scaling methods for the key phenomena. 

VOID FRACTION INSTRUMENTS 

Our void fraction instrument [1] measures capacitance. The instrument enables void fraction 
measurements with dielectric fluids such as refrigerants, which have high gas density. Previous 
microgravity vOlO fraction measurements have been made at low gas density (with air and 
water). Each instrument includes ring sensors (3 mm and 6.5 mm) for measuring film thickness, 
as weIl as a helical sensor (135 mm) for average void fraction. We fabricated two void fraction 
instruments at 12.7 mm ID and installed them in a NASA JSC/Texas A&M flow loop. We 
refurbished two other instruments at 19 mm ID and instaIled them in the GRC TEEM flow loop. 

We calibrated the instruments with the working fluids in both loops, R-12 and R-134a, 
respectively. The instruments are first calibrated in a small fluid facility where the output range 
of the instruments is checked with single-phase vapor and liquid at loop pressures and 
temperatures. For the 135 mm helical sensors, calibration curves were determined to relate the 
instrument output to void fraction in a separate flow facility with quick-closing valves and 
quantitative volllme measurements. Calibration curves to relate instrument output to film 
thickness for the 3 mm and 6.5 mm ring sensors were derived using various calibration plugs 
made of Macor plastic, each simulating a different film thickness. The film thickness 
measurements were validated by independent measurements with a falling film of R-134a in a 
facility at NASA GRC. 
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RESULTS 

Steady-state data have been obtained from one flight test campaign (February, 2000) with the 
JSC/TAMU facility. Figure I is a flow regime map for the data, which were obtained at Mars 
gravity (0.375g). Most of the data are in the stratified, eccentric annular, and annular flow 
regimes. Steady-state test data will be obtained with the GRC test loop in future tests. 

Figure 2 shows the most interesting result from these tests. Independent measurement of the film 
thickness (void fraction) allows the interfacial friction factor in the annular flow regime to be 
evaluated directly from the momentum equation for the gas phase. The interfacial friction 
factors derived from the data are substantially smaller than expected. Previous microgravity data 
with air and water [2] showed much higher interfacial shear, consistent with the Wallis 
correlation [3]. These new data strongly support lower interfacial shear with refrigerant (R-12). 
The data are in the range of the Chen correlation [4], which was developed without independent 
void fraction data. These results show that scaling with gas density is important to model 
interfacial shear in this key (annular) flow regime. Other parameters may also be important. The 
pressure drop is about a factor of two smaller with the lower interfacial shear. Upcoming tests 
will focus upon this phenomenon so that we can develop a scaling methodology. 
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Figure 1. Flow Regime Map for February 
2000 Flights of JSC/T AMU Facility 
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Figure 2. Interfacial Friction Factor for 
the Annular Flow Regime Derived From 
Pressure Drop and Void Fraction Data 
(NASA JSCITAMU Facility, February 2000) 
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Interfacial Friction Factor 

for the (Symmetric) Annular Flow Regime 

- The interfacial friction factor is smaller than expected with this refrigerant. i.e. 
at gas density 30 Limes greater than in air/water tests 
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Conclusions 

• Tht:. (.~apadLive vOld tracrion instruments t'.nabl\: void 1iaL:tion and film thickness 
measurements to he rnad~ wilh refrigerants as the working fluids 

• Comparison with prioT air/v .... atcr data indicates that {he interfacial shear is 
smaller for R-12 at a glv~n void fraction or film thick.ne:::;g: 

Therefore gas densjty may play a ml~ iII Sl\j ling inlerfaci~~ I shear r'OT the annular 
flow' regime, and this topic is the focus of current invesLlgalions. 
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DEVELOPMENT OF A MAGNETIC RESONANCE IMAGING 
TECHNIQUE FOR MEASURING EMULSION COALESCENCE 

M. d'Avila, N. Shapley, 1. Walton*, S. Dungan, R. Phillips and R. Powell 
Department of Chemical Engineering and Materials Science, 

University of California, Davis 
* NMR Facility, University of California, Davis 

ABSTRACT 

The kinetics of emulsion coalescence deternline emulsion stability and also emulsion rheology, 
which depends on the distribution of droplet sizes in the system. In a concentrated emulsion, 
which is opaque, conventional optical methods for monitoring the droplet size distribution are 
often impractical, and cannot distinguish between flocculation and coalescence. Nuclear magnetic 
resonance (NMR) is uniquely suited to measuring droplet size distributions by observing 
restricted diffusion, which is unaffected by flocculation. In addition, NMR imaging provides the 
capability of measuring droplet concentration and velocity profiles in a flowing material. 

We wish to quantify the effect of shear flow on coalescence of a concentrated emulsion. We have 
constructed a combined annular Couette flow cell and magnetic resonance imaging probe. The 
wide-gap Couette geometry, where the emulsion is sheared between concentric cylinders, 
produces a planar, axisymmetric shear flow. The imaging probe, consisting of a 300 MHz 
birdcage coil, is combined with an imaging system utilizing maximum gradients of95 G/cm. The 
emulsion is composed of 20-40% volume fraction iso-octane in water, stabilized by Tween 20 
surfactant. Blends of the iso-octane with a denser oil can be used to achieve density-matched 
emulsions, which would simulate systems in micro gravity during earth-based experiments. 

We have demonstrated the capability of extracting the droplet size distribution in a quiescent 
emulsion from restricted diffusion data obtained by using a pulsed gradient stimulated echo 
sequence. Figure 1 shows, for the first time, that this NMR method produces nearly quantitative 
agreement with light scattering measurements. Also, we have employed NMR imaging to 
visualize and measure the velocity profile of water in the Couette flow cell, by the time-of-flight . 
method, displayed in figure 2. Data from mQnitQring the droplet size distribution, droplet 
concentration and velocity profiles over time in the flowing emulsion system will be presented. 
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Figure 1. Comparison of droplet size distributions measured in a quiescent emulsion consisting of 
15 wt% iso-octane and 0.5 wt% Tween 20 in water. (Droplet volume fraction = 20%). Light 
scattering data are presented together with distributions fit from several NMR restricted 
diffusion curves (with varying field gradient values) from the same system. 

a) b) 

Figure 2. a) Spin-echo cross-sectional image of the stationary flow cell filled with water. The 
dark vertical line indicates the region tagged by saturation. 

b) Identical imaging sequence, run while the outer cylinder rotated at 0.3 rev/s. The delay between 
tagging and recording the image was 516 ms. The displacement of the tagged plane indicates the 
motion of the water. From this image, the water velocity profile across the annular gap was 
quantified. 
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Controlling Emulsion Stability is Critical 

-Food storage and processing, pharmaceuticals, 
separations, multiphase reactions 
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F our Steps in Shear-Induced Coalescence 
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collision 
(dilute oil/water) 

film drainage 
(polymer blends) 

film rupture 
(foams) 

fusion 

-Objective: To determine dominant kinetics of coalescence 
in a concentrated oil/water emulsion during shear flow ... 

~> Scaling with ( y , <t> , g ) 

-Approach: Use NMR to measure: 
Droplet size distribution over time (restricted diffusion) 
Velocity profile 
Droplet volume fraction profile 
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Emulsion Composition and Flow 
Geometry are Variable 

-Emulsion composition: 
<I> = 20 to 40% iso-octane in water 

Stabilized by 0.5 wt% Tween 20 surfact 

-Log-normal initial size distribution 

-Oil blends simulate microgravity by density matching 
< > 

-Flow geometry: combined narrow-gap / wide-gap 90 Jlffi 

annular Couette flow --

(Ro - R,) = {1.75 wide gap 
R, 0.1 narrow gap 

I' I 1'111'1111'''1' I I II I I ~, 
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NMR Exceptionally Well-Suited to 
Measuring Coalescence 

-Distinguishes coalescence from flocculation 

.<'> > •• 

-In situ measurements of emulsions during shearing are difficult 
Conventional methods require removing samples 
Creaming can bias measurements (Mishra et aI., 1998) 

-Optical techniques confined to use in dilute systems 
(Vinckier et aI., 1998; Rusu et aI., 1999) 
NMR more accurate for concentrated sy stems 
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Combined Flow Cell and NMR Probe 
Displays High Precision Design 

• Outer cylinder rotates to prevent Tay lor-Couette instabilities 

• + 0.25 mm concentricity of cy linders 

• L / (Ro - R;) == 40 > No end effects 

• UL TEM housing has high strength, machinability, 
low dielectric loss 

• Custom-built 300 MHz "slotted-tube resonator" RF coil 

• Imaging system with maximum gradients of95 G/cm 

11111""'''._'"1111"",,,,,,,,,,,,,,, "' .• ",'''''' .. ,'"'',,,','''',_ ........ . 
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~ Restricted Diffusion Indicates Domain 
t~ -
~ Sizes in Material 
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'Size Distributions Determined by 
Observed Restricted Diffusion 
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NMR Size Distributions Agree with 
Light Scattering Data 

12 i I IIIIII1 I I I II • lightscatteringdata 
--------- NMR fit, 9=61.3 G/cm 

10 ~ ",' i/-:\\ \ I NMR fit, g=68.1 G/cm 
~ ~ ~ ,/ f .\ \ ----- NMR fit, g=81.7 G/cm 

\0 g. 8 r, '} / ~ \\ l 2.45 + 0.57 11m 
~ :10... .• \ 1""'"" 

"C 
III- 6 " o i J "l 

"E / ~ \ \ 3. 01 + 0 .55 ~ 
Q) 4 .. I .\ \r;:: u 'r' 

CD ,i~·.'<. Light scatterin 

Q. 2 [ 1)/ • • \'; \ log-normal fit: 
./ • \ \\2a = 2.07 + O.~{ J.Xl1 
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°Ol----~ 1 --..- 1 a -- ---100 

Droplet diameter ( JlIT1 ) 
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Shear-Induced Coalescence Changes 
Droplet Size Distribution 

Before and after 1.06 x 106 aVieraged strain units applied 
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~ Time of Flight Images Capture Velocity 
-:i 
c3 Profile of Water 

Displacement of tagged plane indicates motion of water 

~ 

No motion 0.3 rev/s rotation, 516 ms delay 



~ 
til 

~ 
§ 
t~ -l:: 
-.I o 

\0 ... w 

Time of Flight Velocity Profile Matches 
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Newtonian Theory 
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Ideal Newtonian velocity 
o velocity (upper) 
1\ velocity (lower) 

Outer cylinder velocity = 20.8 mm/s 

·0.5 0.6 0.7 0.8 0.9 1 

r I R 
outer cylinder 
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~ Droplet and Water Concentration Visible 
N 

~ Through Chemical Shift Imaging 

Emulsion quiescent for 3 hours, before flow 
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Oil droplets Scale Water 
0-13% _i::i::i:li!!( II 90-100% 
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Summary and Future Work 

-NMR method can quantify: 
droplet size distributions 
velocity profiles 
droplet volume fraction profiles 

-Tune system to move among: 
collision, drainage, rupture - dominated regimes 

~ ~~~ 
-Quantify influience of gravity through, oil density adjustment 
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GAS & LIQUID TRANSPORT INSIDE AQUEOUS FOAMS 

M.U. Vera and DJ. DUlian 
UCLA Department of Physics & Astronomy, Los Angeles CA 90095-1547 

(12 June 2000) 

INTRODUCTION 

Foams are nonequilibrium dispersion of gas bubbles packed densely in a relatively small volume 
of liquid [1]. Surfactants or other surface-active agents must be present in order to prevent rapid 
coIl apse through the rupture of the thin Iiquid-fITnlss-eparating adjacent ga-shllbbles. Even so, 
foams evolve with time. First, in the presence of earth's gravity, liquid will flow downwards 
through the random network of Plateau borders at which three films meet. This drainage effect 
is more pronounced for wetter foan1s, where the Plateau borders are thicker. It effectively 
prevents systematic study of the material properties of a sequence of foams as the liquid fraction 
£ is increased up to the melting transition at £c=1-0.634 (where the bubbles become close-packed 
spheres). For this reason we need prolonged microgravity conditions. But even in microgravity 
foams will coarsen with time by the diffusion of gas from smaller to larger bubbles. This 
coarsening effect is driven by surface tension. Whether gravitational drainage or surface tension
driven coarsening, the end results is that the gas and liquid components of a foam tend to 
separate with time until all that remains is a puddle of liquid and a pocket of gas. 

In this talk I will review recent work in our laboratory to understand the physics of drainage and 
the physics of coarsening, and how the two are coupled. This is interesting for its own right, as 
well as for applications. It is also important f()r establishing the extent to which microgravity 
conditions are truly necessary for our proposed flight experiments on the connection between the 
microscopic structure and dynamics of foams and their macroscopic rheological properties 
(FOAM = Foam Optics And Mechanics). After all, a better understanding of drainage could lead 
to a means by which it may be circumvented. 

DRAINAGE & COARSENING 

Recent work has been greatly stimulated by the development of a partial-differential "drainage 
equation" that describes how the local liquid fraction £(z,t) in a foam may evolve in response to 
three basic forces: gravity, capillarity, and viscous drag [2,3]. The basic geometrical assumption 
is that the film thickness (1) is much smaller than the average Plateau border radius (r), which in 
tum is much smaller than the average bubble size (R); this implies £ (rlR)2 and holds for large 
bubbles and dry foams. One then finds that the flow speed inside the Plateau borders is 

NASA/CP-2000-210470 
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where m=l (1/2) for no-slip (slip) boundary conditions, Uo P gR2/11, and ~ yip gR. The drainage 
equation is then simply a continuity equation hased on Eq.(l). This may be modified to include 
the variation of container shape with depth [4]; specifically, one can largely eliminate vertical 
gradients with use of an exponential "EitIel Tower" sample cell. However, poor agreement with 
experimental data was observed at long times was attributed to the influence of coarsening [4]. 

The challenge, then, is to incorporate coarsening effects by allowing the bubble size to vary with 
depth and time. We believe we have solved with prohlem. By considering pressure differences 
between adjacent bubbles in tem1S of the radii of curvature of the Plateau horders, we have 
derived the liquid-fraction dependence of the growth law for a unifOlID polydisperse foam: 
RdRldt=Dj£ll2. We have also verified this law, and obtained the constant Do, by fitting bubble
growth data to R(t)=Ro(1H/to)112 for several liquid fractions. Now consider the effect of spatial 
variation in bubble size or liquid fraction. The very same coarsening mechanism must drive a 
net flux of gas in the direction of lower pressures. This gives the full growth law as 

R 1 R2 2. 1 
--D --+--- --

f - °.J£R a i JER (2) 

where a 0(0.02) is the fractional difference between the radii of the average and the crossover 
bubble (that neither grows nor shrinks). Curvature in the pressure field causes an accumulation 
or loss of gas and hence contributes to RI 1. Gradients in the pressure field cause a transport of 
gas, and hence a transport of liquid at speed 

1-£ 
U =- -- u = 

coarsening £ gas 

1-£ DR 1 

£ -;-~ JER (3) 

Note that this increases dramatically for dry foams, where a small gas flow speed requires a 
cOlTespondingly larger liquid flow speed. The full drainage equation, including effects of both 
gravitational and coarsening-induced liquid flow is then simply a continuity equation for £(z,t) 
with a liquid speed of u=Ugravity+ucoarsening' Bubble sizes evolve according to Eq.(2) with boundary 
conditions UcoarSening=O, such that no gas escapes the sample. 

As of this writing, we have collected a complete data set for £(z,t) and R(z,t) and are now 
analyzing it via numerical solution of the above set of coupled PDE's. We are also searching for 
exact and similarity solutions in the case of coarsening-dominated transport. 
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[le'LA [)epartnzent of Physics L~ Astr01l0nlY 

• Objective 
elucidate macroscopic properties in terms of 
microscopic bubble-scale structure and dynamics 

• eg vanishing elasticity vs liquid fraction 

• eg vanishlng eJasticity vs strain rate 

• Approach 
macroscopics: rheology G*(m), G(t;y), aty) 
microscopies: DWS, DTS, video microscopy 

vs liquid fraction 

vs time (and hence vs bubble size) 

• Recent studies of Jamming Phase Diagram 
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t 
ordinary viscous liquid 

I • 

-tYm=cr!1d 

I weird/supercooled liquid 
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~I jammed 
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cry -(£-£c)2 
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Ec=O.366 

liquid fraction, £ 
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Need for prolonged microgravity 
-- -

• foams evolve with time 
- drainage due to earth.' s gravity 

• increasingly fast for wetter foams 

• only dry foarns can be fully studied on earth 

coarsening due to gas diffusion from smaller to 
larger bubbles 

• driven by Laplace pressure (cannot be eliminated) 

• slow on scale of bubble dynamics 

• self-similar size distribution 

- film rupture 
• negligible for common surfactants 

• need microgravity 
- to access wet foams 

• rnap out full jaIllining phase diagram 

• behavior near critical point 

• need long duration experiments 
to achieve reproducible size distribution 

to follow behavior vs bubble size 

NASA/CP-2000-210470 950 



TODAY: gas GIld liquid tl~ansport 

• physics of drainage 
crucial for many applications 

not \vell understood / outstanding puzzles 

a nuisance for FOAM project 
• extend/delimit range of ground-based studies 

• coupling with coarsening 
- drier foams coarsen faster 

bigger bubbles cause faster drainage 

NASA/CP-2000-210470 

• eg 30 minutes after shaking SDS solution: 

g 
~. 

drained liquid 

951 

big, dry, & 
polyhedral 

. small, wet, & 
spherical 
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• UCLA Physics: 
- Anthony Gopal 

- Pien4 e-Anthony Lemieux 

- Narayanan Menon 

- Rajesh Ojha 

- Arnaud Saint-laZ,nes 

- Laic Vanel 

- Main Vera 

• NASA Glenn: 

Teafn FOAM 

- Greg Zimmerli, project scientist 

- Sue Motil, project manager 

- Angela Becker 

- Art Birchenough 

- Ed Hovenac 

- Dan Minjares 

- Robert Skupinski 
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Bubble-packing geoll'letry 

• Foam is dry & bubbles are jammed: 
static packing of bubbles 

negligible liquid in films and vertices 

3 ftlms pcrPlateau border 4 Plateau borders per vertex 

II 
II film, thicknesse ~O.l Jlm 
'l !l 
jl 
n ,_, Plateau border, . ~, , )L ,) radius r~£l!2R 

jpf~9/f""~~'~, 
-:;/-- Bubble, sphere- <\~ 

equivalent radius R:15Jlm-lcm 

• Liquid fraction (assuming Kelvin cell): 
f! r 2 r 3 

£ 3 - + 0.34 - + 0.55 -
2 

r . f) 0.34 - SInce -t « r « R 
R R R R 

.. most liquid is in the Plateau borders 
scatter light 

- provide channel for drainage 
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FOQ111 Optics 

• Plateau borders are primary scattering site 
estimate photon transport mean-free path: 

1 1 R 
l*= ...... -

pcr * ~ (rR) J£ 

measure diffuse transmission through slab: 
1 + Z T = e 

10 
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• 

0.01 

~ homemade foams 
• expanded Gillette Foamy 
o compressed Gillette Foamy 

- - - Mie for spherical gas bubbles 
-- 3.5sqJt[0.08/£] 
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"'1li The Drainf!:ge Equation 

• continuity for liquid conservation: 

E(Z,t) == liquid volume fraction 

u(z,t) == liquid flow speed (previous slide) 

A(z) == cross-sectional area of container * 

• boundary conditions: 

• free drainage starting with £(z,t)=£o 
- solution for A(z)=constant not kno\vn 

solution for A(z)=AoExp[z/zoJ is simple* 
(ignoring capillarity in boundary conditions) 

liquid fraction: 

~V!~l~1~7~:~~i~:; 
* A. Saint-JaImes, M.U. Vera, D.J. Durian, Europhys. Lett. 50, 695 (2000). 

NASAICP-2000-210470 ~56 



Eiffel Tower Experiment 

• uniform drying (no £-gradients) as expected 
200 •••• 

£ = 0.36 
o 

o~--~--~~~--~--~--~~ 
o 10 20 30 40 50 60 70 

depth, z (em) 

• but much faster than prediction: 
must include effects of coarsening 

• II • 

0.8 

0.6 

< '0 
'-"' > 0.4 

.. "",., s,mple prediction 

0.2 - - - full numerical solution 
-- with coarsening 

0~~~U-~~~--~~~~~~~~~ 

o 500 1000 
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rate of cOartielling, RI t, vs £ 

• (volume)/ t = area * flux 

• flux to pressure difference between 
average bubble and one with Re/ t =0 

p~ ~ .. ~. ::~:~ii;T*f;' 

,,--, 
'\ 

\ 

/ 

I 
I 

• including vertical pressure variation: 

with [D] = cm2 /s, and 

a ~ R/ Rc -1 - 0.01 (constant) 
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• (1) create different foams with uniform £ 

- obtain R(t) from diffuse transmission 

(green points) 

• (2) create one foam with £0=0.08, let it drain 
- obtain R(z,t) fr01TI video microscopy 

- obtain E(Z,t) from diffuse transmission 

(red points) 

• both results agree with prediction 
- dashed curve shows D( I-sqrt[ E/Ee]) 

~ . .- . 

NASA/CP-2000-21 0470 959 

. \ 
\ . 



variation in pressure, P=yl(rJI2R) 

• gradient causes gas transport from high to 
low pressure regions: 

j ;]~lrl~~i! 

• gas transport means a displacement flow of 
liquid that must be included in the 
continuity / drainage equation: 
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free drairlage for £0=0.08 

• volume of drained liquid vs time 
- measure height of liquid under foam (circles) 

- measure f(Z,t) and integrate (crosses) 

- numerically solve PDE's (solid curves) 

' ..... 

< ,.-.... ...... 
'-" 

> 

(D=O case shown as dotted curve) 

1 

0.8 

0.6 

0.4 

0.2 .' 

0 ,.' 

100 300 

........ 
I 

< ,.-.... 
~ 

"" ............ ~ 
< D ~ • • ..... • • 

.' ........ , .. 

1000 3000 
t (s) 

0.1 

10000 

• t-1I2 asymptote is easy to understand~ 
volume of liquid remaining in sample is of order 
tcAy/(pgR) with R"V(Dt)1I2 

(i.e. liquid is released only as the fOaITI coarsens) 
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elJolutiol1 ofR(z,t) & £(z,t) profile~f) 

• video microscopy and DTS (solid) 

• numerical solution of PDE' s (dashed) 
time sequence: red ... black corresponds 

to t = 60, 120, 300, 540, 1080, 2400s 

0.1 
---. ........... - ...... ---.. ...... - -- --- - (a) 

'-

...... - -. - - -- - --

~ ....... ....{~~~ .. -.. -.--.~~~ .. -::: .... -:::...::::.. . .:.."': ... '. 
0.0 1 ~ __ ......--_____ ~ 

,-.... 
~~ 

8 
WO.01 
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CONCLUSIONS 

• bubble-packing geometry of foams 
Plateau borders 

• contain nlost of the liquid, £ ..... (r/R)2 

• scatter light, l*-R/£ 112 

• provide channel for fluid flo\\! 

films 

• if lTIobile (Koehler, Hilgenfeldt, Stone) 
- shear flow inside vertices 

• if ligid (Weaire et al.) 
- shear flow inside Plateau borders 

• gravitational drainage of aqueous foams 
- unavoidably coupled to coarsening 

much faster than otherwise expected 

growth law: • ;m!D 
displacement flow: -.1 

$ the financial support from NASA is 
gratefully ac-knowledged 
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Foam Evolution: Experiments and Simulations 

H. Aref, .1.1\1. Sullivan, S.T. Thoroclchien 
Theoretical and Applied l'v1cchanics, and Ivlathematics 

University of Illinois, Urbana 

\Ve describe several areas of \vork on the fluid physics of foam evolution and flow, includ
ing experimental observations, mathematical models, and numerical simulations. We have 
made detailed observations of the topological reconnections that occur in an evolving foam, 
and propose a new model for the flow there. \Ve describe the phase transition which can 
happen as a foam is expanded until it exerts negative pressure on its container. \Ve are ex
ploring new optical tomography techniques to observe an evolving foam and reconstruct the 
three-dimensional structure. We compare the evolution of a real foam with simulations in 
Brakke's Evolver. \Ve can also simulate infinite periodic foams, including ne,v mathematical 
possibilities for TCP structures. 

RECONNECTIONS 
The Plateau rules say that in any froth or foam, bubbles rneet in threes along the so-called 
Plateau borders; these curves then meet in fours at the nodes. As a foam evolves (mainly 
due to diffusion of gas between the bubbles) the nodes will sometimes meet, resulting in 
a combined node not obeying the Plateau niles, which thus immediately breaks apart into 
several nodes, connected by a new film or Plateau border ,vhich expands very rapidly. 

Using high-speed video equipment, we have made accurate observations of these recon
nection events, ,vhieh happen over time scales less than a tenth of a second. \Ve observed 
reconnections in coarsening foams, but also in a special adjustable triangular-prism wire 
frame ,vhich allmvs control of a single reconnect ion. \Ve Ilote that the ,vet ness (or liquid 
fraction) can have a great effect on the speed and sequence of reconncctions, since it changes 
the size of the Plateau borders and nodes .. 

\Ve have used our experimental data to construct a simple dynamical model for a recon
nection event, incorporating Marangoni effects which are due to the rapid stretching of the 
surface and the resultant change in surfactant concentration. 

In a coarsening forth, the slow diffusion of gas between adjacent bubbles of differing 
pressure is punctuated by these rapid reconnections. Because each reconnect ion makes a 
large local change in geometry, it is likely to lead immediately to further reconnections. 
Thus reconnections occur in avalanches. \Ve have recorded, with multiple video cameras, 
the evolution of a coarsening foam over a period of clays, and scanned the tapes to collect 
statistics about these avalanches. 

PHASE TRANSITIONS 
The structure of a foam results from a balance between pressure in the gas bubbles and 
surface tension in the liquid films. Under normal conditions, a foam in a box exerts an 
outward force on the walls of the box, due to the pressure. But when surface tension is much 
more important (for instance if the foam is greatly expanded from its original volume), the 
net force on the walls will be inward. This means that the ambient pressure of the foam 
should be considered negative. 
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III this regime of negative pressure) an interesting phase transition can happen. Tbe bub
bles segragate into two phases, one consisting of a few huge buhbles, and the other consisting 
of many small bubbles. \Ve have developed a theory to explain tbis phase transition, which 
agrees very well with simulations made in the Evolver. \Vc hope to find an appropriate 
physical system with which ,ve can experiment with this transition. 

In many real-world applications of foams, it is very important to control the size of 
the foam cells: large voids typically make a foamed matcrial much less useful. It seems 
likely that the undersirable large cells sometimes found in real foams are the result of the 
phasc transition we have described. A better understanding \vill hopefully lead to processing 
techniques ,,,,hich can avoid this transition. 

TOMOGRAPHY 
In collaboration with David Brady of the Beckman Institute's imaging group, Vie have 
started an project to use visible-light tomography to capture the three-dimensional structure 
of a foam. Prelirninary results arc promising: under appropriate lighting conditions the 
tomographic Radon transform results in a volumetric density profile from which Plateau 
border positions can be extracted. 

\Vc have already \vritten and tested softvv'are which will reconstruct the entire foam 
structure (suppplying information about the faces and cells) from the Plateau borders (or 
perhaps just the node positions) alone. This uses the known geometry of foams (with equal 
angle conditions guaranteed by the Plateau rules) to find successively the edges, faces) and 
cells, and outputs these in EvolveI' format. 

The tomographic process will allow us to automatically track the coarsening of a foam 
over a period of many hours, and compare this with a simulation of diffusive coarsening in 
the EvolveI'. There are many interesting questions about the statistics of cell growth in three 
dimensions; vve will be able to address these. 

SIMULATIONS AND TCP STRUCTURES 
We have recently discovered new mathematical constructions for foam structures in the 
class known as tetrahedrally close-packed (TCP). These are interesting in that the least
energy (ground state) configuration for a foam with equal-volume cells is evidently one of 
the simplest TCP structures (though this remains unproven mathematically). 

Our new structures form an interesting intermediate class) inbetween random foams and 
completely ordered foams (like Kelvin's foam). \Ve can model them in the Evolver, and use 
them as interesting starting points for diffusion simulations. 
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Overview 

Foam Evolution and Flow: 

• Topological reconnections 

• Phase transitions 

~ • Visual-light tomography 

• Numerical simulations 

• New TCP structures 
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Reconnections 2 

Reconnections: 

• Foams evolve (diffusion, etc) at slow time scales 

• When nodes meet, Plateau rules are violated 

• New films and borders appear, and expand to equilibrium 

• Reconnections happen over time scales less than lOOms 

Univ. of Illinois NASA Cleveland Workshop 2000 Aug 10 



U
) 

c o 
+-J 
U

 
Q

) 
C

 
C

 
o u Q

) 

a::: 

N
A

S
A

fC
P

-2
0

0
0

-2
 1 0470 

969 

o 1"""'i 

0'1 
:J

 
<! 
o o o ('\J 



If) 

e 0 
4

-l 
u Q

) 
e e 0 u Q

) 

0::: 

N
A

S
N

C
P

-2
0

0
0

-2
1

0
4

7
0

 
970 

o r
l 

O
'l 

:::l 
« o o o (\J

 

"0
 

e ro 
Q

) 

>
 Q

) 

u « (/) 

« z If) 

0 e 
Jooo-i 

4
-0 . 

. ~ e 
:::> 



~ 
CIl 

~ 
I~ -52 
-....l o 

\0 
-....l -

Recon nections 5 

Experiments: 

• High-speed video camera 

• Coarsening foams & adjustable wire-frame 

• Avalanches of reconnections 

Dynamical model: 

• Incorporates Marangoni effects 

• Adjusted to fit experiments 
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Phase Transitions 

Negative Ambient Pressure: 

• gas very compressible 

• surface tension high 

• foam pulls inwards on container 

Phase Transition: 

• Bubbles separate into two phases 

• Few huge bubbles at low pressure 

• Many small bubbles at high pressure 

• Theory agrees with numerical simulations 
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Tomography 

Experimental setup: 

• Cone-beam tomography 

• Visible light 

• Rotating foam in cylindrical container 

• Correction for lensing effect 
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Simulations 

Surface Evolver: 

• Diffusion in 2d 

, :g; • VarYiing surface tension in 2d 
\0' 

• Extensions to 3d 
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TCP structures 15 

TCP structures: 

• Large family of monodisperse foams 

• Sem:i-random structures 

• Mathematical interest 
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Linear viscoelastic response of a concentrated emulsion 
M. Nemer) J. B- la wzdziewic2'1nd M. Loewen berg 

Department of Chemical Engineering, Yale Universit y,New Haven Connecticut) USA 

Abstract 

Analyticar results for the dynamics of thin inexfensible films [1 ]hav e been incorporated in 
theoretical models [2] and simulations [3] of the dynamics of two-dimensional systems. In 
three dimensions the effective-in terparticle-poteItial model has been supplemented by simple 
bubble-bubble frictional dissipation [4) 5]. However) these models cannot describe the effect 
of detailed drop-scale dynamics on the evolution of the system. In general) the development 
of theories for the rheology of foams and emulsions will require a detailed understanding of 
the relevant drop-level dynamics. In this presentation) we describe a numerical investigation 
of the role of detailed drop-scale microphysics on the linear viscoelastic behavior of dense two
dimensional emulsions; Stokes equations are assumed and surfaCtant effects are neglected. 
We consider an ordered hexagonal lattice of drops for which the linear relation between stress 
and strain is isotropic [6]. The system is thus characterized by a single frequency-dependent 
linear viscoelastic modulus. F or dispersed-phase v olume fraction rP beyond a critical value 
rPc = 7r /2V3, the drops are in a state of compression. 

F or small-amplitude shape perturbations6x, the response of the system of the system is 
linear 

d(i5x) = A i5x 
dt ) (1) 

where tfle linearized velocity operator A is obtained by solving the Stokes equations with 
the boundary-integral method [7J. By projecting the normal modes of A, onto a step strain 
perturbation, the corrrsponding contribution to the shear stress is calculated. 

1 l:4>I$$,e= '0.941 
A 0.5 . 

o --~ 

: : ' , i b) j '] ~/$,~ L03 ' , : : I: d) 1 

o 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50 
1 1 

Figure 1: Relaxation spectra: normalized amplitudes A verses relaxation times T for the indicated volume 
fractions. Relaxation times are normalized by capillary relaxation time jja/O") where jj is the contin uous-phase 
viscosit Yfl is thedrop radius, and 0" is surface tension. 
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Figure 2: Average relaxation time, f defined by zeroth moment of relaxation spectrum versus volume 
fraction (solid line); lubrication theory (dashed line). 

The relaxation times and amplitudes corresponding to the normal-mode decomposition 
are plotted in Figures la,b for two subcritical values of <p. Only a few modes are significantly 
excited. The dominant mode corresponds to the largest relaxation time, which is associatpd 
with the lubrication resistance between clos~ly !':paced drops, and diverges as <pI<Pc ~ l. 

The relaxation times and amplitudes are plotted in Figures lc,d for two super-critical 
values of <p. In this regime, the response of the system is dominated by decay on capillary 
relaxation time scale; a long time scale is evident but with small amplitude. 

The av cragrclaxation time f (zeroth moment of relaxation !':pcctrum), shown in Figure 
2, indicates that the average relaxation time di\Crges as <P ~ <p-;. This behavior is associated 
with the lubrication singularity of the zero-frequency viscosity; according to a lubrication 
analysis, f diverges as a simple pole at if> = if>c. By contrast, f is nonsingular for if> > <Pc· 
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DUSTY PLASMA DYNAMICS NEAR SURFACES IN SPACE 

ABSTRACT 

S. Robertson, A. Sickafoose, J. Colwell, M. Honinyi 
(LASP, University of Colorado, Boulder, CO 80309-0392) 

Illumination of a space-borne object by solar ultraviolet light produces photoelectrons which 
form a layer, or sheath, near its surface. Typical sheath dimensions are tens of centimeters to one 
meter at distances of one AU. A vertical electric field, having a sign that returns electrons to the 
surface, is generated by the emission of photoelectrons into this sheath. Differential charging in a 
photoelectron layer over small spatial scales, such as along the terminator on a rough surface, 
leads to horizontal electric fields in addition to the vertical field. Dust grains on a planetary 
surface can enter the photoelectron layer by levitation or as a result of external disturhances. 
Levitation can occur when grains in the regolith become electrostatically charged such that the 
Lorentz force overcomes gravity and adhesive forces. Particles ejected from the surface by 
extemal disturbances, such as micrometeorite impacts or human/spacecraft activity, can become 
charged by photoemission and electron collection when immersed in a plasma. Therefore, 
particles levitated or ejected from the surface can be trapped in the photoelectron sheath and 
transported vertically and horizontally above the surface by the electric fields. 

Dust grains suspended above the lunar surface have been observed on multiple occasions. A 
horizon glow tens of centimeters above the surface of the Moon was detected by Surveyors 5, 6, 
and 7 [1]. At spacecraft sunrise, Apollo astronauts observed high altitude streaks due to light 
scattered off particles extending from the lunar surface to above the spacecraft [2]. More 
recently, a horizon glow 10 to 20 km above the lunar surface was detected by the Clementine 
spacecraft [3]. Furthennore, the Lunar Ejecta and Meteorite Experiment (LEAM) deployed hy 
Apollo 17 detected evidence for horizontal dust transport on the surface of the Moon at 
terminator crossings [4]. 

Dust transport is also important in planetary ring systems, as confirmed by Voyager's discovery 
of spokes in Satum's B-ring in 1981. These features are most likely clouds of particles 
electrostatically levitated off the surfaces of larger bodies in the ring and into a plasina Cloud 
created by meteoritic impacts. Many small, airless bodies in the solar system are coated with a 
dusty regolith; therefore, dust levitation and transpOlt may occur on Mars, Mercury, planetary 
satellites, asteroids, comets, and even planetesimals [5,6,7,8]. Understanding dust charging and 
dynamics is thus crucial to interpreting observations of planetary hodies. In addition, sUiface 
activity can agitate dust and inject particles into the photoelectron layer, possibly causing 
contamination of instruments on planetary surfaces. Therefore, the charging and dynamics of 
dust near planetary surfaces is a necessary component of future manned and unmmmed 
exploration of the solar system 

We have begun the investigation of dust charging and dynamics near surfaces in space by 
performing experiments in which dust grains are dropped through a beam of UV and dropped 
past a UV illuminated surface having a photoelectron sheath. The experiments are perfonned in 
vacuum, with illumination from a 1 kW Hg-Xe arc lamp having a spectrum extending to ~ 200 
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nm ( - 6.2 e V). The photoemitter is a 12-cm diameter zirconium plate, which also acts as a 
Langmuir probe to verify the properties of the photoelectron sheath. We have examined [9] 
photoelectric charging for particles 90-106 J1m in diameter composed of zinc, copper, graphite, 
glass, SiC, lunar regolith simulant (JSC-I), and martian regolith simulant (JSC Mars-I). We fmd 
that the photoelectric charging properties of the metallic materials are consistent with charges 
calculated from the work function of the materials, the energy of incoming photons or 
photoelectrons, and the capacitance of the grains. Dust dropped through UV illumination loses 
electrons due to photoemission, while dust dropped past an illuminated surface gains electrons 
frominephotoelectron sheath. The photoelectric charging properties of the non-conducting 
materials are difficult to interpret due to large amounts of triboelectric charging. However, the 
results suggest that the JSC Mars-l is more susceptible to photoelectric charging than the JSC-I. 

In a second experiment, a flat surface is coated in dust (JSC-1 or JSC-Mars- I) and a 
photoelectron layer is generated above it. Plasma sheath characteristics are determined through 
Langmuir probe and floating potential probe sweeps. A window in the top of the chamber allows 
investigation of dust levitation mId charging properties as a function of ultraviolet illumination. 
An agitator under the sUIface provides extemal disturbances to eject dust into the photoelectron 
layer:-The- charges of individual (fusCparticles in the sheathcanoe-ineasured by a Faraday cup, 
and tungsten filaments are used for ambient plasma production. The topography of the surface 
can be- easily altered to simulate a tenninator region, in order to create strong horizontal electric 
fields within the sheath. Dust levitation and transport in the sheath is observed by a CCD camera. 

These ground-hased studies of dust dynamics nem- surfaces in space provide information on the 
transport of micron-sized particles. Particles of this size moe in the transitional range between 
gravitational and electromagnetic control on a planetary surface. A micro gravity envirorIDlent 
will allow continuation of the experiments to smaller particle sizes. In microgravity, the ratio of 
electrostatic forces to gravitational forces is high, so the environment will also be more like that 
of small, dusty planetary bodies. Thus, tIlls research provides a set of experimental techniques 
upon which subsequent micro gravity experiments will be based. 
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Outline 

I. Motivation 

a. Ring dynamics 

b. Lunar exosphere 
c. Surfaces of asteroids, small moons 

d. Operations rn a dusty environm_en~c~- ---

II. Lab experiments 

a. Isolated dust photoemits 

b. Dust above surfaces collects elect[ons~ -~- -
~~- - _ -____ -":-' . - ~~ 0"~~~~_--- - - . .:.-c;.==,_" ~-__ ~==---=-~....:; o=: ~-::-~- ~~--

C. Shaken dust has triboelectric charge 

d. Levitation 

IU. Microgravity experiments 
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Why microgravity? 

Forces: 

On earth: 

Inertia 

Gravity 

Electrostatic. 

Adhesion 

Cohesion 

:g: 00 I) 

Gravity may exceed electrostatic force 

mg >qE 

m oc (3, q oc r, inequality depends upon size of dust grain 

The Moon: 

mg ~ -qE at 10 microns, at the surface 

at 0.1 microns, at 100 km (E is less) 

Asteroids, rings: mg« qE, 

qE < adhesion, cohesion 
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What experiments can we do? 

In the lab: magnitude of q 

magnitude of E above a photoemit!er 
-- --- '>-~ -=-

dust releases when qE exceeds mg 

(req uires unrealistic E) 

In microg ravity: 
-

when qE exceeds adhesion, dust levitafes dr escapes 
~ 

when qE exceeds cohesion, aggregates disperse 

varying illumination releases particles 

release of dust by Impacts 
-

I 
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Simulation of electron IIgas" above the illuminated surface 
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Grains dropped through UV beam charge positively 

(lose electrons by photoemission) 
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Grains dropped past illuminated surface charge negatively 
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Mars regolith simulant shows triboelectric charge 
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There are no positive grains because these attract electrons 
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Charge on zinc grains changes sign with distance 
. from an illuminated surface 
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Electrostatic dust transport from s~nrise/sunset 
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RHEOLOGY OF FOAM NEAR THE ORDER-DISORDER PHASE 
TRANSITION 

R. Glynn Holt (rgholt@bu.edu) and 1. Gregory McDaniel Ggm@bu.edu), Boston University, 
Dept. of Aerospace and Mechanical Engineering, 110 Cummington St, Boston, MA 02215 

INTRODUCTION AND MOTIVATION 

Foams are extremely important in a variety of industrial applications. They are widely used in 
firefighting applications, in flow applications such as enhanced oil recovery, and as trapping, 
transport and separation agents. The most important quality of a foam in many of these 
industrial processes is its response to imposed strain, or its rheological behavior. There exists 
little experimental data on the rheological properties of real 3D foams, even though such 
knowledge would likely enhance the efficacy of current applications and suggest other unique 
applications. The lack of 3D data is due in large part to the earth-based requirements for contact 
containment, and to the fact that gravity-induced drainage quickly destroys all but the "driest" 
foams, those with a very high gas volume fraction cp. We introduce a unique method to provide 
non-contact control and manipulation of foam samples. The development of this technique will 
provide the ability to carry out a set of benchmark experiments in Og allowing determination of a 
foam's yield stress, bulk shear and dilatational moduli and viscosities as a continuous function of 
gas volume (or 'void') fraction cp from the dry limit (CP 1) through the order-disorder phase 
transition to the wet limit (CP « 1) of a bubbly liquid. 

OBJECTIVES 

The goal of the investigation is the detennination of the mechanical and rheologkal properties 
of foams, utilizing the microgravity environment to explore foam rheology for foams that cannot 
exist, or only exist for a short time, in 19. The specific objectives of the investigation are: 

1) To refine and utilize a novel, non-contact acoustic technique [1] for experimentally 
measuring the stress-response of small samples of foam ("foam drops") subjected to both static 
and time-varying extensional shear and pure dilatational strain. Our efforts will focus on 
refining a shape-modal oscillation technique, and an ambient (hydrostatic) pressure variation 
technique to meet our goals, and we will investigate step-function, quasistatic and oscillatory 
temporal variations in the acoustic and ambient pressures. 

2) To experimentally measure the stress-response of small samples of foam ("foam drops") 
subjected to both static and time-varying extensional shear and pure dilatational strain. 
Acoustically-imposed strain amplitude, strain rate, and (in the oscillatory case) frequency will be 
our forcing control parameters. The void fraction, the gas phase density and diffusivity, as well 
as the multi-component liquid phase shear viscosity, surface tension and surface viscosities, will 
be our material control parameters. 

3) To model the response of foam drops to static and time-varying modulation of the 
acoustic field to extract rheological properties: the yield stress, the bulk viscoelastic shear and 
dilatational moduli (complex) and the effective bulk shear and dilatational viscosity numbers. 
We will use effective elastic [1] and viscoelastic medium theory to explore the small amplitude 
dry foam limit, bubbly liquid theory to investigate the wet foam limit, and merge the two near 
the transition region. 

4) To define experiments that can be perfonned in the ~g enviromnent, where the effects of 
drainage and high acoustic fields can be avoided, and cp can be varied smoothly through the 
order-disorder transition. 
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RESULTS 

We can graphically illustrate some of the capabilities of our acoustic method, as well as 
illustrate our dIgitized video diagnostic capabilities by considering the following sequence of 
ima~es. By varying the acoustic levitation pressure amplitude P, we can vary the magnitude of 
the Imposed strain, which is axisymmetric. The amplitude can be varied as a step function, 
quasi-statically (shown below), or periodically, without affecting stable levitation of the drop. 
For comparison's sake, in Fig. I we present a pure liquid drop as well as a foam sample, both 
levitated in our 30 kHz levitator. Whereas the liquid drop exhibits more sensitive deformability 
but can recover its original shape (not shown), the foam sample exhibits a yield stress, which is 
apparently exceeded in the lower sequence, since the final foam sample is no longer the same 
shape or size, and is levitated at a slightly different location. This clearly demonstrates the 

of . a strain in a non-contact manner via acoustics. We should note that we 
chose a fairly mild deformation to illustrate our 
point - if necessary, the acoustics can easily flatten 
and disintegrate the foam sample. 

time 

Figure I. Acoustically levitated sample drops of liquid (top) and foam (bottom) exposed to a slowly increa~ing 
and decreasing (left-to-right) acoustic pressure amplitude. The acoustic frequency is 30 kHz. 

MICROGRA VITY RELEVANCE ANllSIGNIFICANCE 

All but the driest foams drain in gravity. The liquid component will flow downward, and the 
bubbles will rise until a pool of liquid with a dry foam cap will form. Gravity will thus prevent 
the measurement of foam properties as the gas volume fraction is decreased towards the order
disorder transition, because the foam will be d~~troyed. There is very little experimental data on 
the rheological properties of 3D foams, primarily because potential experiments are severely 
hindered by the requirement for contact containment, and draining and thinning due to gravity. 
Our experimental technique can provide non-contact control and manipulation of 
mUlticomponent and multiphase drops. Coupled with a low-gravity environment, the technique 
will allow larger scale, near spherical samples to be investigated under nearly ideal conditions 
for any void fraction. 

Understanding the rheological behavior of foams is important as a basic problem in fluid 
physics, and as a practical problem in many industries. In comparison with existing 
experimental techniques for rheological measurements, our technique offers at least four 
advantages. First, it is a non-contact technique that can nevertheless provide stable positioning 
and straining manipulation of a sample. Second, we can easily levitate and strain samples of 
arbitrary void fraction continuously from 0 to 1. Third, we can test small samples of foam with 
variable number and size of bubbles to investigate limiting cases. Finally, we can 
simultaneously measure shear and compressional parameters, whereas traditional techniques are 
restricted to either of these. 

REFERENCES 

[1] McDaniel, JG and Holt, RG, Phys. Rev. E 61,2204 (2000). 
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MICRO-FLUID DYNAMICS IN AN EVAPORATING SESSILE DROPLET 

Hua Hu and Ronald G. Larson 
Department of Chemical Engineering, University of Michigan, Ann Arbor, MI 48109 

ABSTRACT 

The 3-D time-dependent flow field produced by an evaporating sessile water droplet whose 
contact line is pinned is studied experimentally and theoretically using the lubrication 
approximation and fmite element analysis. 

The experiments are carried out using an optical microscope and small fluorescent tracer 
particles. Multiple particle tracks are used at each position to average out Brownian motion, 
which is dominant since flow velocities are small (less than I micron/sec). Vertical velocities are 
obtained using refungence patterns produced by defocused particle images, as shown in f ig.l. 
When a particle is in focus, the particle image is sharp and small. "When a particle is above the 
focal plane, its images show the ring patterns. However, when a particle is below the focal plane, 
its images become blurred and the ring patterns disappear. From quantitative measurements of 

:z=25.iJITl 

Fig. 2 Refringence of a particle as a function of distance relative to the focal plane 

image size to these phenomena, the vertical position and vertical velocity arc obtained. The 
experiments, as illustrated in fig.2, show a hyperbolic flow pattern of fluid moving down and out 
towards the edge of the droplet, combined with an internal circulation near the surface of the 
droplet. 

In out theoretical analysis of this flow, we divide the problem into three parts: the gas phase, the 
liquid phase and the air -liquid interface. In the gas phase, the droplet vapor flux can to a good 
approximation be treated as a quasi-steady-state diffusion problem, where a quasi steady-state 
solution is obtained at each droplet height, which decreases as the droplet evaporates. This leads 
to the Laplace equation, which is: 
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2C =0 (1) 
The boundary conditions for the gas phase are: 

1. At r and z , c = c; 2. At 

r > I and z = 0, q = 0; 3. At h = h(t, r), c = CSQl ; 

where r is the radial coordinate, z is the vertical 
coordinate, c is the water vapor concentration, 
and h(t, r) is the location of the droplet 
surface. 

c: 
o 
~ os 8. . 

13 
~ 0.6 
> 
8! 
~ 0.4 
o 
'm 
c: 
q) 

.E 0.2 
'U 

- velocity vector= 1 
1=0.3 

In the liquid phase, the flow is very slow (Re < 
0.01), and can be regarded as a Stokes flow, 
which is expressed by the following equation: 

o~~~--~--~--------~~-J 
-0.2 o 0.2 0.4 0.6 o.S 1.2 

dimensionless radius 

Fig. 2 Velocity field in an evaporating droplet 

(2) 
r r z 

1 ( ) Trz ,'t'ee __ P-_ O -- rTrr +-- (3) 
r r z r r 

1 ( ) 'zz p 0 -- r'zr +----+ pg = (4) 
r ,. z z 

In addition, the capillary number is high and so the droplet shape at each instant is a spherical 
cap. Since the contact line is pinned, the contact angle decreases as the droplet evaporates. As the 
contact angle decreases, the evaporation flux becomes more non-uniform. Because' of the heat of 
vaporization, this leads to a non-uniform distribution of temperature along the air-liquid 
interface, and hence aiioii~unironnsurfac:etenslon~wruch drives MarangorU flow. -- - -.-

The temperature field in the droplet is solved through the energy equation, again using a quasi
steady approximation, leading to Laplace's equation, since the slow flow produces negligible 
heat convection. The energy equation is expressed as follow: 

(5) 

Using a lubrication approximation, an analytic solution to the time-dependent axisymmetric flow 
field in the evaporating droplet is attained, which accounts for recirculation due to Marangoni 
flow. We also applied the finite element method obtain a more accurate flow field; however, all 
qualitative features are captured by the lublication solution. The theoretical results are then 
compared to the experimental flow field, and the important role of Marangoni flow is 
highlighted. 

REFERENCES 
[I] Jin, Junping, et aI., Proc. Natl. Acad. Sci., Vol. 95, pp. 8046-8051, 1998. 
[2] Deegan, et aI., Nature, vol. 389(6653), pp 827-829, 1997. 
[3] Hu, H. and R. G. Larson, Proceedings of '99 international workshop on PN. Santa Barbara 
Sep., 1999 
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DIMENSIONLESS GROUPS 

Re = pvR = 10-3 

11 

Ca !!!! 1!!. = 10-' r 

Bo ~_ pghR - OO~ r -. J 

=> creept"' ftow, droplet shape is a spherical cap 

contact line is pinned 

no slip at substrate, no shear stress at liquid/air 
surface 

imposed evaporation rate + spherical cap => kinematic 
condition at IIquid/alir surface. 

hIR < 0.3: use lubrication approximation 

NASA/CP-2000-210470 1037 



Drying Droplet Model (D •• J."~ 
1 · M 44 J. ) • Loca EvaporatIon Rate ( ass flux) 
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DIMENSIONLESS GROUPS (THERMAL EFFECTS) 

2 h3AH 
Gr = p ag = 80 

kJl. 
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DIMENSIONLESS GROUPS (THERMAL EFFECTS) 

1 dT 

:::AT dt = 200 
1 db 
h dt 

=> quasi-steady-state temperature field & 

convection does not affect temperature distribution 

=> temperature distribution satisfies Laplace equation 

MB 
=_ (ar/aT)AT _ (ar/ClT)AHvapph _ ~ 

---------- - . - 8 x lu-
Jlv kJl 
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SUMMARY 

• DNA stretching in an evaporating droplet is 
sensitive to evaporation rate and surface 
adhesion. 

• Measurement of the flow field In an evaporating 
droplet is challenging at 19 because of the 
requirements of small droplets/small tracer 
particles to avoid sagging/sedimentation. 

• Using particle tracking with refringence to 
determine the z velocity, we find the now field in 
an evaporating droplet to be in reasonable 
agreement with lubrication solution with thermal 
effects neglected. 

• The evaporating droplet problem with thermal 
effects can be broken into 3 coupled quasi-steady 
problems: the external vapor field, the droplet 
thermal field, and the dr_oplet flow field. 

• The observed ?\iaranaoni now is much weaker than 
predicted. 

• Accurate prediction of DNA stretchin& in an 
evaporating dropl~t and in microrabrlcated 
devices will require combined analyses of the now 
field, the DNA molecular dynamics, and the' DNA 
surface adhesion. 
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INERTIAL EFFECTS ON THE HYDRODYNAMICS 
OF MOVING CONTACT LINES 
S. Garoffl, Y. Suo1, K. Stoev1, E. Rame2 

IDepartment of Physics and the Colloids, Polymers and Surfaces Program 
Carnegie Mellon University, Pittsburgh, PA 

2National Center for Microgravity Research, Cleveland, OR 

ABSTRACT 

The hydrodynamics near steadily moving contact lines have been examined for a variety 
of material systems for low Capillary number, Ca« I, and negligible Reynolds number, Re~O. 
However, in nature and in technological applications, contact lines move under conditions of 
moderate Re ana are often accelerating or decelerating. In both of these cases, the r:01e of inertia 
in the hydrodynamiCs conirolfini spreading must be considered~ In this paper, wi wIiI discuss 
these hydrodynamics in both the case of steady state motion of contact lines at moderate Re and 
the case of unsteady motion as the contact lin~ accelerates or d~celerates to a final steady state 
after a perturbation from another, initial, steady state. In our experiments we test models which 
incorporate inertia at steady state, and unsteady effects at essentially Re=O. 

We first examine the steady state spreading of four (-CH
3
)-tenninated silicone oils on dry 

pyrex smfaces in the presence of significant inertia. Our measurements of the apparent dynaInic 
contact angle, COo' agree qualitatively with Cox's predictions for this macroscopic contact angle 
and for the interface curvature when inertia is important.] However, quantitative comparisons of 
the hydrodynaInics cannot be made because of the lack of a unifonnly valid asymptotic solution 
for the interface shape and the aIllbiguities arising from the variation in im1er physics with 
contact line speed. 

We observe that the presence of inertia reduces the dynamic curvature in the interface 
shape and thus lowers coo. This is consistent with a simple picture of the effects of viscous forces 
aIld inertia. When inertia becomes non-negligible with respect to viscous forces, the dynaInic 
pressure gradient near the fluid-vapor interface decreases. Tllis is due to the fact that, when 
inertia becomes importaI1t, and all else being equal, the solid drags less fluid away from the 
contact line region. By mass conservation, less fluid must be brought into the contact line by 
flow along the liquid/vapor interface. This, in tum, implies that a smaller pressure gradient 
would be required along the interface to drive this smaller flow rate into the contact line region. 
By the dynamic boundary condition, this decreased dynamic pressure leads to a reduced local 
interface curvature compared to the purely viscous case as found in our experiments. In 
qualitative agreement with models incorporating inertia, the integrated- effect of this reduced 
curvature at each point arcing the interface causes the reduction in COo compared to the purely 
VISCOUS case. 

We CaI1 contrast the successes and failures in comparing data to theory for the 
dependence of COo versus Ca, for four methyl-temUnated oils. The quantitative success of the 
purely viscous model in predicting COo versus Ca for the three higher viscosity oils 
(3.0x lO-~<rc=Re/Ca) <2.6x102

) is consistent with the success of the model in describing the 
interface shapes for these cases. We see that the inner scale parmneters of these oils are velocity 
independent within our detectability limit. For our lowest viscosity oil (i=3.3x104

), no model 
quantitatively descrihes the observed dependence of COo versus Ca. Since we do not know if the 
ilmer scale physics for this oil has a significant velocity dependence, we cannot draw a finn 
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conclusion on the moderate Re model. However, we note that the lowest viscosity oil evaporates 
and this could have an effect on inner scale mechanisms that results in a velocity dependence 
very different than higher viscosity oils with the same methyl termination. 

We have also studied the relaxation of contact line motion and dynamic contact angles 
after an abrupt change in the relative-velocity of the solid surface and the fluid body. In these 
experiments, Ca remains small and Re-O throughout the acceleration or deceleration of the 
contact line. We used a model of the relaxation of the dynamic contact line by assuming that the 
interface shape is quasi-static, with an apparent contact angle equal to the steady value at the 
instataneous contact line speed relative to the solid. 

Inertial effects are visible in our data for short times after the abrupt change in surface 
velocity. At these short times, we find that the viscous bending of the interface differs from that 
of a steadily moving contact line. Thus, we detect a deviation from Stokes flow in the 
intermediate region near the contact line at early times. At very short times (i.e., less than -1 sec 
for the lesser viscous fluid, 1000 cPoise) the contact angle relaxation also disagrees with our 
quasi-static model. Later on after the ahrupt change in surface velocity, the interface shape 
agrees with the predictions of the steady state model, indicating that the flow near the contact 
line has returned to Stokes flow, and the quasi-static model describes the contact line relaxation 
well. At long times, near the final steady state, the relaxation becomes exponential as expected 
near the final point. Our models work equally well for both accelerating and decelerating contact 
lines. The time scales both for the early time inertial regime and for the later quasi-static regime 
vary linearly with viscosity. However, these times scales do not differ for -OH and -CH3 
terminated oils of the same viscosity even though these oils show very different steady state 
inner scale physics. TIms, the contact line relaxation we observe is likely due to viscous 
reorientation of the fluid motion in the intermediate and outer regions and not controlled by 
relaxation of irmer scale hydrodynamic mechanisms. 

I cox, RG., 1. Ruid Mech. 357, pg 249,1998. 
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EFFECTS OF INERTIA AND 
UNSTEADY MOTION ON THE 

HYDRODYNAMICS NEAR MOVING 
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National Center for Microgravity Research 
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FLUID MOTION NEAR CONTACT UN! CA .. S 
-EXTRA· BENDING OF INTERFACE 

vl 

• Stress jump across the fluid/vapor intertlIOI 
interfacial curvature 

A[Pdyn +Pstatic +Ca n-{ViJ+ vaT}e"). w: 

c. • capillary number = )lU/y 
U. contact line speed J.l = viscosity 
y. surface tension u= scaled fluid velodly 
P. acaled pressure 1C = scated interfece..-

• Viscous forces bend interface 

• Focusing of flow near contact line causes 'ncN •••• 
as contact line approached 
(- curvature actually diverging) 
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ASYMPTOTICALLY MATCHED SOLUTION 
PREDICTS STEADY STATElf.JTERFACE SHAPE 

WHEN Ca«1 and Re-O 

• Solve Stokes Equation: 

• Solution: 

OCr) = g -I( g(wo) + Caln(:») + f(:) -wo 
. 

g(x) = !xY - CO~ ySln Y dy 
o 2S1n y 

a : capillary length 

f : interface shape far from contact line 

• lOo: "apparent contact angle" 
- single fitting parameter 
- connected 10 shape far from contact line 

(00 
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MODEL ACCURATELY DeSCRIBES INTERFACE 
SHAPE AND FLOW FIELD FOR Ca<O.1 

(PDMS on Pyrex) 
120~----------------------------------~ 

115 

.--.. 
0 11{] --a) 

lOS 

• 
: 

100 
0 

o 100 200 J(1) 

x (pm) 

:' . , , 

100 

300 

o 

, . . 

300 400 

200 ..00 
x{J.un) 

• Asymptotic model describes flow fierd and resulting viscous 
bending 
- Ca measured independently; experiment strong test of 

model of bending 
- places restrictions on asymptotic behavior of inner physics 
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INER11A STEADY STATE INTERFACE 
SHAPlAND APPARENT DYNAMIC CONTACT 

ANGLE 

• ~+ReCa(".~u)=-~p+CaV2u 

• Moderate Re, asymptoti~ -mdd~r(~fof~e-O) falls . 

• Examine tocal dynamic curvature = YKlfWas~d - pgy 

• At moderate Reynolds fJumbert interf~ce cUlVed 
less than predicted from pure viscous bending 

-t; 
'ta 
$ 

I 
& 

o 100 100 300 M)O 

" ~) C .. ': Y )1/ d • ~ r (aim) 

Re = I.' ~t • 10 ... ¥ 

• Apparent contact angle decreased by Inertia (Cox) 
t2r---~-____ --____ _ 

to 

I ! 

I , •• 1. 

O~--~----~--~----~4 a ... .. to 

C. 
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PROBE UNSTEADY EFFECTS USING STEP 
CHANGE IN SURFACE VELOCITY 

• Probe interface as it relaxes to new steady state 
- measure OJo(t) 

• Experiments run with Re ..... O 

• N-S without convective term 
au ~ _.... "'') 

Re-+R~=-VP+CaV-u at 

• Compare data to quasi-steady model for 
temporal relaxation of Wo(l) 

- only holds when Stokes flow describes 
hydrodynamics near contact line 

• Disagreement with asymptotic model and/or 
quasi-steady model ~ unsteady flow effects 
detectable 
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Model Using Asymptotic 
Match Describes Quasi

Steady Relaxatio.n 

• Acceleration (Ui< Vf) 
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Early time: deviations from 
Stokes flow 

om 11.W 
; -

• Stokes flow 
<10 

model (asymptotic 35 

matched solution) 

fails 
100 200 

r {lJ..m} 

• Deviations from quasi-steady model 

70 
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40 ~ 1 

• Deviation is larger 

when rod velocity 

change is larger 
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EFFECTS OF INERTIA AND UNSTEADY MOTION ON 
HYDRODYNAMICS NEAR MOVING CONTACT LINES 

• Fluid flow near contact line causes bending of the interface 
and raising of apparent contact angle 

• Model for bending quantitatively successful for steady state 
with Ca<O.1 and Re .... O 
- surface appears "less wettablell than static case 

• Effects of steady state inertia: 
- ~~crease of curvature near contact line 
- .crease in apparent contact angle 

- surface appears more wettable than purely viscous case 

• Effects of step change in velocity of surface 
- contact line relaxes toward new steady state 

(mainly governed by viscous forces in our case) 
- unsteady motion does affect interface curvature and contact 

line relaxation at early times 
- a sign of in~r!iill effects 

- clear implications for motion of contact lines and contact line 
dissipation on Oscillating surfaces 
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LIQUID BRIDGE STABILIZATION WITH ACOUSTIC RADIATION AND 
MAXWELL STRESS 

D. B. Thiessen, M. J. Marr-Lyon, and P. L. Marston, Department of Physics, Washington State 
University, Pullman, WA 99164-2814; marston@wsu.edu 

ABSTRACT 

The stability of a liquid cylinder which bridges two solid cylinders has implications for the 
management of fluids in low-gravity. It is well known that a cylindrical liquid bridge in zero gravity 
becomes unstable and breaks when the length of the cylinder exceeds its circumference. The ratio 
of length to diameter of a cylindrical liquid bridge is defined as the slendemess, S = LI2R, and the 
stability limit S = n is known as the Rayleigh-Plateau limit. A stable cylindrical liquid bridge has 
many modes of oscillation con'esponding to different volume-conserving surface defOlmations. 
The lowest-frequency mode, known as the (2,0) mode, is the first to become unstable when the 
slenderness exceeds n. The (2,0) mode is an mcisymmetric sUlface deformation in which one end 
of the bridge becomes fat and the other end thin. At the point of instability, the defonuation grows 
until the thin end of the bridge breaks. The stabilization schemes explored in this work are based 
on counteracting the growth of this surface defot111ation by applying a sUlface stress distribution 
which either preferentially pushes radially inward on the fat part of the bridge or pulls radially 
outward on the thin part. We used active control of acoustic radiation stress [1] and Maxwell 
electrostatic stress [2] to stabilize liquid bridges in a Plateau tank. Passive acoustic stabilization as 
well as the active electrostatic method were demonstrated in air in the sinmlated low gravity of 
NASA's KC-135 aircraft. 

Consideting only the (2,0) mode, the dynamics of the bridge is similar to the dynanucs of a danlped 
hat1110nic oscillator in which the mode amplitude corresponds to the oscillator's displacement. The 
(2,0) mode smface defot111ation has an associated change in surface area which provides a restoring 
force proportional to the (2,0) mode amplitude. The effective spting constant for this restoring 
force is proportional to [(n I S)2 - 1]. Thus the natmal spring constant becomes negative when 

S> n which results in instability. An applied stress disttibution which couples into the (2,0) mode 
can act as an additional generalized force on the oscillator's mass. If this applied force is 
proportional to the amplitude of the (2,0) mode defonnation, with the appropriate feedback gain the 
effective spring constant can be made positive for S> n, thus allowing for longer stable bridges. 
Active feedback stabilization involves optically sensing the (2,0) mode amplitude and altering the 
stress distribution on the bridge [1,2]. For the case of passive acoustic stabilization, an additional 
restoring force from acoustic radiation stress natmally atises from the interaction between the 
bridge shape and the sound field. The acoustic wavelength is chosen such that the radiation 
pressme due to the sound field is a function of the local btidge radius, such that fat regions are 
squeezed and thin regions are expanded. 

Laboratory experiments: We currently stabilize liquid bridges in a Plateau tank by actively 
controlling Maxwell electrostatic stresses [2]. The aqueous bridge is made slightly electrically 
conducting by adding a small amount of NaCl. Two ring electrodes concentric with the bridge are 
positioned near the ends of the bridge in an insulating liquid. The diameter and spacing of the 
electrodes are chosen in such a way that the stress distribution couples strongly into the (2,0) bridge 
mode when a voltage is applied to either electrode. When one end of the bridge begins to thin, the 
electrode voltages are adjusted to expand that end of the bridge counteracting the tendency to break. 
Stabilization has been accomplished with S = 4.49 by this method. Beyond this S, the (3,0) mode 
becomes unstable, though in principle the (3,0) mode may be stabilized by adding a third electrode. 
New algorithms for selecting the electrode potentials improved the preliminary results noted in [3]. 
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KC-J35 based e;rperiments: Significant advances on the stabilization of liquid bridges in air were 
facilitated by freely floating the experimental package and by improving the control algOlithm and 
the bridge deployment. Long bridges broke inmlediately when stabilization was turned off. Liquid 
blidges (a water, glycerol, NaCI solution) were stabilized to S = 3.8 using active control of Maxwell 
stresses. Figure 1 shows a bridge stabilized for over 2 seconds with S = 3.8 prior to breaking in 
response to an increased g-level. Passive acoustic stabilization (obtained by improving the method 
in [3]) made it possible to hold bridges with S = 4.0 and longer for intervals exceeding 5 seconds. 
Figure 2 is an example with S = 4.0 where the bridge breaks in response to g-jitter. Bridges 
stabilized in this way have an elliptical profile in response to the radiation pressure of the ulrrasonic 
standing wave. It is anticipated that stabilization in air by either metfiod may be significantly 
improved on a space-ba-;ed platform and that the response to g-jitter may be suppressed. 

This research was supported by NASA grants NAG3-1918 and NAG3-2378. 

: .. 
0.5 1.5 2.5 

Time (s) 

Figure 1: A capillary bridge stabilized to S=3.8 with active control of Maxwell stresses on the 
KC-135. 

Time (s) 

Figure 2: A capillary bridge stabilized to S=4.0 with passive acoustic stabilization on the KC-135. 
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Electrical conductivity O"e of the liquid must be 
sufficiently large for the electrical time constant: 

telectricaf < 1:feedback 

'tfeedback ~ O~ 1 ms (limiting feedback delay time) 

Ce = 200 pF electrical capacitance 

Re = U(O'e 41tR2) bridge electrical resistance 

Yields: (je ~ 1 0 ~Slcm 

Our salt solution: CJe > 20 mS/cm 
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Approximate Equation of Motion for Modal Amplitude r F' €eJ b~~ ~o.. in.. 

d
2 
x dx f2 f 1 d

2 
X , 

mb~2 +y-+kx(t)+Gx(t--r)+a,,)- ,112 ... dt =0 
dt dt,,,, t I ~ --ac (t - t) dt" 

.. .If.- / del4~ t,me ~ 
where the spring constan~ varies with slenderness as -... ,. 

'-

solutions are of the type 

so that 
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(..,.) fl -= S ~~ ~ ~lt(\ 
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Stability Window and Active Damping 

• With feedback based on only displac;;ement information, the 
stability window is 

so long bridges may be stabilized only if -k < r emb I r. 

• The instability at G == ri!mb l'f may be shifted to larger G by 
incorporating velocity data. 

'. Amplitude and/or velocity feedback may be used to increase 
the effective damping giving reduced sensitivity to g-jitter. 
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Acousttc Radia1ion Pressure on High Jmpedance Objects in Air 

Strong form of Bemoulli equation: 

-.at + lv2 + h = constant, h = enthalpy 
C. 2 

For adiabatic sound with: 

I I 11'111" 

1st-.order pressure P1 and velocity V1= ~V~, 

the 2nd-order mean Eulerian excess pressure: 

<P2> = <V> .. <K> + Constant 

<K>;; 1 P <V12> = time-averaged kinetic energy density 
2 

<V> = <P12>/2pc:2 = timlle-averaged potentilal energy density 

c = speed of sound 

(Wang and Lee, 199~) 
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OD(S 

From a one-dimensional inviscid-slice model of 
* 22lzva. 

a capillary bridge including a radially varyi ng 
pressure field, an acoustic parameter q may be 

... def1ned as 
R2 d(Pr)t () 

q=~. ' 
(J' dR 

where the maximum bridge length is a function 

of q. 

20 

15 

IO 

5 L----------

0.2 0.4 0,6 0.8 

q 
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Summary 

• Plateau Tank Experiments: <~"W 
Stabilization with Active Control of radial 
Electrostatic Stress (AES) 

• KC·135 based experiments on bridges in air: 
1. AES 
2. Passive Acoustic StabHization (PAS) 

• Requirement that the feedback deJay time is short for 
AES 

• Exploration of the limitations of PAS aDd AES 
!fIethods for the stabilization of Jiquid bridges in air 
may require a space-based p~atform 

C CJ. rre.nt a.nd FC-4-h4V'"~ ~~eA.r-G h. (Nt~-r Te."-M ) 
• AES s-to..b~lity l..v ~Vl40~:-

(t) moAe.l \\t\~ d.V\e\ v~;.t'A-ta\o-v'1 
(t) e~+eV\~ 'oj ~'n ~~..lu.~,~~ ve.lo c.'ry clo.+~ 

• PAS: e-fkGr of chQt'\~'1'\!\ JeR llwl1.~ 

f~o "'" C> p+; y)\\4~ ,,~tU...L z ~. B 
(l{t: - t 3s- bAStd -tcc+S) 
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THE EFFECT OF CONVECTION ON MORPHOLOGICAL INSTABILITY 

ABSTRACT 

S. H. Davis 
Northwestern University 

The interaction of convection and a solidifying front is known to give microstructures quite 
different than the case when the melt is quiescent. However, until now little quantitative, or even 
qualitative information has been available for the diagnosis of anomalous patterns that are seen. 
The lecture will discuss the response of a front in the directional solidification of a dilute, binary 
alloy to cellular, convective fields. When the convection is of transverse scale much larger than 
the morphological scale (ahsent the flow), it is found that the response is localized spatially with 
morphological cells confined to localized envelops. In a 2D case like solidification in a HeIe
Shaw geometry the localization is due to the tangential component of the flow and appears 
midway between stagnation points of the frontal flow. In a 3D case the localization is due to the 
component of flow nom1aI to the front and appears at inward stagnation points on- the fi'ont 
independent of the pattern of forcing. The results can he used to "design" microstructural 
patterns by the imposition of the appropriate convection or they can be used to discover what 
flow was present in a processing cycle. The analyses find the responses to in1posed flows, and 
thus are mass-transfer calculations. What remains to be done is the fun coupled system in which 
the flow is altered by the morphology. This would involve a 3D, time-dependent calculation of 
the full free-boundary prohlem - a daunting task. However, the cases discussed would guide the 
computationalist in this effort. 

REFERENCES 

1) Chen, Y-J. and Davis, S. H. 1999 "Directional solidification of a binary allow into a 
cellular convective flow: localized morphologies" 1. Fluid Mech. 395,253-270. 

2) Chen, Y-J. and Davis, S. H. 2000 ''Flow-induced patterns in directional solidification: 
localized morphologies in three-dimensional flows" I. Fluid Mech. (in press). 
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ABSTRACT 

THE DYNAMICS OF MISCIBLE INTERFACES: 
A SPACE FLIGHT EXPERIMENT 

T. MaxwOlthy 
University of Southern California 

E. Meiburg 
University of California at Santa Barbara 

Experiments as well as accompanying simulations are described that serve in preparation of a space 
flight experiment to study the dynamics of miscible interfaces. The investigation specifically 
addresses the impoltance of both nonsolenoidal effects as well as nonconventional Korteweg 
stresses in flows that give rise to steep but finite concentration gradients. 

The investigation focuses on the flow in which a less viscous fluid displaces one of higher viscosity 
and different density within a naHOW capiIlat)' tube. The fluids are miscible in all proportions. An 
intruding finger fotms that occupies a fraction of the total tube diameter. Depending on the flow 
conditions, as expressed by the Pedet number, a dimensionless viscosity ratio, and a gravity 
parameter, tIus fraction can Vat)' between approximately 0.9 and 0.2. For large Pe values, a quasi
steady finger fOlms, which persists for a time of O(pe) before it starts to decay, and PoiseuilIe flow 
and Taylor dispersion are approached asymptotically. Depending on the specific flow conditions, 
we observe a variety of topologically different streamline patterns, among them some that leak 
fluid from the finger tip. For small Pe values, the flow decays from the start and asymptotically 
reaches Taylor dispersion after a time of OCPe). 

Comparisons between experiments and numerical simulations based on the 'conventional' 
aSSUIll.phC)I1 of solenoidal velocity fields and without Korteweg stresses yield poor agreement as far 
as the Pe value is concerned that distlnguishes these two regimes. As one possibility, we attribute 
this lack of agreement to the disregard of these telms. An attempt is made to use scaling arguments 
in order to evaluate the importance of the Korteweg stresses and of the assumption of solenoidality. 
While these effects should be strongest in absolute terms when steep concentration fronts exist, i.e. 
at large Pe, they may be relatively most important at lower values of Pe. We subsequently compare 
these conventional simulations to more complete simulations that account for nonvanishing 
divergence as well as Korteweg stresses. While the exact value of the relevant stress coefficients 
are not known, ballpark numbers do exist, and their use in the simulations indicates that these 
stresses may indeed be important. We plan to evaluate these issues in detail by means of comparing 
a space experiment with corresponding simulations, in order to extract more accurate Korteweg 
stress coefficients, and to confirm or deny the importance of such stresses. 
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Introduction and background 

• Many applications give rise to steep concentration 

gradients in the 'miscible interface' region that 

separates miscible liquids: 

- mixing devices 

chemical reactors 

materials processing applications 

- biology and biomedical applications 

- enhanced oil recovery 

•••• 

• Conventional analysis of such flows is based on 

divergence free velocity field 

Stokes or Navier-Stokes equations with 

standard stress tensor 

• How accurate is this approach? 

-

~ 
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a) Divergence effects: 

* continuity equation up + V · (pit) = 0 at 
Dp r7 ~ 
Dt + PV · u = 0 

* conventional assumption 

Dp = 0 -+ V. it = 0 
Dt 

but: when the density of a fluid particle can change as 

a result of diffusion 

Dp I 0 -+ 'V. it I 0 
Dt 

this also leads to modifications in the conventional 

Stokes or Navier Stokes equations 

~ How important are these divergence effects in real 

world applications? 
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b) Non-conventional stresses: 

• Korteweg (1901): additional stresses could 

potentially be important in regions of large 

-

; concentration gradients ('Korteweg stresses') 

• Mathematical form of these stress terms? 

• Suggestions by Davis (1988), Joseph et al. (1996) 

how can the mathematical form be validated? -

= 

what are the signs and numerical values of the 

stress coefficients? 

- estimates by Smith et aJ. (1981), Davis (J988), 

Petit jeans and Maxworthy(1996): 

--1 dyn/cm, but time-dependent 

II 

" 
-

--
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Indications that these stresses may be important in 

many applications, e.g.: 

- Josepb and Renardy (1993): drop of glycerin in 

water (miscible), drop shape is similar to that of 

immiscible drops 

- Hu and Joseph (1992): miscible displacement in a 

Dele-Shaw cell, evidence of an effective surface 

tension? 

- Petit jeans and Maxworthy (1996), Chen and 

Meiburg (1996): displacement of glycerin by 

glycerin/water mixture in a capillary tube: 

discrepancy between flow visualization and 

simulations based on Stokes equation and 

non-divergent velocity field 

- additional attempts to extract 'effective surface 

tension': Kurowski and Misbah (1994), Petit jeans 

(1996), Petit jeans and Kurowski (1997) 
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Principle experiment: Miscible flow in a capillary tube 

c~.~m~~ 

:-1* Ityr;crin~- G1Y<:~ril\C: 
wuertupply Squve rube fill~ willi ill nllid orth~ JUWiy • 

same refnaj-..c Inda u 1I1ZS3 

PMr:isiM bore rube 

\ 
.. u ..-- GlyccnnC' 

ill 

Experiments: Petit jeans & Maxworthy (1996) 

'Conventional' simulations: Chen & Meiburg (1996) 

Main feature: 

A finger of the injected, less viscous fluid propagates 

along the centerline of the tube, leaving behind a film 

of the resident fluid on the wall. 
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I 

-

~ 



--

Experimental and numerical observations! 

• Miscible displacements: no truly steady state, 

eventually Taylor dispersion is approached 

• Large Pe: a quasisteady state evolves for the finger. 

Tip velocity and fraction of more viscous fluid left 

on the wall can be measured. They depend on 

* Peelet number 

* viscosity ratio 

* density ratio 

Pe= Ud 
D 

At == ~2 - ~1 
1-L2 + ~l 

~p d2 
F==g-

P vU 

• Small Pe: no quasisteady finger forms. Finger 

quickly decays. 
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Preliminary simulations 

from Chen and Meiburg (1996), non ... divergent, 

conventional Stokes eqns. (Pe=1,600, At-lOO, F=O) 

'standard' case: 

concentration' 05[ ~~~:= ~-:ii!!iiIi!: :~; 1 

. 
i 

o 0.5 1.0 I.S M ~.5 J,O 
x 

streamlines 

0 . .5 L() 

thickness of fluid film left on the waIl: 
&.6j r----...-----...,...........----.--_ 

· .. 
0.60 • It " ., II ...... : ... - " " , , , .. .: ...... 1 .. ...... ~ ............ : .......... " ;II) · ... .. . ..-

: • : ;;lIt 
• • oc;> . 

:0 · m 0..",5 'I .... '9, l r .. ~ ~ "." .... 'I •• ~ ............ '"' _ .:. .. " ......... : .... •• 'I" ~ • _ 

: : : J!o .. .. " , · . .. -· . '" .. 
- : ; 0 : 

a.jo()······ ".~. -........ :~ .... -9·····,··.i.·.···· .-
\J .. " " .. .. .. . .. · " .. . .. " . . 

" . . . 
" .. . -.. .. " .. · . .. . 

O.·J:S o.---:'":-----.-....--........ --------..J o.z 0.4 0.6 0.8 1,0 

good agreement experiments/simulations 
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Experiment (Petit jeans and Maxworthy 1996): 

measure fraction of more viscous fluid left behind 

on the wall as function of Pe 

Ca 
o I 1 J " 5 6 

1.0 ;.------.•• -.--;--'-~ .~~- ........ _ ..... -"._" •.. "._- .-... -.-... ~ 

0.8 ~ .... ".~ _ ....... ~_ .. ~ ... ,.,_ .... _~_., ... _. __ .--_.~-_ .. _-_ .. " ... - ".-. '. ,.,. 
'~ Cox 

. {]9641 

m :: .• -"~'---"-"-'~1-'~~~-'.:':~ ~~-'mf 
D'~l' ". .. -.. , ... " --....... " .. _ ............. -.. . " ..... -"-"-'" ,t 
o -=.... .." .. " .. ".... . ...... _.. ...- .. - , .. ,. ___ " ...... _ ................ . 

iii i ' ] i , i ( r I ' • , , ' , " t i : , l 1 , it' iii 
() 4«10 3000 12000 : 6000 

h, 

Comparison with immiscible data of Taylor (1961) 

and Cox (1962) suggests value for an effective 

surface tension coefficient 
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formation of spike: 

r 0"11--:---'---~~~---1:~1 
o 2 3 s 6 

r O.S~j ~~=i !==~ =::::~----===;~:----l 
., 1 1 ) .. 6 

:~ i ~~! ~fi~ ~ ~ 
o 1 2 1 .. 

,OJ& ";=; => ii5i ; 
2 3 4 

concentration field 

• 

Aouu 16. (..:z) Unsteady evohltiol1 or the ~Q'nniOD acid for R .. 3, F = -49.18. and Pe = 1600. 
Tuna arc t - 4. 12. aDd 18. Also moW!! u tbe Ic.r",mlia.o pattel'l1 in the reference frame moviD,s 
wich tile t: - l1S COllfour .t t - 18, U weU .. a $kot<;a of itS topology (b), A closed. toroidal 
RlCitclllatio.a tqpoa rotall that leads 10 a 'pi~-oJf'.Jib pbcnomeaoo n~r the lixtgcr til). 

streamline topology 
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• Low Pe: discrepancy between experiments and 

numerical simulations: Experiments show 

quasisteady finger at substantially lower values of 

Pe than the numerical simulations 
-

5 
.. 

Indication of nonconventional stresses? 
-

; 

Note: these stresses should be largest when 

concentration gradients are steep (large Pe), but . 

they could be relatively more important at lower 

values of Pee 

-

I 
~ 
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..... . 

preliminary simulations to evaluate the influence of 

divergence and Korteweg stresses: 

* perform simulations based on Joseph's suggestions 

for the form of the governing equations: 

- split velocity field into solenoidal part and 

divergent part 

.. postulate Korteweg stress terms with coefficients 

of unknown size 

81; 8¢·· 8¢ 
8t + vVx 8x + VVra; 

\7 (p + Q ( ¢> ) )' 

Q(¢) 

f.L 
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Possible space experiment 

Need detailed comparison between experiments and 

numerical simulations at low Pe 

• can't use horizontal tube on the ground, because 

experimental flow is 3-d 

• can't use vertical tube on the ground, because the 

experimental flow develops a 3-d instability at low 

flow rates (low Pe) 

• have to go to microgravity environment in 'order to 

obtain an axisymmetric flow in the experiment 
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Peliminary conclusions 

• Fundamental questions regarding the validity of 

the 'conventional' continuity and StokeslN avier 

Stokes equations in regions of steep concentration 

gradients 

• mathematical formulation and magnitude of 

Korteweg stress coefficients are unknown, although I 

there are suggestions 

• there are indications from experiments and 

-

simulations that these stresses can be important 
~ 

• plan to perform detailed comparison between 

-

microgravity experiment and numerical j 

simulations in order to obtain more accurate 

information 
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LONGITUDINAL AND TRAVERSE WAVES IN COULOMB CRYSTALS 
FORMED IN A DUSTY PLASMA 

ABSTRACT 

A. Bhattacharjee, X. Wang, S. Hu 
The University of Iowa 

A unified theoretical treatment of longitudinal (or compressional) and transverse modes in 
Coulomb crystals formed in a dusty plasma is given. Dispersion relations are obtained for two
dimensional and three-dimensional triangular lattices with hexagonal symmetry. Although the 
acoustic limit is isotropic in all cases, the functional dependence of the dispersion relations on 
the screening parameter K is shown to depend sensitively on the dimensionality of the crystal. 
Dispersion relations are obtained for compressional and transverse lattice waves dominated by 
near-neighbor interactions. Theoretical predictions are compared quantitatively with two recent 
experiments, and new dispersion relations that can be tested by future experiments are identified. 

NASAlCP-2000-210470 1124 



Presentation not available at time of plinting. 

NASAICP-2000-210470 Il25 



DIFFUSIVE COARSENING OF LIQUID FOAMS IN MICROGRA VITY 
I. Veretennikov and J. A. Glazier, 

Department of Physics, University of Notre Dame, Notre Dame, IN 46556 
INTRODUCTION 

Foams could be used very extensively in space (liquid foams in everything from shaving 
cream, to fire extinguishers, and solid foams in thermal insulation, anti-explosion fuel tanks and 
stmctural support elements). One interesting question is whether liquid foams under gravity 
differ in their fundamental physics from foams in micro gravity conditions. 

Foam experiments during paraholic flights have shown new phenomena [1]. An initially 
dry foam sucks liquid from a reservoir located below the foam and an upwards moving wetting 
front develops. TIle liquid now redistributes inside the foam, while preserving the total wetness. 
As a result, the membrane thickness distribution will differ from that on Earth, which will 
change the stability and viscosity of the foam. A new scenatio for foam aging could develop in 
microgravity. Possibly, foam could reach a new metastable configuration, containing several 
large bubbles with thick membranes. For the foatl1 to reach the global, no bubble, equilibrium 
(which is the only final state for fo<un evolution on the Earth) will require almost infinite time, 
suggesting that defoanling could be a real problem in micro gravity. Once created, foanl could 
persist almost forever. 
GOALS 

On Eatth separating the influence of diffusion-driven coarsening on foam stmcture and 
stability from gravity-driven decrease of wetness is difficult. Our main goal is to simulate, to 
some extent, microgravity conditions in the presence of gravity, by reducing or precisely 
controlling gravitational drainage, to check some stages of the proposed scenario for the aging of 
"space" foams. We would like to study the coarsening of foams of different wetnesses stahilized 
by continuous liquid supply from the top, and to detelmine the relations between foam stmcture, 
wetness and rheological propelties. 

Another goal is to investigate how the fluid redistributes through foams. Our earlier 
experiments on flow of two-dimensional foam through a constriction suggest the significance of 
the fluid redistribution between membranes in determining foam's effective viscosity. In the 
presence of gravity, however, the total flow through membranes is less than 5% of the total flow 
through the Plateau horders [2,3]. We hope that using a slowly increasing liquid supply, we will 
be able to estimate membrane thickness changes during the froth to wet foam transition. 

We also would like to develop and test different techniques for foam analysis, which may 
be suitable for micro gravity experiments on the ISS in the future. 
PROPOSED STUDIES 

We will study both wet and dry foams, continuing our Magnetic Resonance Imaging 
(MRI) experiments on foam stmcture to correlate foam's stmcture and rheological properties. 
Since our MRI sample is aligned vertically, the only way to stabilize the foam is to supply 
additional fluid from the top. Varying the flow rate could change the foam wetness. 

First, we will examine the coarsening of such "frozen" foams. We can obtain images of 
the complete three-dimensional stmcture of foams of different wetnesses. These images will 
allow us to obtain bubble size and topology distributions directly. For stabilized foanls with 
controlled wetness we will obtain the effective diffusion constants and hence the estimate for the 
average membrane thickness and its possible variation during coarsening. This technique will 
allow us to study the dry-wet foam transition, and possibly observe the transition from the von 
Neumann/G1azier growth law r=ll2 to the Lifschitz-Slyozov r=t113 behavior, which corresponds 
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to the growth of non-interacting bubbles. Another proposed set of MRI experiments will relate 
foam structure and rheology. We would like to measure effective foam viscosity by means of a 
modified method, used by Callaghan [41 to study the rheological properties of non-Newtonian 
fluids. Foam will he pumped with different speeds into the RF section of the MRI. Measuring the 
radial velocity distlibution and the pressure drop across the RF section, we can obtain an 
effective foam viscosity [4]. We hope that these MRI experiments will allow us to con-elate 
effective foam viscosity with basic fluid viscosity, foam wetness and structure. While MRI 
seems to be the only non-invasive technique available, it is relatively slow, with limited sample 
size. Hence, we would like to test two alternative techniques to compare their data to those 
obtained using MRI. 

For wet foams, we propose to use a foam analyzer [5] to measure bubble size distribution 
as a function of time. This technique is faster than MRI and pennits a much larger sample. In this 
device, a thin glass fiber is inserted repeatedly at different locations vertically through foam at 
known speed. A test light is sent into the fiber. The amount of reflected light depends on the 
refractive index of the medium sun-ounding the tip. Thus, more light is reflected when the tip is 
in gas, than when the tip is in liquid. The reflected light goes hack to the sensor, where the light 
intensity is converted into an electronic signal by a photo-diode. This signal is digitized at a high 
frequency compared to the probe velocity and recorded on a computer for later analysis. A 
method to calculate the three-dimensional size distribution from the one-diluensional chord 
length distribution has been proposed by Weibel [6]. One disadvantage of this technique is that 
the deconvolution requires statistics on thousands of chord lengths to give a reas-onable estimate 
of the bubble volume distribution. 

For dry foam, we would like to try an optical tomographic technique. Scanning a laser 
heam through the foam, we will be able to reconstruct the full foam stmcture including the 
bubhle topologies. In the foam, where laser light crosses a lamella, a very blight point appears. 
Making three simultaneous video images, from the top and sides, allow us to detennine the 
position of the lamella and to detelmine the bubble diameter. The accuracy will be mostly 
detetmined by the rate of scanning and will be limited by the number of bubbles scanned. New 
software should be developed to get structural and topological information from such images. 

We hope the proposed experiments will provide valuable information on structure and 
coarsening of foams with finite controlled wetness, which could predict foam behavior both in 
space and on Earth. The techniques developed for this proposal could also be adapted for use on 
the ISS in the future. 
REFERENCES 
1. D. Noever and R. Cronise, 'Weightless Bubble Lattices: a Case of Froth Wicking," Phys. 

Fluids 6, 1993, p. 2493. 
2. D. Weaire, S. Hutzler, G. Verbist and E. Peter§, "A Review of Foam Drainage," in Advances 

in Chemical Physics 102, edited by I. Prigogine & S. Rice, John Wilky & Sons, 1997. 
3. A. Bhakta and E. Ruckenstein, "Decay of Standing Foams: Drainage, Coalescence and 

Collapse," Advances in Colloid & Interface Science 70, 1997, p. l. 
4. P.T. Callaghan, M.E. Gates, C.J. Rofe and J.B.A.F. Smeulders, " A Study of the "Spurt 

Effect" in Wonnlike Micelles Using Nuclear Magnetic Resonance Microscopy, /I Journal de 
Physique II 6, 1996, p. 375. 

5. CGJ. Bispernik, A.D. Roneltap and A. Prins, "Bubble Size in Foams," Advances in Colloid 
& Interface Science 38, 1992, p. 13. 

6. E.R. Weibel, "Stereological Methods,"vol. 2, Academic Press, N.Y. London, 1980. 
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Foams on Earth (Gravity Presents) 
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liquid 

• Fluid drains out of membranes and leaves the foam 

through the network of Plateau borders. 

• Draining liquid flushes surfactants from the soap films. 

• Buoyancy pushes bubbles upward: 

1. Bubble packing <P « <Pmax ~ 36 % 

2. promotes membrane breakage at the top 

Foams in Microgravity Conditions 

Parabolic flight experiments show (D. Noever & R. Cro

nise, NASA, Huntsville, 1993): 

• Initially dry foam sucks liquid from reservoir. 

• Wetting front moves upward. 
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The color spectrum from red to yellow corresponds to the 

forward time progTession in low gravity (each color shade 

corresponds to 2 s). The solid red area at the bottom is 

• Vertical wetness gradient =? faster aging at the top =? the soap solution reservoir. 

foam destabilization 

• Coarsening and drainage CANNOT be separated. 
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Foam Evolution under Steady Microgravity Conditions 

~ 
~ • All fluid available is sucked into the foam (fast). The overall wetness is strictly preserved during further evolution, 
-..l o 

liquid can only redistribute inside the foam. 

• Gas diffuses from the smaller bubbles to the larger ones regardless of gravity conditions (slow). 

• Decay or growth of bubbles reduces or enhances gas diffusion until the additional fluid from shrinking membranes 

redistributes inside the foam. 

• Diffusion cause the smallest bubbles to disappear. ::::} Total boundary area in the foam decreases. ::::} Average 

~ membrane thickness increases. ::::} Rate of gas diffusion can drop dramatically. 

• Foam may reach a metastable configuration, containing several large bubbles with thick membranes. 

• The global, no bubble equilibrium (which is the only final state of foam evolution on Earth) may require almost 

infinite time. 

~ ~ 

Dry /wet foam stability to soap film Defoaming could be difficult. 

rupture/ structural changes increases. 

Is <P > <Pmax possible? 

~ 

One can separate effects of drainage and 

gas diffusion on foam structure and stability. 
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Goals 

• Simulation, to some extent, of microgravity conditions • Development and testing of different techniques for 

on Earth - foam is stabilized by continuous liquid foam analysis which may be suitable for microgravity 

supply to the top of the column. 

-U-

* Precise control of foam wetness. 

* Effects of gas diffusion and gravity on 

foam aging are partially separated. 

• Experiments on diffusive coarsening of such "frozen" 

foams of various wetnesses. 

-U-

* FUll structural information about foams. 

* Growth law . 

• Relation of foam rheology to foam structure. 

-U-

* Prediction of flow properties 

for "space" foams., 

experiments on the ISS in the future. 
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Earlier analytical and numerical predictions of diffusion

driven growth for the ideal dry (<t> ---+ 0) foam. 
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Stabilized Aqueous Foam 

(Low Viscosity) 

Foam remains stable even after 2 weeks of coarsening, 

Draining Gelatine-Based Foam 

(High Viscosity) 

':':'. 

'.'"'~, 

24b,,' 

Vertical wetness gradient evident at almost all stages of 

while without liquid supply to top of the foam head, the foam evolution even for 4 cm tall foam head. The above 

foam will collapse after 1 hour. No significant wetness gra- images are the maximum intensity projections of full 3D 

dient, even for relatively tall foam head (~ 50 cm). Larger MRI images of liquid foams. One 256 x 128 x 128 image 

membrane thickness provides better signal to noise ratio with spatial resolution approximately 100 Mm requires be

for ~RI. The slowness of MRI is less critical for stabilized tween 30 minutes and 1 hour acquisition, depending on 

foam. number of averages. 
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MRJ of Liquid Foams 

• MRI images of liquid foams contain all necessary infor

mation to reconstruct individual bubbles and extract 

structural and topological information. 

• To eliminate strong magnetic inhomogeneities at the 

gas/liquid interfaces the diamagnetic fluid is doped 

with paramagnetic DyCh and CUS04 to reduce imag

ing artifacts and to enhance spin-lattice relaxation (to 

red uce the longitudinal relaxation time T 1)' 

~ • Liquid foams are difficult to image due to their very 

low signal level caused by their low liquid content. For University of Notre Dame MRI facility: The 300 MHz 

early times we run 2 to 4 averages, yielding integration (7 Tesla) Bruker SvVB Imager. 

times of about 1 hour. For very dry foams we acquire 

up to 16 averages should. 

• Only Plateau borders are visible. 

• Nlodified PGSE method (used by Callaghan for 

measurements of the rheological properties of Non-
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Newtonian fluids) can be adapted to study the rheo- (a) Original central slice of a 3D image of a foam showing 

logical properties of liquid foams. noise and artifacts. (b) The same slice after filtering. 
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Prior Results: Coarsening of 

Non-Stabilized Gelatine-Based Foams. 
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From 3D MRI images we can reconstruct individual bub-
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on topology. The accuracy and statistics of this data are (c) and faces (d). 

mostly limited by the semi-automatic reconstruction algo-

rithm. 
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Wet Foams: Foam Analyzer 
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(C. G. J. Bispernik, A. D. Ronteltap and A. Prins, Advances in Colloid f:j Interface Science, 38, 1992, 13) . 

• With proper surface treatment, the thin probe will not destroy foam lamellae. 

• The measured chord length distributions will allow us to reconstruct the bubble size distribution of the foam and 

to estimate the membrane thickness distribution. (E. R. vVeibel, ((Stereological methods.'J, vol. 2, Academic Press, 

London, 1980). 

• To reduce the amount of data needed for accurate reconstruction we will try to use parametrized distribution~, 

obtained from MRI experiments, and obtain these parameters by fitting measured chord distributions. 
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Non-Stabilized Very Dry Foams: Laser Scanner 
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• In the beam, where laser light crosses a lamella, a very bright point appears. 

• Making simultaneous images, from the top and sides, allows us to determine the membrane position. Three images 

may be needed to eliminate spurious points from multiple reflections. 

• Scanning the laser beam through the foam, we will be able to reconstruct the full structure of very dry foam. Such 

foams cannot be analyzed by MRI because of their extremely low liquid content. 

• The accuracy will be mostly determined by the rate of scanning and will be limited by the number of bubbles 

scanned. 

o Relatively small sample o Fast measurements 
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3 • Designed and built cell for MRI imaging of stabilized aqueous foams. 
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• Conducted preliminary experiments on foam wetness/liquid How rate/foam life-time calibration. 

• Designing and acquiring parts to build foam analyzer. 

• Developing code for fast (up to 30 fps) image acquisition with Dalsa high resolution (1024 x 1024) digital video 

camera. This code will be used for optical tomography. 
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PHASE-SHIFTING L1aUID CRYSTAL POINT-DIFFRACTION 
INTERFEROMETRY 

DeVon W. Griffin 1, Kenneth L. Marshall2 and Carolyn R. Mercer3 

1 MIS 110-3, NASA Glenn Research Center, 21000 Brookpark Road, Cleveland, OH 44135 
2 Laboratory for Laser Energetics, University of Rochester, 250 East River Road, Rochester, 
NY 14623 
3 MIS 77-1, NASA Glenn ReseClrch Center, ::aOOOJ!roEkpark Road, Cleveland, OH 44135 

Microgravity fluid physics experiments frequ-ently measure concentration and temperature. 
Interferometers such as the Twyman Green illustrated in Figure 1 have performed full-field 
measurement of these quantities. As with most such devices, this interferometer uses a 
reference path that is not common with the path through the test section. Recombination of the 
test and reference wavefronts produces interference fringes. Unfortunately, in order to obtain 
stable fringes, the alignment of both the test and reference paths must be maintained to within a 
fraction of the wavelength of the light being used for the measurement. Otherwise, the fringes will 
shift and may disappear. Because these interferometers are extremely sensitive to bumping, 
jarring and transmitted vibration, they are typically mounted on optical isolation tables. 

Schlieren deflectometers or the more recent Shack-Hartmann wavefront sensors also 
measure concentration and temperature in· laboratory fluid flows. Ray optics describe the 
operation of both devices. In a schlieren system, an expanded, collimated beam passes through 
a test section where refractive index gradients deflect rays. A lens focu~es the beam to a filter 
placed in the rear focal plane of the decollimating lens. In a quantitative color schlieren system, 
gradients in the index of refraction appear as colors in the field of view due to the action of the 
color filter. Since sensitivity is a function of the focal length of the decollimating lens, these 
systems are rather long and filter fabrication and calibration is rather difficult. 

A Shack-Hartmann wavefront sensor is .art array of small lenslets. Typical diameters are on 
the order of a few hundred microns. Since theselenslets divide the test section into resolution 
elemenTs, the spatial resolution can be no smaller than an individual lenslet. Such a device was 
recently used to perform high-speed tomography of heated air exiting a 1.27 cm diameter nozzle.' 
While these wavefront sensors are very compact, the limited spatial resolution and the methods 
required for data reduction suggest that a more useful instrument needs to be developed. 

The category of interferometers known as coml1}<m path interferometers can eliminate much 
of the vibration sensitivity associated with traditional interferometry as described above. In these 
devices, division of the amplitude of the wavefront following the test section produces the 
reference beam. Examples of thes~ jristruments include shearing and point diffraction 
interferometers. In the latter case, shown schematically in Figure 2, a lens focuses light passing 
through the test section onto a small djffracting object. Such objects are typically either a circle 
of material on a high quality glass plate or a small sphere in a glass cell. The size of the focused 
spot is several times larger than the object so that the light not intercepted by the diffracting 
object forms the test beam while the diffracted light generates a spherical reference beam. While 
this configuration is mechanically stable, phase shifting one beam with respect to the other is 
difficult due to the common path. Phase shifting enables extremely accurate measurements of 
the phase of the interferogram using only gray scale intensity measurements and is the de facto 
standard of industry. Mercer and Creath2 demonstrated phase shifting in a point diffraction 
interferometer using a spherical spacer in a liquid crystal cell as the diffracting object. By 
changing the voltage across the cell, they were able to shift the phase of the undiffracted beam 
relative to the reference beam generated by diffraction from the sphere. While they applied this 
technology to fluid measurements, the device shifted phase so slowly that it was not useful for 
studying transient phenomena. We hClve identified .s.everal technical problems that precluded 
operation of the device at video frame rates amLintend to solve them to produce a phase-shifting 
liquid crystal point-diffraction interferometer operating at video frame rates. 

The first task is to produce high contrast fringes. Since the diffracted beam is much weaker 
than the transmitted beam, interferograms have poor contrast unless a dye is added to the liquid 
crystal to reduce the intensity of the undiffracted light. Dyes previously used were not rigorously 
characterized and suffered from hysteresis in both the initial alignment state of the device and the 
electro-optic switching characteristics. Hence, our initial effort will identify and characterize dyes 
that do not suffer from these difficulties ancl are readily soluble in the liquid crystal host. 
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Since the ultimate goal of this research is to produce interferometers capable of phase 
shifting at video frame rates, we will quantify the difference in switching times between 
ferroelectric and nematic liquid crystals. While we have more experience with nematic crystals, 
they typically switch more slowly than ferroelectric cells. As part of that effort, we will investigate 
the difference in the modulation of the interferograms as a function of the type of liquid crystal in 
the cel/. 

Because the temporal switching response of a liquid crystal cell is directly related its 
thickness, we intend to explore techniques required to produce cells that are as thin as possible. 
However, the cells must still produce a total phase shift of two pi radians. 

References: 
1. McMackin, L., Hugo, R.J., Pierson, R.E. and Truman, C.R., "High Speed Optical Tomography 
System for Imaging Dynamic Transparent Media," Optics Express, 1, 302-311 (1977). 
2. Mercer, C.R. and Creath, K., "Liquid-Crystal Point-Diffraction Interferometer for Wave-Front 
Measurements, Applied Optics, 35,1633-1642 (1996). 
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ABSTRACT 

DSD - A PARTICLE SIMULATION CODE FOR 
MODELING DUSTY PLASMAS 

G. Joyce, M. Lampe, and G. Ganguli 

Plasma Physics Division 
Washington, DC 20375 

The NRL Dynamically Shielded Dust code (DSD) is a particle simulation code developed to study 
the behavior of strongly coupled, dusty plasmas. The model includes the electrostatiC wake effects 
of plasma ions flowing through plasma electrons, collisions of dust and plasma particles with each 
other and with neutrals. The simulation model contains the short-range strong forces of a shielded 
Coulomb system, and the long-range forces that are caused by the wake. It also includes other 
effects of a flowing plasma such as drag forces. Magnetic fields may also be included in the 
formalism. 
In order to model strongly coupled dust in plasmas, we make use of the techniques of molecular 
dynamics simulation, PIC simulation, and the "particle-particle/particle-mesh" (P3M) technique of 
Hockney and Eastwood. We also make use of the dressed test particle representation of Rostoker 
and Rosenbluth. Many of the techniques we use in the model are common to all PIC plasma 
simulation codes. The unique properties of the code follow from the accurate representation of 
both the short-range aspects of the interaction hetween dust grains, and long-range forces mediated 
by the complete plasma dielectric response. If the streaming velocity is zero, the potential used in 
the model reduces to the Debye-Huckel potential, and the simulation is identical to molecular 
dynamics models of the Yukawa potential. The model basically represents the dust as simulation 
particles interacting via the dressed potential. The plasma appears only implicitly through the 
plasma dispersion function, so it is not necessary in the code to resolve the fast plasma time scales. 

The following studies will be investigated using the DSD particle simulation code: 
CRYSTAL STRUCTURES 
We will determine the crystal structmes which occur under both gravity and microgravity 
conditions, as a function of system parameters such as plasma density, neutral gas pressure, T e, T j , 

dust grain size, ion flow velocity, location in the discharge. In full gravity, structmes will occur in 
the sheath edge region where the ion flow velocity is on the order of the Bohm velocity. In 
microgravity, the structures will be formed in the presheath where the flow velocity is less than 
Bohm In m1ll1Y cases, more than one crystal structure is possible and the free energy difference 
between structures is very small. Thus we will detennine any metastable crystal states as well, by 
starting from very low dust temperature. We will determine the free energy differences between 
states. We will attempt to categorize and explain the different crystal structures seen in various 
regions of the discharges, and in particular to explain the differences between the typically 2-D 
structures seen in terrestrial experiments and the 3-D structures which occur in some regions of 
micro gravity experiments. 
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LATTICE EXCITATIONS AND MELTING TRANSITION 
We will determine the lattice vibration spectra of the various configurations and compare tills to 
experimental measurements by Goree et al in terrestrial experiments, and by Morfill et al in 
micro gravity experiments. As the dust temperature, T d, is increased, we will also look at the 
percentage of condensed defects and isolated dislocations in the lattice, and these results will be 
compared directly to the experimental results of Goree based on Delaunay triangulation. We can 
reproduce the diagnostics used by the experimenters, and in addition we can increase understanding 
by using techniques that are not available in experin1ents, e.g. we can deliberately introduce lattice 
defects of various types, and study their stability, how they spread and merge, and how they affect 
lattice vibrations. We will study in detail the microscopic processes that occur as Td increases 
further and the lattice melts. We will focus on the role played by defects and by vibrational modes, 
and by break-up into domains separated by flowing regions. We will determine whether the 
melting transition is a first- or second-order phase transition, and in the former case will determine 
directly the specific heat of melting. We will compare results with the KTHNY melting theories, 
and later theories (Glaser (1993», to determine quantitatively which if any of the existing theories 
are adequate to describe dusty plasma crystal melting in 2-D and 3-D situations. 
LIQUID STATE 
We will study the structure factors goveming shon-range order in the dust liquid state, such as the 
pair correlation function and orientational corr~lation functions, and compare the results to 
measurements by the Goree group, and by the Morfill group in microgravity. We will determine 
the excitation spectrum in the liquid state. We will study the liquid-solid phase transition from the 
liquid side, to develop understanding of the basic dynamics of crystal formation. Because plasma 
streaming leads to a partially attractive force between dust grains, it is possible that there is a first
order liquid-gas phase transition in the dust plasma. (In an ordinary electron-ion plasma, there is no 
such phase transition, but only a gradual and smooth transition from liquid to gas.) We will 
determine whether there is such a phase transition in any of tbe parameter regin1es accessible to 
terrestrial or micro gravity experiments. 
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AGGREGATION AND GELATION OF ANISOMETRIC COLLOIDAL PARTICLES: 
PRELIMINARY RESULTS AND RESEARCH PLAN 

Michael 1. Solomon and Priya Varadan, Department of Chemical Engineering, University of 
Michigan, Ann Arbor, MI 48109-2136. (mjsolo@umich.edu) 

ABSTRACT 

A research plan for the study of the structure and dynamics of aggregates and gels of colloidal 
rods and platelets by means of static and dynamic light scattering is presented. Studies under 
both quiescent and flow conditions are envisaged. For purposes of comparison, preliminary 
results of the structure and dynamics of spherical colloidal gels are reported. The materials 
studied, sterically stabilized spherical colloidal silica suspended in hexadecane, form stable, 
reversible gels that can be studied by light scattering in the volume fraction range 0.01 - 0.10. 
The gels allow divergences of characteristic times at the gel point to be sensitively probed by 
manipulating temperature. 

INTRODUCTION AND RESEARCH PLAN 

The structure and dynamics of colloidal aggregates and gels have been long investigated by the 
fluid physics community; however, most research has focused on suspensions of spherical 
particles. Yet, aggregates and gels of anisometric particles - colloidal rods and platelets - may 
exhibit structure and dynamics that are quitedilferent from spherical colloids. For example, 
suspensions of colloidal rods gel at extremely low volume fractions and form birefringent 
sediments and the rheology of solutions. Jmd gels of colloidal rods a,nd platelets differs 
dramatically from that of colloidal spheres. [1] Scientifically, studies with anisometric particles 
offer the opportunity to assess the role of al1j~Qtropic excluded volume and particle orientation in 
aggregates and gels. Technologically, anisometric colloids find usc in a wid~_range of materials 
such as ceramics, polymer nanocomposites, -wen-bore drilling fluids and magnetic storage media. 

The specific aim of this research is to use-small and wide-angle light scattering, flow light 
scattering, dynamic light scattering and rheology to study the structure and dynamics of 
aggregates and gels of anisometric particles. Quiescent aggregates and gels will be studied, as 
well as gels subjected to shear deformation. The anisometric particles will be prepared by two 
methods. The first, after Ho et aI., will allow the production of anisometric polymer colloids that 
can be density matched in mixtures of H20 and D20.[2] Because of the elimination of 
sedimentation effects, these materials can be used for ground-based studies at low volume 
fraction. The aqueous solutions of anisometric polymer colloids are not suited for high volume 
fraction studies because the large refractive index contrast between particle and solvent causes 
multiple scattering. At high volume fraction, studies will be performed with inorganic rods 
(boehmite) and platelets (gibbsite) that are coated with silica and grafted with octadecyl 
chains. [1] These now organophilic colloids can be dispersed in non-polar solvents (such as 
hexadecane) in which spherical colloids of similar surface chemistry are known to gel. 
Advantages of such thermoreversible gels are that the interparticle potential is believed to be 
well characterized and their approximate refractive index matching allows single scattering 
studies up to <I> = 0.12.[3] However, because inorganic colloids are prone to sedimentation since 

NASNCP-2000-21 0470 1143 



they cannot be density matched on the ground, the microgravity environment presents 
opportunities for studies that probe a more extensive range of volume fraction, size and shape. 
Specific studies that are planned: (1) Effect of aspect ratio on the fractal dimension and cluster 
radius of quiescently formed anisometric particle aggregates and gels. (2) Effect of shear 
deformation on the structure of anisometric particle gels. (3) The effect of particle shape on the 
dynamic structure factor. (4) Comparison of scattering and rheological studies. 

PRELIMINARY RESULTS 

F or purpose of future comparison, the static and dynamic structure factor of high volume fraction 
gels of spherical colloids have been characterized by means of small and wide-angle static light 
scattering and dynamic light scattering, respectively (Figures t and 2). The effect of shear 
deformation on spherical colloidal gels has also been quantified (Figure 3). Interestingly, Figure 
3 demonstrates that anisotropic scattering is observed even for gels of spherical particles. The 
materials studied are silica colloids (a = 40 nm) with surface grafted octadecyl chains dispersed 
in the solvent hexadecane. The materials gel below a critical temperature. The results illustrate 
that ground-based experiments with inorganic colloidal gels are possible, provided that the 
deleterious effects of sedimentation can be ameliorated by means of studies at sufficiently high 
volume fraction. Note that the ability to sensitively probe the divergences of characteristic times 
associated with the gelation transition (Figure 2) by precise control of temperature provides a 
means to study the relationship between colloidal gelation and the lass transition. 
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Figure 1. Static structure of a silica 
sphere/ hexadecane gel. ~ is the cluster 
radius. Fits are for the model of Sinha et 
aI., 1984. [4] 
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Figure 3. Scattering anisotropY of a 
quiescent (t) and sheared (b) silica! 
hexadecane gel (cp = 0.10) in the flow
vorticity plane. The shear rate is 120 S'I. 
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Gelation Kinetics in Aerosols 
c. Sorensen, A. Chakrabarti, W. Hagemann, D. Fischbach, D. Shi, and D. Fry 

Department of Physics, Kansas State Univer:::;ity, l\fanhattan, KS 66506-2601 

Abstract 

Our recent work has demonstrated that an aerogelation process occurs in acetylene 
diffusion flames and is responsible for the formation of millimeter sized soot [1]. This work 
is the first demonstration of gelation in the aerosol phase. Furthermore, our measurements 
indicate that the aggregates grow too quickly (by a factor of 400) to be described by the 
Smoluchowski Equation (SE). Based on our previous measurements of the rate constant in 
dilute aerosol systems which were in agreement with kinetic theory [2], we concluded that this 
too fast kinetic:::; was a result of a breakdown of the SE as the system became concentrated, 
i.e., as the gel point was approached. 

The goal of our present work is to understand aggregation kinetics when a particulate 
system becomes concentrated. Aerosols are the idea system for such a study because, unlike 
colloid:::;, there are no solvent mediate effects influencing the particles. Moreover, this allows 
us to make direct comparison between experiment and simulation. vVe are currently advanc
ing our work on three fronts: 1) further :::;tudies of acetylene soot formation, 2) aggregation 
in dense Ti02 aerosols and 3) large-scale simulation of diffusion-limited cIu:::;ter aggregation 
in both two and three dimensional systems. Our preliminary simulations suggest that a 
fast aggregation kinetics takes place for concentrated systems, while for dilute system the 
aggregation kinetics is consistent with a mean-field kinetic theory. Understanding this fast 
kinetics in dense systems and the corresponding breakdown of the mean-field theory is the 
main motivation for the theoretical research. 

References: 

[1] C. M. Sorensen, W. B. Hagemann, T. J. Rush, H. Huang, and C. Oh. Phys. Rev. Lett. 
80, 1782 (1998). 
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NOVEL OPTICAL DIAGNOSTIC TECHNIQUES 
FOR STUDYING PARTICLE DEPOSITION 

UPON LARGE CYLINDERS IN A SHEARED SUSPENSION 

M. Yoda and B. C. Bailey 
School of Mechanical Engineering, Georgia Institute of Technology 

ABSTRACT 

On a twelve-month voyage to Mars, one astronaut will require at least two tons of potable water 
and two tons of pure oxygen. Efficient, reliable fluid reclamation is therefore necessary for 
manned space exploration. Space habitats require a compact, flexible and robust apparatus 
capable of solid-fluid mechanical separation over a wide range of fluid and particle densities and 
particle sizes. In space, centrifugal filtration, where particles suspended in fluid are captured by 
rotating fixed-fiber mat filters, is a logical candidate for mechanical separation. Non-colloidal 
particles are deposited on the fibers due to inertial impaction or direct interception. Since 
rotation rates are easily adjustable, inertial effects are the most practical way to control 
separation rates for a wide variety of multiphase mixtures in variable gravity environments. 
Understanding how fluid inertia and differential fluid-particle inertia, characterized by the 
Reynolds and Stokes numbers, respectively, affect deposition is critical in optimizing filtration in 
a microgravity environment. 

This work will develop non-intrusive optical diagnostic techniques for directly visualizing where 
and when non-colloidal particles deposit upon, or contact, solid surfaces: "particle proximity 
sensors." To model particle deposition upon a single filter fiber, these sensors will be used in 
ground-based experiments to study particle dynamics as in the vicinity of a large (compared with 
the particles) cylinder in a simply sheared (i.e., linearly-varying, zero-mean velocity profile) 
neutrally-buoyant, refractive-index matched solid-liquid suspension. 

The objectives of this new research project arc: 
1. To develop new optical diagnostic techniques for directly visualizing where and when 

particles deposit on a solid surface using fluorescent activation or quenching of an 
indicator species bound to the particle when it approaches (comes within 0(100 nm) of) 
the ligand-bound surface; 

2. To design and test a compact, self-contained experimental apparatus to study sheared 
refractive index-matched suspensions; and 

3. To use this apparatus in ground-based experiments to study particle deposition on one 
large cylinder immersed in simple shear flow of a neutrally buoyant suspension. 

Particle proximity sensors are based upon the ligand-specific nature of many common 
fluorescent species. Fluorescent emission from these so-called "fluorescent indicators" will 
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either be quenched or activated in the presence of some minimum concentration of a specific ion. 
For example, the fluorescent intensity of disodium fluorescein decreases by nearly an order of 
magnitude as pH decreases from 7 to 5. We have already identified several candidate fluorescent 
indicators that are quenched by pH and calcium ion concentration gradients. 

Given that most of these indicators are used in biochemical applications, these fluorescent 
indicators have been mainly characterized for aqueous chemistries. The suspension liquids 
currently used by most investigators are, however, organic solvents. We are therefore 
developing new alternative suspension systems based upon aqueous salt solutions that will match 
both the refractive index and density of commercially available polymethylmethacrylate 
(PMMA) particles. An aqueous neutrally-buoyant, refractive index-matched suspension system 
will allow us to use pH- and Ca ++-specific fluorescent indicators with their well-characterized 
behavior, and take advantage of standard techniques for binding these indicators to the surface of 
and/or incorporating these indicators within the bulk of PMMA particles. Using these 
fluorescent indicators would also greatly simplify preparation of the solid surface; binding H+, 
OIr or Ca ++ ions to solid glass surfaces using silanes is standard chemical procedure. 
Development of a novel water-based suspension system would also greatly simplify suspension 
mechanics experiments in terms of cost and chemical hazards. 

We plan to use particle proximity sensors to study particle dynamics near a large cylinder 
immersed in a simply sheared suspension. As the dyed particles approach the cylinder, whose 
surface is bound with the appropriate ion, the fluorescent indicator bound to the particle surface 
will be quenched when the particle is within 0(100 nm) of the cylinder. The kinetics of this 
quenching should be virtually instantaneous, occurring within 0(10 nsec). If the flow is 
illuminated by light at the appropriate exciting wavelength, the quenched particles can be imaged 
at the illumination wavelength to determine particle deposition upon the cylinder, while the 
unquenched particle dynamics away from the cylinder can be imaged at the fluorescence 
wavelength. The effects of fluid inertia, flow confinement (due to finite test section width), and 
ratio of particle to cylinder diameter will be explored. The results will be compared with our 
previous studies of a cylinder immersed in a simply sheared Newtonian liquid. 

This ground-based project is the first step towards "heavy" and "light" suspension flow 
experiments in microgravity. Considering the current limitations of computational techniques in 
many-particle suspension simulations and the impossibility of decoupling inertial and buoyancy 
effects upon Earth, microgravity environments are ideal for studying the effects of differential 
particle-fluid inertia. In addition, particle proximity sensors could be a valuable diagnostic 
techinque in studying several multiphase flow problems of importance in manned space 
exploration, such as dust deposition on solar arrays and seal degradation in dusty environments. 

NASA/CP-2000-2 1 0470 1149 
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Novel Optical Diagnostic 
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Particle Deposition 

M. Yoda and B. C. Bailey 
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Motivation 

• Study interaction of noncolloidal particles with solid 
surfaces in sheared particle-liquid suspensions 

• Fluid and particle inertia (Re and St) effects on 
- Particle contact and deposition upon solid surfaces 

'. Nonintrusive "particle proximity sensor" 
- Indicator on particle reversibly and rapidly triggered when 

particle within small distance « 1 Jlm) of surface 
- Optical changes (e.g. color, intensity) easily detectable 

without disturbing flow 

• Reduced-gravity application: centrifugal filtration 
- Separate particles from fluid to reclaim water and air 
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Objectives 

• Develop "particle proximity sensors": techniques 
for visualizing noncolloidal particle contact with 
(deposition on) solid surfaces 
- Fluorescent particles "tum off' as they approach solid 

surface due to ligand concentration gradient 
- Reversible, nonintrusive technique 

• Use technique to study particle deposition upon 
cylinders in simple shear flow of neutrally 
buoyant suspension 
- Model filter fiber in centrifugal filtration 
- Basic bluff body flow 
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Model Suspension Systems 

• Optical techniques used in suspension systems 
with refractive index- and density-matched phases 

• Current suspension systems use organic liquids 
- Three liquids to match n, p of PMMA or PS particles 
- Viscosity of liquid phase 0(100 cP) 

• New aqueous suspension system 
- Two liquids (water, glycerin) + one salt (ammonium 

thiocyanate) to match n, p of PMMA particles 
- Fluorescent indicators require aqueous chemistry: 
- Lower viscosity liquid phase 
- Less chemical hazard 
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Suspension Characteristics 

• 59.8% (w/w) water and 11.2% (w/w) glycerin 
solutions ofNH4SCN match n of 100-200 J.lm dia. 
PMMA particles (n == 1.487) 

• Mix in different proportions to vary liquid density 
- At Ig, match PMMA density (p == 1.19 g/cm3) with 

54.0% (w/w) aqueous solution 
- At low g, heavy and light index-matched suspensions 

• Transmission for 1 cm thick suspension >95% at 
5% particle volume fraction, 23°C, 514.5 nrn 

• Viscosity of liquid phase O( 1 0 cP) 

I I I 1111111111111111111 II I 1111111111'11111111111111111111111111 111111111111'1_111111111111111 
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Particle Proximity Sensor 

• Use one of the common fluorescent Cart indicators 
- Can be irreversibly bound to PMMA surfaces 

- Add Ca++ in low (ppm) concentrations to suspension 

- Coat solid surface with porous polymer layer that binds 
~ .... . Ca++::=:} Ca++ concentration gradient next to surface 

• Ca++ indicator on particle quenches within O( 1 00 
nm) of Cart -depleted solid surface 
- Reversible: particle leaving surface fluoresces again 

- Instantaneous: indicator responds within O( IOns) 

• Use as tracer particles in new aqueous suspension 
to study suspension mechanics and particle contact 
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Cylinder in Simple Shear 

• Centrifugal filtration 
- Particles deposited upon 

rotating filter basket 
:;:';";';::;= ~ :::;::::?: : 

- Cylinder in simply sheared suspension models particle 
deposition upon single filter fiber in body-fixed frame 

11'11"11111'1'1"11 '" 'I I "'"'~IIII"'III"II'I'I' 'I II 111'1 

Streamlines for torque
free circular cylinder in 
single-phase simple 
shear at ReG == 8 
(Zettner and Y oda 2000) 
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Experimental Setup 

Cylinder in simply lK X lK~l;;\?:'· 
sheared suspension ICCD· 

• Two cameras 
imaging different 
wavelengths 

- Illunlinating A ::::} 
Particle 
trajectories 

t,}, ()~ t 

f~ .. , 

(;~ r::< .<:.::; j lJ rt 

Dichroic 
beamsp Ii tter 

Polymer
coated 
cylinder 

Couette 
channel belt ~Jt:::"~:::-) 

Opaque particles 
contacting cylinder 
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Future Work 

• Year 1: Technique Development 
- Test various Ca++ indicators for PMMA particles; 

develop porous polymer layer for glass surfaces 

• Year 2: Technique Calibration 
- Calibrate particle contact sensor in basic sedimentation 

flow (heavy particles) 

• Years 3 and 4: Cylinders in Simply Sheared 
Inertial Suspension 
- Fixed and torque-free circular and elliptical cylinders: 

cylinder diameter » particle diameter 

- Suspension mechanics and particle deposition 

I III IIIIIIIIIHIIIIIII 1'111 1111 I 11'11111111 1111111111111111111111 II 11111111111111111 I 
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Effect of Pressure on Microstructure of C12E/n-Octane-in-D20 Microemulsions 

s. Ferdinand, D. Bossev, and M. E. Paulaitis 

Depmtment of Chemical Engineering 
The Johns Hopkins University 

Baltimore, Maryland 21218 

Forced Rayleigh scattering was used to measure the self-diffusion coefficients of oil dmplets 

dispersed in a water-continuous phase of the C I2E/n-octane-in-DzO micmemulsion at atmospheric 

pressure as a function of temperature from 17.34 to 24.55°C, and at 26.2°C as a function of 

pressure up to 534 bar. Droplet self-diffusion coefficients were found to decrease by a factor of 

two with increa<;ing temperature fmm the emulsification failure boundary to the phase boundary for 

this phase and the lamellar phase. This decrease is attributed to a reduction in the spontaneous 

curvature of the oil/water interl"ace, leading to a transition from spherical to larger non-spherical oil 

droplets in water with increasing temperature. The ~ffect of increasing pressure, like decreasing 

temperature, leads to a comparable incre~~_the oil dmplet self-diffusion coefficients, which is 

attributed to an increase in the spontaneous CU1::v~ture of the oil/water inteIiace, and a transition 

from non-spherical to smaller spherical oil droplets in water. We conclude from these results that 

the spontaneous curvature of the oil/water interface is sensitive to pressure, with increasing 

curvature corresponding to increasing pressure. This conclusion is consistent with the observed 

pressure-induced sequence of phase transitions observed for mixtures of C;Ej suIiactants, liquid 

alkanes, and water. These results motivate further studies to detemune the extent to which 

pressure will stabilize certain morphologies that can be used as organic templates for inorganic 

polyme11zations in the aqueous phase. The use of oil-in-water microemulsions takes advantage of 

the fact that the oil phase is compressible, and as such, pressure can control microstructure during 

the synthesis reaction. By uncoupling self-assembly from the inorganic synthesis using pressure 

as an additional process variable, existing synthesis strategies may benefit from enhanced control 

of the reaction process, and entirely new strategies may be contemplated. 

NASAlCP-2000-210470 1159 
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A·b.strac·t 

.~.Forced Rayleigh scattering was used. to measure: the self·d:iffusioD 

1E1~ : ··tall 

.;coerticients of oil droplets dispersed in a water-continuous phase oftbe 
.iClzEJn.,octane-in-D10microemtdsionat atmospheric .pressure as a 

:function of temperature from 17 .34to24~5SoC, and at26~2°C as a 
function. of pressure up to 534 bar. .Droplet .self·diffusi:oo coefficients 'were' 

• found to decrease bya factor of two with increasing temperature from the 
.: emulsltication failure boundary to thepbase boundary for thispbase and 
·the lameUar phase. This decrease is attributed to a reduction in the 
: ··spontaneous eun~ature of the oil/water :inte.rface., leading to. a transition 
from spberical to larger non~spberical'oi1droplets in wa:ter':with 

· . increasing. temperature .. ''}'':beeffect of .increasing pressure, like decreasing 
· temperature" leads to 8: comparable increase tbe oil droplet self .. diffusion 
eoemcients~ which is attributed to an increase in the;spontaneous 

+.,. ....... C· .. L ·'11 ··t ." t ~ d·::itr ,:Iti :f '. h '"'_1 curvauu e 0: ·Ule ot . '\Va. er In· ertaee, an '. 8)':!..anSIlOD:rom.non .. sp ·encw 
tosmallet> spberlcaloildropl~ts:in wa.ter.ll~. . . 
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Specific Aims 
I~.I 

The specificscientitic objective of our research is to characterize 
experimentally and theoreticany both the kinetics of pbase separation and 
the·metastable.structures produced dun:ng phase separation in a 

.• .: 'I . i ~ .. t Th . .'. 1 .. . · " <,lDlcrograVlty enVJromnen ,. e parttcuars,ystemswe are examining 
;!i[;jCODUdn .smtactants •• The large: ~ength scales and slower tim~ 9f ~~ 
:i(!separaUon 1ft :surfactant-contaimng systems make observations of icntical 

.. ·.··.·f1uctuationsand·metastable. structures convenient_ A kev feature of our ... .. . .. ~ 

approach ·is to use ground-based measurements . of critical. phenomena in 
hi· ·h d .. ty d··f~ • *' • d·· l·~·* . d·b t I f h· ..wc . .. ensJ ... .J ·lerencesare mUlUruze . · or e lnnnate .....•• y con ·ro cO . p .. sse 

.:densitiesusi:ng compressible ttuids~Tbese experiments wiD define the key 
.•.••• I::measurements and .systems for .study .in shuttle experiments in which 

···.......Hj·:, ••. } •• · ....... ·i~{·i::·.:'i:densitydiffereneesareirrelevant. As· part of ·tbis \lrorkwe ·willalso 

·"?i:!}:t1!'t~=~::ar::;.::::::;!:::.nt aggregates and the . · 
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Infhisstudy, we determined the ·effect of pressure ona nomonic surfactantloil-in-water 
microemu1siollcon~isting of 3 .. 7 wt9'o pe.ntaetbylene glycolmonoo,odecyl ether (C1zE5)' 
4.3 '\l1%n-octane, and 92~Owt%D20 at2,6.2°C and pressures up to -500 bar .. For this 
system, we expect pressure to stabilize single-phase dispersions of oil droplets in water 
o\rer the formation of a lamellar pbase 

II, 'I 1 I II' i 1]1 ! III, i II ~ "lilli" 



~ 
Ul 

~ , 
N 

~ o 
Higlj .. Pressurt1Forced Rayleigh Scattering 

Bath generator· 

.J; _:".,., •••••. , 

" •• ~h,··:····!' 

•••.••.. , l·~O'I ... ~ 
:~ "-' 

... 
. ~ .~ 

." ." .. 

l in 
·IM 

I' ., 

'··He~Ne la..~r 
'/) (reading) 

hermocoutlle,s J I 'III .. 

~i:::::::U '-Il~ 

Q N=N. .... flu . Q . u: '.' . f.:h 
.. . .... ,; , , ; .J!e 
Q--N(CH. hll., i\ N=· N{CH, ,)2 /II J. 



Z 
:> 
Ul 

~ ... 

~. 
'? 
t~ ...... 
~ 
-...J o 

'.'11\' I' 1111'111111 

Diffusion Coefficients of Oil Droplets in 
C12Es",Oil-in-Water Microemulsions 
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• phase boundaries between siQg1e·pha~ 
oil .. in .. water dispersion and lamellar phase 

PRESSURE CON"r'ROLS i\tUCROSTRIJCTUR,f.; THR()U(;U 
StfRFACTANT·TAILGROIJP .. ()lL I.NT~:·RAeTtoNs 

• droplet dtffUdoncoomcit:nts incre.ase with inereasing 
'pt~ss:ure due to no~btrical"'to~spherleaJ shape ctuu'Me 
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Conclusions 
.11 

• We conclude frornthese resultstbatthe spontaneous curvature of tlleoi)/ 
.. t~·· "t* t . • h·· * tu water In,erdlce 1S seMI I'Ve ., o pressure, WIt IncreasIng curva .re 

correspondi.ng to increasing! [pressure. This conclusion is consistent with 
the observed pressure-induced sequence of pbase transitions observed for 

I rmtxtures of, C!Ej surfactants, liquid atkanes, and ·water. These results 
motivate.·further . studies to determine .itbe extent, to which pressure will 

,. , stabilize certain morphologies that can be used as organic templates for 
inorganicpolymerizatioDS in tbe aqueous phase" The use of oil·in-water 

" .. , •. microemuisions·takes ad"tfantage of the fact that·the oU phase is 
:.: •. icompressible, and as sucb,pressure canco.ntrolmicrostructure during the 

·,:·i) ··.>:syntbesisreaction. By uncoupling self-assembly from the inorganic 
:1 •. f,synthesis,:using pressure 8san additional process ·variable, existing 
! ··syntbesis·strategies may benet1t from enhanced control of the reaction 
.... process, and entirely ·ne"l strategies may be contemplated. 
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Work In Progress 
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.,!PreJimi:naryhigh-pressure SANS measurements on C11EJn-octaneIDzO 
,microemulsions show ,3 pressure..,induced shape change from eylind:ricaJ to 
: spberical,oiJ-in-water droplets at 26.2°C~ 
,The palr distance distributionfuDction,:p(r),givesaspberical droplet 
····radius of 89 :A, while a Guinier analysis gives. a cyUnderradiusof 76 ± sA 
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Work In Progress 
I·~n LJU 

• We are measuring the kinetics of phase separation for th.e CllE/n~octaneJD10 
systematisQPycnlc condidons using low angle Jightscatteri:ng. Isothermal 
pressure quenc.besfrom the one~pbase region into the two-phase, liquid-liquid 
equUibrimu region are used to initiate phase :separatlon. 
0 ' Ii * w' "d<t t' th t' d" " d"t· d I" t .' •• . ' urpremmary res" tSIl)' lcae ' 's,un 'er lSOpycmCCi()D . I lOllS,·', rop e' ~lze 
can becontroDedby pressure during ,phase, separationfO!f droplets on the i 

order of a micron in diameter<t\Ve :plan to probe the phase separation, kinetics 
onsubmicroD 'lengthscaJ.es using smallang!e neut.ron and forced Rayleigh 
scattering* 



NON-EQUILIBRIUM PARTICLE CONFIGURATION 
IN SEDIMENT A TION 

x.-Y. Lei, B. 1. Ackerson and P. Tong 

Department of Physics, Oklahoma State University, Stillwater, OK 74078 

ABSTRACT 

In the study of the settling of large non-Brownian particles, one is interested in 
understanding the effect of the long-range hydrodynamic interactions on the 
microstructures formed in the settling suspension and fmding the direct link between the 
microscopic particle configuration and the macroscopic properties of the suspension, 
such as the mean sedimentation velocity and the velocity fluctuations (the rms velocity) 
as a function of the particle concentration. We have recently proposed [1] that statistical 
or spontaneous number fluctuations of the particles can produce regions having more (or 
less) particles than the average. These heavier (or lighter) regions are convectively 
unstable, when the size becomes larger than the diffusive dissipation length 8d• Using the 
Rayleigh criterion, the value of Od is calculated and the result agrees with experiment. 
Above the length Od, a set of coarse-grained equations of motion is used to describe the 
concentration and velocity fluctuations in sedimentation. The model provides a physical 
interpretation for the emergence of a velocity cut-ofT length, which prevents 
hydrodynamic dispersion coefficients from being divergent. 

To test these theoretical ideas, we conduct measurements of the particle 
configuration in a settling suspension of large no~ Brownian particles. The particles used 
in the experiment are 40 ~m diameter polymer latex spheres suspended in polyalkylene 
glycol at the volume fraction 0.4%. A sheet of laser light is used to illuminate a vertical 
section of the settling suspension and images of the particles are obtained using a CCD 
camera situated normal to the illuminating light sheet. Figure 1 shows a typical particle 
configuration in sedimentation. Superimposing a series of such pictures taken at 15-
second intervals shows a turbulent looking velocity field with rather large velocity 
fluctuations. The particle configurations in sedimentation look random but the number 
fluctuations of the particles are found to be suppressed when compared with Poisson 
statistics for pure random configurations. Figure 2 compares typical number fluctuations 
(number of particles in a circle of fixed area) measured in sedimentation (upper curve) 
with those in pure random configurations (lower curve). Systematic statistical analysis 
shows that the number fluctuations of the settling particles become more and more 
suppressed with time. At the later stage of the settling process, the suppression is most 
striking at large length scales. These findings are consistent with the notion that the 
convective response of the suspension to ordinal)' number fluctuations reduces and 
eliminates them, bringing the suspension to a marginally stable state, in which the 
statistics are such that unstable convection is minimized. 

[1] "A two- fluid description of particle sedimentation," P. Tong and B. 1. Ackerson, 
submitted to Phys. Fluids. 

NASA/CP-2000-210470 1168 



Fig. I A typical configuration of non-Brownian particles in sedimentation. 
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Fig. 2 Typical number fluctuations (number of particles in a circle of fixed area) 
measured in sedimentation (upper curve) and those with Poisson statistics in pure 
random configurations (lower curve). 
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DYNAMICS OF GRAIN BOUNDARIES IN 2D COLLOIDS 

Q. -H. Wei and X. -L. Wu 
Department of Physics and Astronomy, University of Pittsburgh, Pittsburgh, PA 15260 

Grain boundaries are the longest known crystal defects and the development of grain strm.:tures 
plays a critical role in the properties of many kinds of matelials such as ceramics, metals, and 
semiconductors [1]. While the equilibrium stlUctures of grain boundaries have been known very 
well to atomic resolution through electron microscopy [2] and soap bubble model studies [3], the 
dynamics process of grain boundary migration driven by external forces or thermal fluctuation is 
riot well established. 

In this presentation, we report the non-equilibrium behavior of grain boundaries in a model 
system, consisting of a monolayer of colloidal particles confined in a soap film. A great 
advantage of this model system is that structure and of' boundaries can be studied 
instantaneously. The 2D film is 
formed by drawing a thin plastic 
frame with a hole in the center 
from a bulk monodispersed 
colloidal suspension. Due to the 
gravity and water evaporation, the 
thickness of the soap film becomes 
comparable to the particle 
dIameter; Teading to the curving of 
the water-air intelface. This curved 
meniscus between particles poses 
an attractive interaction between 
colloidal particles, which are 
otherwise hard-sphere like. TIns 
attractive capillary force causes the colloidal particles to self-assemble forming crystals which 
are usually polycrystalline with an average grain size up to hundreds of lattice constants, as 
shown in Fig. la. Using a larger magnification, one can easily distinguish large- and small-angle 
grain boundaries, which, as indicated respectively by L and S in Fig. I b, are different from those 
commonly seen in textbooks [4]. 

An interesting observation is that when an external periodic vertical vibration is applied to the 
particle suspension, the grain boundaries are observed to move if the vibration amplitude is large 
enough. Here, the lower boundary of the film is in contact with the bulk suspension, and the 
mechanical vibration is coupled to the film through capillary waves excited on the bulk surface 
due to the Faraday instability. A series of pictures in Fig. 2 show how typically grain boundaries 
evolve under vibration with a frequency of -100 Hz. The total length of the grain boundaries 
decreases, usually in a monotonic fashion, and finally disappears. The detail process of grain 
boundary migration is in general rather complex, because the mobility of a grain boundary 
depends not only on the relative orientation of the two grains, but also on the direction of the 
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boundary. As a result the mobility is not a constant but varies along the boundary. However, the 
evolution of grain boundaries under external forcing does show certain simple features: (1) Small 
loops of defect lines are eliminated first, as seen in Fig. 2a-b, and the effect is somewhat 
similarly to domain coarsening seen in phase-separating fluids. (2) Before the merging of two 
domains, the boundary between them becomes fuzzy and discontinuous (Fig. 2b and 2c). 
Observations under the high power magnification show a rather continuous transition from the 
large- to the small-angle grain boundaries. In the process, domains are seen to rotate coherently. 
(3) The elimination of small-angle grain boundaries is much more rapid than the large-angle ones 
(Fig. 2c-d). 

TIle application of the external vibration not only offers a mean of 
studying defect dynamics but also provides a robust way to grow 
high-quaIity 2D single colloidal crystals of size never achieved 
before (Fig.3) [5]. Because the assembly process relies on the 
capillary force, particles of different materials and with various 
surface propelties can be crystallized in this way. Since the freely 
suspended film provides an environment similar to biological 
memhranes, the technique may be potentially useful for growing 2D 
crystals of membrane proteins, of which only a handful have been 
successfully crystallized. 

Reference 
[1] G. Gottstein, and L. S. Shvindlerman, Grain Boundary Migration in Metals: Thermo
dynamics, Kinetics, Applications (CRC Press, 1999) 
[2] See Grain Boundary Structure and Related Phenomena, (Minakami, Gunma Prefecture, 
Japan, 1985). 
[3] W. L. Bragg, and J. F. Nye, Proc. Roy. Soc., A19, 474(1947). 
[4] P. M. Chaikin, and T. C. Lubensky, Principles of Condensed Matter Physics, (Cambridge 
University Press 1995). 
[5] Q. -H. Wei, D. Cupid, X. -L. Wu, (submitted). 
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Abstract 
A unique model system for 20 grain boundaries is 
presented, which consists of monolayer of mono
dispersed colloidal beads embedded in a soap film. 
External mechanical vibrations of sufficient stren
gth are observed to initiate grain boundary migra
tion and annihilation, and grain rotation. The total 
length of grain boundaries are found to decay wi th 
time logarithmically. This phenomenon, called 
"mechanical annealing", also provides a robust 
way tOI 'grow larg,e 20 single cOllloidal crystals. 
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Photonic Crystals Based on Self-Assembly 
of Colloidal Particles 

D. Weitz 
Harvard University 

Photonic crystals are systems in which the refractive index periodically changes in space. These 
structures show interesting optical properties which may lead to the suppression of propagation 
of light within a certain frequency range. During the last years there have been strong efforts to 
fabricate such materials with spatial periodicities lying in range of the wavelength of visihle 
light. 
One possible approach to fabricate these materials is the use of colloidal particles. We use self
organization of colloidal particles to produce these periodic structures. By using organic and 
inorganic materials we control both the elastic and scattering properties of the particles and the 
lattice. We determine the structures and opticilJjJroperties of the colloidal crystal by optical 
microscopy and light scattering experiments. By p~!forming light scattering measurements in the 
optical microscope simultaneously with imaging, we study the scattering from a region with 
known defect structure. These new materialsh_ave great potential for a variety of optical 
communication devices. Possible technical applications are discussed. 
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GRAVITATIONAL EFFECTS ON 
FLOW INSTABILITY AND TRANSITION IN LOW DENSITY JETS 

A.K. Agrawal', K. Parthasarathy', K. Pasumarthi', and D.W. Griffin2 

'School of Aerospace and Mechanical Eng., University of Oklahoma, Nonnan, OK 73019 
2NASA Glenn Research Center, 21000 Brookpark Road, Cleveland, OH 44135 

ABSTRACT 
Recent experiments (e.g., Monkewitz et aI, 1990; Subbarao and Cantwell, 1992; Kyle and 

Sreenivasan, 1993) have shown that low-density gas jets injected into a high-density ambient gas 
undergo an instability mode, leading to highly-pcriodic oscillations in the flow-field for certain 
conditions. The transition from laminar to turbulent flow in these jets is abrupt, without the 
gradual change in scales. Even the fine scale turbulent structure repeats itself with extreme 
regularity from cycle to cycle. Similar observations were obtained in buoyancy-dominated and 
momentum-dominated jets characterized by the Richardson numbers, Ri = [gD(Pa-pj)/pjU/] 
where g is the gravitational acceleration, D is the jet diameter, pa and pj are, respectively, the 
free-stream and jet densities, andU] is the mean jet exit velocity. At high Richardson numbers, 
the instability is presumably caused by buoyancy since the flow-oscillation frequency (f) or the 
Strouhal number, St = [fDIVj] scales with Ri. In momentum-dominated jets, however, the 
Strouhal number of the oscillating flow is relatively independent of the Ri. In this case, a local 
absolute instability is predicted (e.g., by Monkewitz and Sohn, 1988) in the potential core of 
low-density jets with S [= p/pa] < 0.7, which agrees qualitatively with experiments. 

Although the instability in gas jets of high Richardson numbers is attributed to buoyancy, 
direct physical evidence has not been acquired in experiments. If the instability is indeed caused 
by buoyancy, the near-field flow structure of the jet will change significantly when the buoyancy 
is removed, for example, in the microgravity environment. Thus, quantitative data on the spatial 
and temporal evolutions of the instability, length and time scale of the oscillating mode and its 
effects on the mean flow and breakdown of the potential core are needed in normal and 
microgravity to delineate gravitational effects in buoyant jets. 

In momentum dominated low-density jets, the instability is speculated to originate in the 
potential core. However, experiments have not succeeded in identifying the direct physical cause 
of the instability. For example, the theory (Monkewitz and Sohn, 1988) predicts an oscillating 
mode for S<0.62 in the limit of zero momentum thickness, which contradicts with the 
experimental findings of Kyle and Sreenivasan (1993). The analyses of momentum-dominated 
jets neglect buoyancy effects because of the small Richardson number. Although this assumption 
is appropriate in the potential core, the gravitational effects are important in the annular region 
surrounding the jet, where the density and velocity gradients are large. This reasoning provides 
basis for the hypothesis that the instability in low Richardosn number jets studied by Kyle and 
Sreenivasan (1993) and Monkewitz et al. (1990) is caused by buoyancy. The stliking similarity 
in characteristics of the instability and virtually the identical conclusions reached by Subbarao 
and Cantwell (1992) in buoyant (Ri>0.5) helium jets on one hand and by Kyle and Sreenivasan 
(1993) in momentum-dominated (Ri<IxIO-3

) helium jets on the other support this hypothesis. 
However, quantitative experiments in normal and microgravity are necessary to obtain direct 
physical evidence of buoyancy effects on the flow instability and structure of momentum
dominated low-density jets. 

The primary objective of this new research project is to quantify how buoyancy affects the 
flow instability and structure in the near field of low-density jets. The flow will be described by 
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the spatial and temporal evolutions of the instability, length and time scales of the oscillating 
mode, and the mean and fluctuating concentration fields. To meet this objective, concentration 
measurements will be obtained across the whole field using quantitative Rainbow Schlieren 
Deflectometry (AI-Ammar et al. 1998), providing spatial resolution of 0.1 mm and temporal 
resolution of 0.017s to 1 ms. The experimentaLef(ort will be supplemented with linear stability 
analysis of low-density jets by considering buoyancy. 

• The first objective of this research is to investigate the effects of gravity on the flow 
instability and structure of low-density jets. The flow instability in these jets has been 
attributed to buoyancy. By removing buoyancy in our experiments, we seek to obtain the 
direct physical evidence of the instability mechanism. In the absence of the instability, the 
flow structure will undergo a significant change. We seek to quanti fy these changes by 
mapping the flow field (in terms of the concentration profiles) of these jets at non-buoyant 
conditions. Such information is presently lacking in the existing literature. 

• The second objective of this research is to determine if the instability in momentum-driven, 
low-density jets is caused by buoyancy. At these conditions, the buoyancy effects are 
commonly ignored because of the small Richardson based on global parameters. By 
eliminating buoyancy in our experiments, globally as well as locally, we seek to examine the 
possibility that the instability mechanism in self-excited, buoyant or momentum-driven jets is 
the same. To meet this objective, we would quantify the jet flow in normal and microgravity, 
while systematically decreasing the Richardson number from buoyancy-driven to momentum 
driven flow regime. 

• The third objective of this research is to perform a linear stability analysis of low-density gas 
jets by including the gravitational effects. The flow oscillations in these jets are attributed to 
an absolute instability, whereby the disturbance grows exponentially at the site to ultimately 
contaminate the entire flow field. We seek to study the characteristics of both convective and 
absolute instabilities and demarcate the boundary between them. 

REFERENCES 
AI-Ammar, K., Agrawal, A.K., GollahalIi, S.R., and Griffin, D., 1998, "Application of 

Rainbow Schlieren Deflectometry for Concentration Measurements in an Axisymmetric Helium 
Jet," Experiments in Fluids., vol. 25, pp. 89-95. 

Kyle, D.M., and Sreenivasan, K.R., 1993, "The Instability and Breakdown of a Round 
Variable-Density Jet," Journal ofPluid Mechanics, vol. 249, pp. 6] 9-664. 

Monkewitz, P.A., Bechert, D.W., Barsikow, B., and Lehmann, B., 1990, "Self-Excited 
Oscillations and Mixing in a Heated Round Jet," Journal of Fluid Mechanics, vol. 213, pp. 611-
639. 

Monkewitz, P.A., and Sohn, K.D., 1988, "Absolute Instability in Hot Jets," AlAA Journal, 
vol. 26, pp. 911-916. 

Subbarao, E.R., and Cantwell, B.J., 1992, "Investigation of a Co-flowing Buoyant Jet: 
Experiments on the Effect of Reynolds Number and Richardson Number," Journal of Fluid 
Mechanics, vol. 245, pp. 69-90. 
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LATTICE-BOLTZMANN METHODS FOR MULTIPHASE 
FLOWS IN MICRO GRAVITY ENVIRONMENTS 

R. Chell a 
Florida State University 

Tallahassee, Fl 32310 
ABSTRACT 

This is a newly funded project to use lattice-Boltzmann techniques to provide a computa
tionally efficient and robust approach to study multi phase flow and transport in microgravit y 
en vironmerts. The project objectives and approach are summarized, and some preliminary 
results provided. 
Objectives 

• Phase Separation Under Externally Applied Flows - Study of the influence of 
externally applied flows in retarding phase separation and stabilizing non-equilibrium 
morphologies in binary fluids undergoing spinodal decomposition and nucleation and 
growth of droplets. Analysis of time-dependent shear and normal stresses developed 
in these complex fluids. 

• Phase Separation In Confined Geometries - Study o[ the role of short-range and 
long-range interactions at solid surfaces on phase separation of binary fluids in confined 
geometries. Quantitatively, to study the range of parameters where the transition from 
one morphology to the other occurs, and the scaling behavior of the structure factor 
and the growth law of the characteristic length scale o[ the grO\ving domains. 

• Contact Line Dynamics - Study of droplet spreading, in particular the ev olution 
of the contact angle in droplet spreading, influence of the short-range and long-range 
solid-fluid in teractions on the equilibrium droplet shape and scaling relations [or the 
slip velociiy in terms of the surface tension, viscosity of the advancing fluid, and the 
deviation of the contact angle from its equilibrium value. Dynamics of the contact line 
at a moving solid surface, in particular, the ev olutionof the advancing and receding 
contact angles, and their dependence on the in terfacial tension, fluid viscosities, and 
v eloci~· of the moving solid surface. 

Approach 
A mesoscopic approach, \vith the system characterized by a coarse-grained free-energy func
tional of a conserved order parameter. The evolution o[ the order parameter field is described 
by a Cahn-Hilliard type equation. The velocity field satisfies a modified Navier-Stokes equa
tion that includes an explicit coupling term to the order parameter field, arising from the 
non-ideal particle in teractions. The differenti(ll in teractions of binary fluids with solid sur
faces are taken in to accourt by appropriate modification of the free-energy functional. This 
approach allo ws for the inclusion, in a consistent manner, of in teraction with solid walls 
that that cannot be easily included in a classica.l contin uum formllation. Numerical solution 
is carried out using a lattice-Boltzmann tec hnique. The computational advantages of this 
tec hnique include ease of handling boundary conditions at solid boundaries and free surfaces, 
and amenability to parallelization due to the local nature of the formulation. This makes 
the study of rnuIt.iphase flows in irregular geometries and three-dimensions feasible. 
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Preliminary Results 
Phase Separation Under Externally Applied Flows 
The structure factor for spinodal decomposition under shear flow is shown in Fig. 1. In 
accordance with published small-angle light scattering studies, an ellipse quickly develops 
which elongates and rotates at early times, and the relative intensity in the direction of the 
major axes decreases with time and finally disappears. 

Phase Separation In Confined Geometries 
In confined geometries, both the morphology and kinetics of phase separation can be affected 
by varying the ratio of interfacial tension to wetting forces. In Fig. 2, bicontin uous, capsule, 
or plug configurations arc observed with increase in \vetting forces. 

.' . 
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Contact Line Dynamics 
Shown in the figure below, is a comparison of the ev olution of droplet shape under the 
influence only of short-range forces (upper figure), and of both short-range and long-range 
forces (10 vIer figure) . 
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RESONANCE EFFECTS IN A HORIZONTAL DOUBLE-DIFFUSIVE 
LA YER UNDER GRAVITY MODULATION 

ABSTRACT 

c. F. Chen and Cho Lik Chan 
Department of Aerospace and Mechanical Engineering 

The University of Arizona, Tucson, AZ 85721-0119 USA 

A ground-based research effort is planned to investigate the effect of gravity modulation on 
sing1e- and double-diffusive convection systems, particularly the resonance effect. Two con
vection systems are selected for the proposed study. One is a horizontal double-diffusive fluid 
layer stably stratified by a solute gradient being heated from below. The other is a differen
tially heated layer of fluid. These two systems share a common characteristic: Under steady 
gravity, the first bifurcation is in the oscillatory mode, hereafter referred to as the internal 
mode. Our linear stability theory results show that, under gravity modulation, the first bifur
cation onsets in a quasi-periodic mode in which the instability oscillates at two incommensu
rate frequencies whose sum is the forcing frequency. When the forcing or modulation fre
quency is increased to approximately twice the frequency of the internal mode, resonance 
occurs and manifests in two aspects: the instability oscillates in the subharmonic mode, 
exactly half of the forcing frequency, and the critical Rayleigh number is lowered, quite dra
matically in some instances for a double-diffusive layer of low PrandtI number fluid under 
reduced gravity. 

We plan to conduct experimental investigations and numerical simulations concurrently for 
both systems. An oscillating platform will be designed and constructed at a constant ampli
tude but with variable frequency. The test tanks will be designed with transparent walls for 
flow visualization and for flow field measurement by PlY. Flow oscillations will also be 
measured by differential thermocouples fixed in fluid layers. For the vertical layer experi
ment, a 39% ethanol-water solution with Pr = 26 will be used in a tank 0.4 cm in width. 
Based on linear stability theory, resonance wiII occur at the oscillation frequency of 1.5 Hz. 
For the horizontal double-diffusive layer, we plan to use a salt-water solution to examine the 
more subtle aspects of the effect of resonance, such as the switchover of the instabilities in 
the non-resonant modulation regime from a quasi-periodic oscillation mode to the subhar
monic oscillation mode in the resonant case. 

For the numerical simulations, we plan to modify an existing code capable of solving two
dimensional, time-dependent, double-diffusive convection driven by surface-tension gra
dients and buoyancy. This code has been validated and yielded good results when compared 
with experiments. A three-dimensional code will be developed to capture the full complexity 
of the problem. 

Both modes of investigation will be used to ascertain (i) the evolution of the quasi-periodic 
and subharmonic instabilities into fully nonlinear flow fields, (1i) the effect of gravity 
modulation on the heat transfer and mixing of solutes in the supercritical states, and (iii) the 
boundary effects due to finite geometry on the critical condition, as well as the nonlinear 
state. Comparisons of results between experiments and simulations will validate the code. 
Once the code has been validated, it will be used to investigate the effect of gravity modula
tion on convection systems in reduced gravity and microgravity applications. The code will 
also be used to carry out parameter studies to optimize the design of space experiments. 
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RESONA~CE EFFECTS IN SINGLE· AND DOUBLE·DD'.'LSIVE 
SYSTEMS L1\"])ER GRAVITY MQDLl""ATION 

C. F. Chen and Cho Lik Chan 
Department of Aero~pace and Mechanical Engineering 

The University of Arizona 
Tucson, AZ 85721-0119 USA 

• Ground-ba.;;ed research is planned to investigate the effect of gravity 
modulation On single- and double-diffusive convection systems, 
particularly the resonance effect. 

• Two convection systems are selected for study: a differentially heated 
vertical fluid layer with Pr> 12,5 and a horizontal stably stratified fluid 
layer being heated from below. Under steady gravity, both systems 
bifurcate into an oscillatory mode, hereafter referred 10 as the internal 
mode. 

• Linear stability theory shows that. under gravity modulation. the fIrst 
bifurcation onsets in a quasi-periodic mode in which the instability 
oscillates at two incommensurate frequencie~ who~e sum is the forcing 
frequency_ 

• When the modulation fre.quency is approximately twice the frequency of 
the internal mode, resonance occurs; the instability uscillates in the 
subharmonic mode; and the critical I~ayleigh number is lowered, quite 
dramatically in ~ome instan<:es for a double-diffusive layer of low Pr. 

• Experimental investigations and numerical sinlUlations will be carried out 
concurrently for both systems . 
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LINEAR STABILITY RES1:LTS FOR A HORIZONTAL 
DOUBLE-DIFFUSIVE LAYER 

A horizontal fluid layer stably stratified by solutc is heatcd from below under 
gravity modulation. Using the fonnulation by Terrones and Chen (JFM. 255, 301-
321. 1993). we obtained the following resonance results fOI Pr = 0.01) R

J
= 3200, 

and Le ;;;; 3.33 x 10J at three different amplitude ratios, h = g 1/ go . 
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In the figure, Rl = gD'.tJ.T lJ3 Iv/(; m = 0.02/k; ...... is the subbannonic mode; and 

is the quasi-periodic mode. 
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RESULTS OE1 LINEARSTABILITY ANALYSIS 
FOR THE VERTICAL LAYER 

(Chen & Chen,]FlW, 395,327-344, 1999) 

A vertical fluid layer of thkkness D is heated differentially with temperature 
difference I::lT. The· oscillatory gravity is g = go + gl cos!1l. Linear stability 
analysis by Floquct theory was carried out. Results of the critical Grashof members 
Goc are shown for constant gIl go = 0.5 ~ with increasing frequ~ncy, rOT a fluid with 

Pr = 25. Resonant interaction is dearly exhibited for 45 < w < 60. 
" 
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~VMERICAL SIMULATIONS 

• TwowDimensional Transient Simulation 

The two-dimensional fluid flow equations are cast in vorticity and stream 

function form. The dimensionless equations aTe 

dW a a ? (" a T as) -+-a (um)+-(VCO)=Pr(V-m)+Pr RT--Rs -at x J y dx dX 

V~~--Q) 

iJT J a 
-+-(uT)+~(vT)=V7 at ax Jy 

with the dimensionless parameters 

v 
Pr=-

I.; 
, 

-- --- -

To render the equations nondimensional, we used the following ch~cteristic 
- --------

quantities: the height H for length. H 2/7<: for time, I.;/H for velocity. 6T for 

temperature, and MJ' for ~olute (waler). The domain 1S rectangu]ar. The algorithm 

is capable of· naridTIng specified temper·anlre~ heat fllfx,:or mIx~d _~oundMy 
conditions for the energy equation. Sitni1arly~ it can handle spedJied concentration, 

mass flux. or mixed boundary conditions for the mass transport equation. As for 

the fluid flow equation, velocity can be specified on all surfaces. Furthennore, 

surface tension gradient-driven flow cunditions can alsu be simulated on the top 

surface. 
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The finite difference method (FDM) is used to ~olve these equations. The 

Laplacian opemtor is discretized using a central difference. the convection term 

is approximated by an upwind difference, and the time marching is modeled by 

the Crank-Nicholson method. The discretized equations are solved by 

successive over-relaxation (SOR), which is parallelized using a dOD"min 

decomposition method. The algorithm is validated using previous results for the 

square cavity problem. The vorticity predictions along the moving boundary are 

within 0.1 %. 

This program has been used to si mulate the transient two-dimensional therIllal 

and solutal capillary motion in a stratified fluid (Chan & Chen, Int. 1. Heat 

Mass Tran.~f, 42, 2143-2159, 1999). The program has been modified to inc1ude 

the effect of gravity modulation. We will be using this program to simulate 

some experiments, especially those dominated by 2-D effects. 

• Three-Dimensional Transient Simulations 

We plan to develop a full three-dimensional transient algorithm for double

diffusive convection with gravity modulation in a rectangular domain. We plan 

to use the primitive variables algorithm with a Poisson equation for pressure. 

Central difference will be used tor the diffusion tenns, and upwind difference 

will be employed for the convectIon tenns. A Crank-Nicholson method will be 

used for marching in time. These discretized equations are solved by SOR, 

which will be vedorizeU and. parallelized using a domain decomposition 

method. \Vc will perform simulations to investigate the onset of convection 

under gravity modulation and nonlinear effects. Simulations of experimental 

confignrations will also be done. 
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SEPARA TION OF CARBON MONOXIDE AND CARBON DIOXIDE 
FOR MARS ISRU - CONCEPTS 

M. Douglas LeVan 
Department of Chemical Engineering, Vanderbilt University 

Box 1604, Station B, Nashville, TN 37235 
John E, Finn 

Astrobiology Technology Branch, MIS 239-15 
NASA Ames Research Center, Moffett Field, CA 94035-1000 

K. R. Sridhar 
Department of Aerospace and Mechanical Engineering 

The University of Arizona, P.O. Box 210016, Tucson, AZ 85721 

ABSTRACT 
Solid oxide electrolyzers, such as electrolysis cells utilizing yttria-stabilized zirconia, can 
produce oxygen from Mars atmospheric carbon dioxide and reject carbon monoxide and 
unreacted carbon dioxide in a separate stream. The oxygen-production process has been shown 
to be far more efficient if the high-pressure, unreacted carbon dioxide can be separated and 
recycled back into the feed stream. Additionally, the mass of the adsorption compressor can be 
reduced. Also, the carbon monoxide by-product is a valuable fuel for space exploration and 
habitation, with applications from fuel cells to production of hydrocarbons and plastics. 

In our research, we will design, construct, and test an innovative, robust, low mass, low power 
separation device that can recover carbon dioxide and carbon monoxide for Mars ISRU. Such 
fundamental process technology, involving gas-solid phase separation in a reduced gravitational 
environment, will help to enable Human Exploration and Development of Space. 

1\1ars atlTIosph 

95% CO 2 

3% N 2 

2%Ar 
0.007 bar 

ere I 
adsorption 

compression 
(NASA Ames) 

CO2 
(I bar) 

COz ....... 

Nz-Ar 

CO 2 electrolysis 
(Arizona) 

Oz 

! CO + CO z 

CO ICO 2 

separation --"' CO 

(Vanderbilt) 

Figure 1. Diagram of system for conversion of the Mars atmosphere to a N2-Ar mixture, 
high-pressure CO;, O2, and CO. 

The separation device will be scaled to operate with a C02 sorption compressor and a zirconia 
electrolysis device built at the NASA Ames Research Center and the University of Arizona, 
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respectively. Figure 1 is a diagram of the overall system, incorporating the three critical 
elements of compression, electrolysis, and separation. 

For the CO/C02 separator, we envision a thermally-driven adsorption-based separation system 
that combines elements of TSA, PSA, and adsorption compression. One such possible system is 
shown in Figure 2. 

co 

Feed at low 

temperature 

Heating, no flow 

(internal CO 2 

pressure rises) 

C02 

Blowdown at 

high temperature 

Cooling, no flow 

(internal CO 2 

pressure falls) 

Figure 2. Four-step adsorption cycle for separation of CO and CO2. CO is produc;ed at the feed 
pressure (e.g., I bar); CO2 product is expanded to a pressure determined by the requirements of 
the zirconia cell. Two beds are needed. The steps are as follows: (1) Feed step: the bed is fed 
with the CO/C02 mixture. The bed contains a C02 selective adsorbent, and CO is produced as 
product. Little CO is adsorQed. (2) Heating step: as the bed is healed, the pressure increases. 
(3) Blowdown step: CO2 at high pressure is allowed to pass into a storage tank at a pressure 
sufficient to feed the zirconia cell. (4) Cooling step: the bed is cooled prior to returning it to the 
feed step. 

Research needs for the design shown in Figure 2 are as follows: 
• The best adsorbent for the process must be detennined. 
• Adsorption isothenns must be measured, both for pure components and mixtures. 
• Mathematical modeling must be performed to provide a solid framework for design. 
• The separation system must be constructed and tested. 
• System integration must be studied. 
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Introduction 

Solid oxide electrolyzers, such as electrolysis cells utilizing yttria
stabilized zirconia, can produce oxygen from Mars atmospheric carbon 
dioxide and reject carbon monoxide and unreacted carbon dioxide in a 
separate stream. The oxygen-production process has been shown to be 
far more efficient if the high-pressure, unreacted carbon dioxide can be 
separated and recycled back into the feed stream. Additionally, the mass 
of the adsorption compressor can be reduced. Also, the carbon monoxide 
by-product is a valuable fuel for space exploration and habitation, with 
i : 

iapplications from fuel cells to production of hydrocarbons and plastics. 

In our research, we will design, construct, and test an innovative, robust, 
low mass, low power separation device that can recover carbon dioxide 
and carbon monoxide for Mars ISRU. Such fundamental process 
technology, involving gas-solid phase separation in a reduced gravitational 
environment, will help to enable Human Exploration and Development of 
Space. 
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~ Solid Oxide Electrolysis Cell: 
N 

~ Yttria-Stabilized Zirconia (YSZ) 

~ D.C. voltage source 

N --o 

.. anode 

• ,~ YSZ electrolyte 
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~ Possible Separation Device 
N ....... 
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co 

CO+C02 

Feed at low 
temperature 

CO2 

Heating, no flow Blowdown at Cooling, no flow 
(internal CO2 high temperature (internal CO2 
pressure rises) pressure falls) 

We envision a thermally
driven adsorption-based 
separation system that 
combines elements of 
TSA, PSA, and adsorption 
compression. A four 
step cycle is shown. CO 
is produced at the feed 
pressure (e.g., 1 bar); 
0)2 product is expanded, 
to a pressure determined 
by the requirements of 
the zirconia cell. Two 
beds are needed. 
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Cycle Steps & Path 

(1) Feed: bed is fed with 
COfC02 mixture. It contains 
an adsorbent selective to 
CO2, CO is produced as 
product. Little CO is 
adsorbed. 

(2) Heating: as the bed is heated, 
the pressure increases. 

(3) Slowdown: CO2 at high 
pressure is allowed to pass 
into a storage tank at a 
pressure sufficient to feed 
the zircdnia cell. 

(4) Cooling: the bed is 
cooled prior to returning it 
to the feed step. 

,-.., 
t:,'i: 
; 
'-" 

gf 
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0.1 

0,01 1 (1111111 'Ii'''! 'III,,! ~'I~jd J~~L;i ~~;i~;1 
0.001 n nl 10 100 1000 

pressure (torr) 

CO2 isotherms on NaX zeolite (Finn). 
Path is for cycle between 273 K and 373 K. 
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Sample Calculations 
. Iii 

Basis: 1 kg/day O2 ; 50% conversion/pass in Y;SZ cell; i!NJaX adsorbent; 
adsorption at 273 K and heating at 373 K (integrated with 
Martian day and zirconia cell thermal envelope). 

From material balance, 2.75 kg/day of CO2 must be compressed. 

Path points (equilibrium loadings and pressures): 
• End of feed: loading of CO2 (at 273 K, 0.5 bar) will be 18 wt %. 

• End of blowdown: loading of CO2 (at 373 K, 1 bar) will be 9 wt %. 

• End of cooling: pressure of CO2 (at 9 wt %, 273 K) will be 10 torr. 
(The product of the feed step will be more than 98% CO.) 

Desorbing at higher temperatures will increase the CO product purity. 
For example, if desorption were at 448 K, the residual loading would be 
only 3 wt 0/0, giving a residual partial pressure of CO2 in the feed product 
stream of only 0.4 torr, corresponding to 99.95% CO in the product. 



~ 
(J'J 

>n r Calculations show the following: 
§ 
N -
~ • Losses of CO2 will be small. With the 373 K desorption temperature, 

the CO2 partial pressure in the CO stream is only 10 torr . 

• With 50% conversion in zirconia cell, only about half the CO2 needs to 
be compressed by the compressor, compared to a process without the 
separator. The adsorption compressor and zirconia cell can be smaller. 

~ • The purity of the CO stream can be adjusted by changing the 
~ 

desorption temperature (or the adsorption temperature) . 

• Although residual CO2 pressures are small after regeneration, the CO2 

loading is not small, e.g., 9 wt %. (A vacuum step would waste CO2). 

• Beds of NaX for a process to make 1 kg O2 and 1.75 kg CO over a 6 hr 
period would contain 3.8 kg NaX or over a 25 hr period would contain 
0.92 kg NaX. Basis: a bed on stream for CO2 recovery for 30 minutes; 
6 wt % CO2 loadingl swing on adsorbent (e.g., 9 wt % to 15 wt %). 
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Design Goals 

Design goals for the separator are as follows: 

• to permit essentially complete conversion of CO2 to products O2 and CO 

• to permit essentially complete recovery of CO 

• to separate unreacted CO2 such that it can be recycled back to the 
zirconia cell 

- this requires a CO2 product pressure of 1 bar 

- high purity CO2 in the recycle is not required since the reaction 
continues to produce CO 

• to be able to generate CO product at various purities 
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Research Needs 

Research needs for the design shown are as follows: 

• The best adsorbent for the process must be determined. 

• Adsorption isotherms must be measured, both for pure components 
and mixtures . 

~ • Mathematical modeling must be performed to provide a solid framework 
for design. 

• The separation system must be constructed and tested. 

• System integration must be studied. 
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RIVULET DYNAMICS 
WITH VARIABLE GRAVITY AND WIND SHEAR 

ABSTRACT 

lS. Marshall and R. Ettema 
Iowa Institute of Hydraulic Research 

University of Iowa 
Iowa City, Iowa 

This study investigates rivulet dynamics under conditions of variable gravity and 
wind shear. Particular attention is focused on the dynamics of systems comprising a large 
number of interacting rivulets, which typically fonn following breakup of a liquid sheet. 
Rivulets fonn when the upper free surface of a liquid sheet flowing over a rigid plate 
deflects downward and connects to the plate. The flow within the liquid layer may be 
driven by forces such as wind shear or gravity. The onset of rivulet fomlation may he 
triggered by a variety of effects, such as surface roughness of the solid plate, turbulence 
in the air stream, or thennocapillary instahility of the liquid-gas intelface. At the head of 
the rivulet, the liquid-gas-solid contact line fonns a U-shaped pattern on the plate. 
Downstream of the formation point, rivulets exhihit a variety of instabilities, including 
lateral meandering and vertical instabilities that lead to beading and drop fall-off from the 
rivulet tip. 

Rivulets play an important role in a wide variety of applications in the energy, 
chemical and aerospace industries. Rivulet fonnation on the wings of an airplane flying 
in rain decrease the aerodynamic efficiency and (under freezing conditions) control the 
pattem of ice fOImation on the wings. Rivulet fonnation enhances heat transfer rate to the 
liquid stream due to the large ratio of liquid surface area to cross-sectional area. This fact 
has been used in a variety of cooling systems, including cooling streams of solar panels, 
tubes of mist-cooled heat condensers, and liquid-metal hlanket cooling of fusion reactors. 
Mass transfer rates to rivulets is important for applications such as trickle-phase chemical 
reactors, flow over a catalytic pellet bed, and flow within columns with structured 
packing. Rivulet fonnation in two-phase liquid-gas flow in a tube controls the transition 
between annular flow to droplet flow. Rivulet fOlmation is an undesirahle feature in 
several coating processes that limits the minimum thickness of the coating sheet and 
results in inefficient and non-uniform coating of the suhstrate. 

The project will utilize micro gravity conditions to investigate rivulet dynamics with 
variable gravity and wind shear. The p1anned experiments will he conducted using a 
centrifugal "Couette flume", consisting of inner and outer cylinders and a liquid water 
layer of a prescribed thickness coating the inner surface of the outer cylinder. Rotation of 
the outer cylinder produces different effective gravitational conditions due to the radial 
centrifugal force. Differential rotation of the inner cylinder is used to generate a 
prescribed wind shear. Data on rivulet fonnation and geometry will be obtained using 
two different laser-induced fluorescent imaging methods. The experiments will be 

NASA/CP-2000-210470 1217 



conducted through the NASA Parabolic Flight Program A computational study of the 
rivulet field will simultaneously be performed and used to aid in interpretation of the 
experimental results. Particular focus is placed on the effect on the rivulet system 
dynamics of different models for the moving contact line at the liquid-gas-solid interface. 
Comparison of the experimental data with computational predictions will be used to 
develop a capability to accurately model liquid sheet breakup and its later evolution as a 
field of interacting rivulets . 

........... 
Beartng 

Waler Inlel 

Floor 

(a) 

Walerlnlel 

Inner Cylinder 

Ouler Cylinder 

liquid Sheel 

Instrument Frame 
(Cameras, lighling & optics) 

(b) 

Fig. I.Schematic diagram showing the Couette flume device in (a) plallform (left) and (b) 
cross-sectional (right) views. Shaded (gray) regions indicate the annular test 
section between the two rotating cylinders. 
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RIVULET DYNAMICS 
WITH VARIABLE GRAVITY 

AND WIND SHEAR 
J .S. Marshall and R. Ette rna 

Iowa Institute of Hydraulic Research 
University of Iowa 

Iowa City, Iowa 

Student Participant: Jeff McAllister 

Objective 

To examine the effect of gravitational acceleration on the 
following three stages of liquid sheet development in the 
presence of wind shear: 

1. sheet breakup into rivulets 

2. system of interacting rivulets 

3. rivulet breakdown into droplet flow 

The research will examine both the transition between these 
stages and the dynaInics of interacting rivulet systems. 
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Appll·cations of Rivulet Sysfems 

VVater~rivuLet nov.) al frIgid ten1perature over an JncHned 
srTIOQth aluminum surface 
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NumerIcal Method 

• Vertical: Galerkin method with polynomial test 
functions 

• Horizontal: Finite-difference method with periodic 
boundary conditions 

Experimental Methodology' 

• Apparatus: rotating Coueue flume 

• LIF to quantify variations in I iquid sheet thickness 

• PIV to measure flow velocities 
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Rotating 

Motor 
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Image A~~9~ls~tlon System. 

Rotating Table 
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Time Table 

Year 1: May, 2000 - November 2000 

• Design and pcrfom1 preliminary testing of experimental 
apparatus 

• Develop computational Inethod without contact lines 

Year 2: December, 2000 - November~ 2001 

• Construction and laboratory testing of experimental 
apparatus 

• Computational study of rivulet formarion mechanisms 

• Develop computational model with moving contact lines 

Year 3: December, 2001 - November, 2002 

• Parabolic flight test experiments for isothermal tlow 

• Compute systems of interacting rivulets 

• Compare experimental and computational rcsult!\ 

Year 4: December) 2002 - November, 2003 

• Parabolic flight test cxperinlents with heat transfer 

• Compute rivulet breakup 

• Compare experimental and computational results 
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PERIODIC FLOW AND ITS EFFECT ON THE MASS TRANSFER OF A 
SPECIES 

ABSTRACT 

A. Thomas and R. Narayanan 
Department of Chemical Engineering 

University of Florida 
Gainesville, FL 32611 

Separating species from air is of great importance to many industries, and of special interest to 
the space program as one seeks novel ways to revitalize the air environment. P~riQdic flow can 
be used to aid in the separation of dilute species in a diluant known as a can'ier. Calculations 
show that the mass transfer in the presence of periodic flow gives a great enhancement of the 
total mass transfer of a dilute species over that of pure molecular diffusion. If two dilute species 
are introduced in a mixture such that one has a higher diffusion coefficient making it the faster 
diffuser, the total mass transfer of the faster diffuser may either be higher or lower than the total 
mass transfer of the slower diffusing species. As the periodicity of the flow changes, so does the 
ratio of the mass transfer of the faster diffuser to the slower diffuser, the slower diffuser having 
the higher mass transfer for a region of frequencies. The qualitative nature of the results depend 
upon the diffusion coefficients, the frequency of oscillations and the geometry. Consequently a 
COrRe system in a nitrogen carrier will yield qualitatively different results than a COrCRt 
system, and these will both differ from an Ethanol-Glucose system in water. These findings will 
be presented with an explanation of the physics of mass transfer and its relationship to the 
diffusivities of each species, the periodicity of the system, and the kinematic viscosity of the 
carrier fluid. Details of an existing experimental set-up, built to verify these fmdings, will be 
given in the poster presentation.--
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Imagine a tube connecting two reservoirs. The reservoir on the right 
has a pure carrier gas while the one on the left has a dilute amount of 
another species. As shown in the top left figure, if left undisturbed, the 
dilute species will diffuse from left to right due to pure molecular 
diffusion. If the fluid exhibits pulsatile flow, the nearly parabolic flow 
profile will initially cause the species to axially diffuse down the tube 
and radially diffuse to the boundary (top right). When the flow 
reverses itself, the species at the boundary now diffuses to the core of 
the tube (bottom left). On the next cycle, the species is now convected 
down the tube and again radially diffuses (bottom right) thus 
transporting the species down the tube in a zig-zag fashion. If two 
dilute species were present, each would transport at different rates 
because of differing diffusion coefficients. 
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Piston Movement 
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Vx == 0 at y == 0 and y == h 

Flow Rate = h ~~ (~onccntration Boundary Condition 
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- ac 
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Total Mass Transfer 
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Up to three crossover frequencies where the mass transfer is the same 
can occur. The frrst crossover occurs because faster diffusing helium 
reaches the slow moving boundary more than the slower diffusing 
carbon dioxide. This retards the mass transfer of helium more than 
the carbon dioxide. This is similar to Taylor diffusion. The second 
crossover, if it occurs, is when neither species has enough time to 
rleach the slow moving boundary before the next cycle begins. 
Because helium initially has the advantage, it will overtake the 
carbon dioxide to produce a second crossover. As the frequency 
increases, "wiggles" in the flow profile become more apparent where 
areas of reverse flow can hinder the mass transfer of a species that 
diffuses into these areas. The faster moving species has more of a 
chance to reach these areas thus it could produce a third crossover 
where the slower diffusing species again will have the higher mass 
transfer. 



~ 
[/) 

>n r 
§ 
t~ ...... 
o ... 
-.l o 

-tv 
W 

'" 

I'IIIIIIIIII'!III!IIIIII' 

R: ) a'·· t~··;·I~O·· . 0'" ·f·: t:h' ;e" lr'o" t····a···· I' ~ ~a·:· '5" 5 
.. : .. ~ .:.... :.... - ..... ...: " .. ) .. J ,:,...;..1', .... -.. : .. J ' ....... ;. .~. . .... ,;" IVI .: ..... : ',.. . .... . 

l :·r·· a:·: n· s··~e':····rs:·····: #0':" ·r: 3": .,: B"'I-n" a:: .ry ... .:" S· '1:/s··te··:·····mr

; .. ·5' . : .... : ....' I'. ;. 11 .. /.:... .' .. ' : . . .. .i. i· .. .J :.....) ..' .... : . :., 

-. 
~ 
rI'.J. 

~ 
~ 
."""" 
~ 
~ 
o --rJJ. ;:; 
Q"I 
rI'.J. 

~ 
~ 
."""" 
~ 

6 

5 

4 

3 

2 

~ 1 
~ 
~ 

Il.... lIe-CO 2 

He-CH4 CH4-C()2 

/ 

1--- -- -- 1 
; I 
! i 

I DHe = .775 cm2/sec I 
I DCH4 = .215 cm2/sec , 
i DC02 = .156 cm2/sec I 

I ......................................................................................................... .l 

o J 

o ,.., 4 6 8 012141 

Fr(~qt:l{~n(~y of Oscilatiln (Q) (Hi) 

III!II'I'IIIII II 111!I'l'll 11'~11'1'1~"I'II'Ir'II~IIIIII"'I!1 



~ 
C/l 
:;p-
rJ 
I' 
8 
o 
N -~ 
-.J o 

i~ 
10 

I 

T· .. ·h: B··.. S····, t i(:ree:lnary>ysem 

These three binary systems exhibit the crossovers that can occur 
in pulsatile flow. The He-C02 and CH4 - CO2 system exhibit two 
crossovers while the He- CH4 system shows three crossovers. 

The ratio of the mass transfer also shows the separation that can 
be achieved and which species will separate out more. If the ratio 
is greater than unity, the faster diffusion species will separate out 
more. Less than unity will have the slower diffusing species 
separate out more, and unity indicates no separation. 
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Diffusion Coefficient (D) - indication of 
the respon:se of the mass transfer of a 
specie in the ,presence of a 
concentration gradient 
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the response of the fluid to mechan:ical 
perturbations 
Periodicity (ro)- the amount of time it 
takes to cOlmpllieite on1e! cy'cle 
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The following slides depict the velocity profiles at different 
frequencies in between the flat plates. These profiles, along with 
the diffusion coefficients and frequency of oscillation previously 
discussed, are a major factor in the shape of the mass transfer 
curves. The three slides show the the velocity profile that 
produces each crossover that may occur. Keep in mind that the 
kinematic viscosity will alter the shape of the curves as a higher 
kinematic viscosity will keep the velocity profiles more parabolic 
for higher frequencies. 
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Pulsatile flow is produced by oscillating two concentric 
tubes connected to two reservoirs. It does not make a 
difference in the physics whether the tubes are oscillated or 
an oscillating pressure drop produces the flow. Flywheels 
are used to convert circular motion into oscillatory linear 
motion. Experiments can be done with two tubes oscillating 
in phase, out of phase, or only one tube oscillating to 
produce flow in an annular region. One of the tubes can be 
removed to produce flow in an open tube. Concentration 
samples are taken from the flow that enters and leaves both 
reservoirs in order to determine the mass transfer. 
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ABSTRACT 

INSTABILITY AND BREAKUP OF GAS JETS 
INJECTED IN COFLOWING LIQUIDS 

R. N. Parthasarathy and S. R. Goliahalli 
School of Aerospace and Mechanical Engineering 

The University of Oklahoma 
Norman, OK 73019 

A number of practical applications, such as gas dissolution in liquids in gas-liquid reactors and blood 
oxygenators, coal and mineral purification by flotation, and large-scale mixing in liquids, involve the 
bubble fonnation from the breakup of gas jets injected into liquids. Inherent instabilities in the gas 
flow get amplified and result in the breakup of the jet into bubbles. Thus, important properties, such 
as the breakup distance, and the size distribution of the bubbles formed as a result of breakup;-are 
detennined by the nature of instabilities that lead to the breakup. 

Recent theoretical analyses fl-3] indicate that the nature of instabilities that develop in a gas jet 
injected into a liquid are markedly different from those found in liquid jets injected into gaseous 
media. The growth rates are smaller and the maximum growth rates occur at longer wavelengths for 
comparable conditions. Also, the phase velocity of the instabilities is controlled by the liquid coflow. 
Validation of these theoretical results in ground-~ased experiments is precluded because of the 

dominance of buoyancy effects. 

The hreakup of gas jets injected into liquids is considerably different in the absence of buoyancy. TIus 
implies that in order to utilize the breakup phenomena of gas jets injected into liquids for space
processing applications, effects of buoyancy must be isolated. The present inves~igation aims at 
delineating the vanous regimes of instabilities found in gas jetsinjecied into liquid media and isolating 
and quantifying the effects of buoyancy on the instabilities leading to hreakup. To tIlls end, a 
comhination of ground-based and micro gravity experiments will beused. 

The experimental configuration consists of a round plexiglass test section in which a liquid is pumped 
vertically upward with a uniform velocity profile at the inlet. The pumped liquid is collected from the 
top of the test section and recirculated. The liquid coflow velocity is varied with suitable valves. A 
small round tube (of nominal diameter 1 mm) is used to inject the gas (nitrogen or helium) at the 
center of the liquid inlet. Compressed gas is supplied at known flow rates using pressure regulators 
and rotameters. Provision is also made to vibrate the gas inlet tube with known frequency and 
amplitude. A fluorescent dye (such as Rhodanline) is added to the liquid to help visualize the gas
liquid interface. Flow visualization and image analysis will be used to document the growth of 
instabilities, and the resulting buhble properties over a wide range of goveming parameters: the gas 
Weber number, Ohnsorge number, liquid-to-gas density ratio, and liquid-to-gas velocity ratio. 

The micro gravity experiments will he conducted in the 2.2-second drop tower at NASA Glen 

NASA/CP-2000-21 0470 1249 



Research Center. Analysis indicates that 2.2 seconds is sufficient to observe the characteristics of the 
instability. The rig that will be constructed is envisioned to be roughly 0.9 m long, 0.4 m wide, and 
0.8 m high, to fit in the frame used in the drop-tower experiments. The rig will house the 
experimental set up and the data-acquisition and photography systems. The experimental set up will 
be identical to that used in the ground-based expe~nts. The gas and liquid coflow will be injected 
vertically upward; the injected gas will collect at the top and will be vented out. Photographs of the 
gas jet will be obtained using a high-speed motion picture camera. The images will be analyzed to 
measure the disturbance growth rates and velocities. The electrical system will be designed to enahle 
remote operation of the experiment. 

Theoretical work to be undertaken includes analysis to demarcate the mode of instability: absolute 
or convective for general three-dimensional disturbances over the range of operating parameters. 
Also, a non-linear stability analysis will be used to study the growth of large-amplitude disturbances, 
with and without buoyancy effects. 

REFERENCES 

[1] Parthasarathy, R. N. and Chiang, Kai-Ming (1998) "Temporal Instahility of Gas Jets Injected in 
Viscous Liquids to Three-Dimensional Disturbances," Physics of Fluids, Vol. 10, pp. 2105-2107. 
[2] Subramaniam, K., Parthasarathy, R. N. and Chiang, Kai-Ming (1999) ''Three-Dimensional 
Temporal Instability of Compressible Gas Jets Injected in Liquids," AIAA Journal, Vol. 37, pp. 202-
207. 
[3] Subramaniarn, K. and Parthasarathy, R. N. (2000) ''Effects of Confinement on the Temporal 
Instability of Gas Jets Injected in Viscous Liquids," Physics of Fluids, Vol. 12, pp. 89-91. 
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APPLICATIONS 

• Gas dissolution systems in chemical and 
pharmaceutical industries, oxygenators 

• Hybrid Fuel Combustion (propane + LNG) 

• Coal and mineral purification by flotation 
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Need for microgravity 

• Significant buoyancy effect on ground 

• Air jet injected into water through 2mm tube 

Velocity == 1 mls Weg == 0.017 Fr == 0.12 (on ground) 

Velocity==10mls Weg ==1.7 Fr==12 (on ground) 

Low We and high Fr achieved in microgravity, 

NASA 2.2 second drop tower 

• Problems with liquid hydrostatic pressure eliminated 
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PLAN 

Experiments 
• Ground-based and drop tower 
• Image gas-liquid interface 
• Docume.nt instability characteristics for various 

flow parameters 

Theory 
• Absolute vs Convective instability 
• Non-linear stability analysis 
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FLUID PHYSICS AND MACROMOLECULAR CRYSTAL GROWTH 
IN MICROGRA VITY 

M. Eusey, E. Snell, R. Judge, 
NASA Laboratory for StructuialBlol6gy, CodeSD48, MSFC, Huntsville, AL 35812, USA. 

N. Chayen, 
Division of Biomedical Sciences, Imperial College of Science Technology and Medicine, 

---- L01).don, SW7 2AZ, UK. 
~--~',''ii __ =~-

, . ~+~~:- ·'f.-~cigg%~ J. Helliwell,' - "-

ChernIstrybepartment, UiliversityofManchester, Oxford Road,-Manchester, M13 9PI.:,UK. 

ABSTRACT 

The molecular structure of biological macromolecules is important in understanding how these 
molecules work and has direct application to rational drug design for new medicines and for the 
improvement and development of industrial enzymes. In order to obtain the molecular structure, 
large, well formed, single macromolecule crystals are required. The growth of macromolecule 
crystals is a difficult task and is often hampered on the ground by fluid flows that result from the 
interaction of gravity with the crystal growth process. 

One such effect is the bulk movement of the crystal through the fluid due to sedimentation. A 
second is buoyancy driven convection close to the crystal surface. On the ground the 
crystallization process itself induces both 
of these flows. Buoyancy driven 
convection results from density 
differences between the bulk solution and 
fluid close to the crystal surface which 
has been depleted of macromolecules due 
to crystal growth. Figure 1 is a Schlieren 
photograph of a growing lysozyme 
crystal illustrating a 'growth plume' 
resulting from buoyancy driven 
convection. Both sedimentation and 
buoyancy driven convection have a 
negative effect on crystal growth and 
micro gravity is seen as a way to both 
greatly reduce sedimentation and provide 
greater stability for 'depletion zones' 
around growing crystals. Some current 
crystal growth hardware however such as 

Figure 1. Buoyancy driven convection observed 
during lysozyme crystal growth. 

those based on a vapor diffusion techniques, may also be introducing unwanted Marangoni 
convection which becomes more pronounced in micro gravity (Chayen et al.1997). Negative 
effects of g-jitter on crystal growth have also been observed (Snell et al. 1997). 
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To study the magnitude of fluid flows around growing crystals we have attached a number of 
different fluorescent probes to lysozyme molecules. At low concentrations, <40% of the total 
protein, the probes do not appear to effect the crystal growth process (Figure 2). By using these 
probes we expect to determine not only the effect of induced flows due to crystal growth 
hardware design but also hope to optimize crystallization hardware so that destructive flows are 
minimized both on the and ill microgravity. 

Figure 2. Two photographs showing fluorescently tagged lysozyme (an enzyme that 
prevents bacterial infection) crystals under white light (left) and UV light (right). These are 
identical in morphology to untagged samples. 

REFERENCES 

Chayen, N.E, Snell, EH., HelIiweII, lR. & Zagalsky, P.P. CCD"ideo observation of 
micro gravity crystallization of apocrustacyanin C 1. l Cryst. Growth 171 (1997) 219-225. 
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Snell, E.H., Boggon, T.l, HeIliweIl, lR., Moskowitz, M.E & Nadarajah, A. CCD video 
ohservation of microgniVlty crysTallization of lysozyme and correlation with accelerometer data. 
Acta Cryst. D53 (1997),747-755. 
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ABSTRACT 

ELECTROHYDRODYNAMIC FLOWS IN 
ELECTROCHEMICAL SYSYTEMS 

D. A. Saville 

Department of Chemical Engineering 

Princeton University, Princeton NJ 

Recent studies disclose that electrohydrodynarruc flow is often present in 

electrochemical systems. Nevertheless, our understanding of electrohydrodynamics (EHD) 

is largely confmed to situations involving fluid interfaces with apolar liquids or 

electrokinetics in aqueous systems. Neither addresses events involving electrodes. This 

work centers on this new class of flows - electro hydrodynamic motion in systems with 
electrochemical reactions 

Experiments on well-characterized systems are proposed along with theoretical 
work on the relevant model equations. In addition to their scientific value, the results will 
have tecImologicaI applications since they provide insight into ways of controlling small

scale fluid motion* - EHD pumping or patterning, for example. 

A two-part program is envisioned. In the experimental part, flows in the region 

between two electrodes will be studied with homogeneous and patterned electrodes. With 

homogeneous electrodes, motions arising from electro hydrodynamic instabilities will be 
investigated. With patterned electrodes, flow is engendered by lateral current 

inhomogenities on an electrode. Because cunents are low and the cells thin, buoyancy 
driven convection is weak and the experimental set-up is relatively simple. Flow 

visualization techniques will be used to image the flows. Preliminary experiments to 

establish the feasibility of the approach have been completed. 
A parallel component of the program involves solving the relevant equations to 

describe: (i) the hydrodynamic stability of the homogeneous electrode configuration and 

(ii) the flow structure in a patterned electrode set-up. Because the model equations are 
"stiff" a new methodology is proposed to handle matters in the thin layers near the 
electrodes. The technique is based on well-tested ideas used effectively in electrokinetics. 

It promises to simplify the numerical work considerably. 

Results from the two parts complement one another and provide a defmitive test 
of electrohydrodynamic models, especially the roles of current and charge induced near 

electrodes. Since the experimental set-up is simple, flow visualization will provide 

qualitative and quantitative tests of the theory. 

'See ''Downsizing Chemistry" by M. Freemantle in Chemical & Engineering News, 
February 22, 1999 77 pp. 27-36 or ''Micro fluidics - a review" by P. Gravesen, 1. 

NASA/CP-2000-210470 1263 

I 
I 

i 



Branebjerg, & O.S. Jensen 1. Micromech.Microeng. 3 168-82 (1993) for a discussion of 
applications to miniaturizing chemical processes with micro fluidic systems. 

Electrohydrodynarnics offers exciting possibilities for applications. For example, 

electroconvection can be used in deposition-patterning processes. Since ITO is a semi

conductor photochemical/photo electric effects enhance some electrochemical processes. 

Accordingly, electrohydrodynarnic flows present in colloidal deposition can be modulated 

by UV light. The figure shows a recent example [Hayward, Saville & Aksay 

''Electrophoretic assembly of colloidal crystals with optically tunable micropattems" 

Nature 40556-59,2000]. 

An SEM image of an ITO electrode with a pattem of colloidal crystals (intersecting 
stripes) induced by the interaction of UV light with the semi-conductor surface during 
electrodeposition. A mask was used to ftlter UV light from the diamond-shaped regions 
to alter the deposition and assemhly processes. These regions are almost entirely free of 
colloidal particles having been swept clear by an electro hydro dynamic flow. The 
intersecting stripes are polycrystalline. The density of the crystal images varies from point 
to point due to the density of particles and SEM imaging processes. 
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Our current understanding of electrohydrodynamics centers on motions in apolar liquids -

usually involving sharp interfaces - or electrokinetic effects such as electro-osmosis in 

aqueous systems. For example, electro-osmotic pumping in small capillaries relies on the 

equilibrium charge derived from the chemistry of the solid-liquid interface. A new class of 

electrically driven flows has recently come to the fore - some associated with current flow 

across membranes, :others associated with electrodeposition or ellectrolysis. These differ 
I 

from the familiar exaimp'les iin that the electrical body force is associated with current from 

an electrode. In "electro-chemical pumping" one mi,ght provide much more flexibility by 

:modulating the charge in the solution with current crossing the electrode-solution 

interface. A coordinated program of experiments and modeling in well-defined geometries 

is proposed . 
Background: 
Downsizing Chemistry by M. Freemantle 
Chemical & Engineering News, February 22, 199977 pp. 27-36. 

Microfluidics by P. Gravesen, J. Branebjerg, & O.S. Jensen 
J. Micromech.Microeng. 3 168-82 (1993). 
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Objective: 
To provide a broad picture of electrohydrodynamics in thin 
cells. 
By examin'ing processes near a uniform electrode, we will 
.establish the conditions for the appearance of motion due to 
electrohydrodynamic instabiUties. Studies with patterned 
electrodes will elucidate the structure of steady flows . 
Experiments with thin cells will provide a test of the 
theoretical model and insight into how "stirring" influences 
electrochemical processes. Studying patterned or 
segmented e'lectrodes will provide another test, along with 
information on' the design of electrodes for manipulating 
fluids in specified ways. Both aqueous and non-aqueous 
systems will be investigated. Our work is motivated in part 
by the results reported in a recent paper in Nature. 
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colloidal crystals with optically 
tunable micropatterns 

R. C. Hayward, D. A. Saville & I. A. Aksay 
Nature 405 56·59 (2000). 

Patterned electrode flow pattern (postulated) 
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o Current Problems Under Study -

• Electrophoretic Deposition of Colloidal Particles 
Provides insight into flow processes in an 'interesting' 
system. 

• Electrohydrodynamic Stability of a Thin Layer 

~ Provides a tractable system to study the coupling between 
electrochemistry and fluid mechanics. 

• Flow Near a 'Patterned' Electrode 

Provides insight into the coupling between electrode 
current patterns and flow. 
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Parameters: 

Dimens,ionless current, I (~'V); Wavenumber, 2nh/A 
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Results: 

1. Electroneutral models (no diffuse layers) are always stable. 
This is contrary to extensive calculations by: 
I.Rubinstein, T. Zaltzman, & B. Zaltzman, 
Phys. of Fluids 7 11467-82 (1995) . 

B. Zaltzman, B. Phys. of Fluids 8 936-43 (1996). 

2. Instability occurs at currents well below the limiting value 
( 1= 2 ) with diffuse layers. Previous (incorrect) studies 
indicated i'nstability only at or near the limiting current. 

3. The presence or absence of an instability is 
(not surprisingly) very sensitive to the electrochemical 
boundary conditions. 
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A summary of progress to date: 

• The theory of hydrodynamic stability for a thin electrolyte 
layer supporting a current has been completed. 
Current efforts focus on extending the theory to 
predict the structure of steady flows near patterned 
electrodes. 

• Experimental studies of the flow near electrodes, including 
effects of mechanical and optical patterning have been 
initiated. 
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COMPETING HARMONIC AND SUBHARMONIC INSTABILITIES 
AND PARAMETRICALLY EXCITED SURfACE WAVE PATTERNS 

M. Silber and C.M. Topaz, Northwestern University 

Standing wave patterns may be parametrically excited on the free surface of a fluid layer 
when the gravitational acceleration is periodically modulated. In the classic Faraday wave 
experiment sinusoidal forcing is employed, leading to excitation of subharmonic standing 
waves. However, over the last decade, it has been demonstrated that harmonic respOnse 
is a]Sopossible; for example, when two-frequency periodic-f()rcmg is used (1], or whentne 
fluid layer is su.ffici.Emtl:Y--thin 12J, or for certain viscoelastic-fluids [3]. For- each of tHese 
systems it is possible to tune the periodic forcing functJ()I! _ in order to access a transition 
between harmonic and subharmonic response. At the bicntlcal point, both instabilities set in 
simultaneously but witli-Clifferent spatial wavenumbers. Near-this codimension-two point, a 
variety of unusual patterns have been observed,including quasipatterns [lJ and superlattice 
patterns [4, 5]. Superlattice patterns have also been observed recently in Rayleigh Benard 
convection subjected to vibration, near the hannonic/subharmonic transition point [6]. 

Much of the theoretical work on the Faraday wave pattern formation problem has focused 
on the role that resonant triads play in the pattern selection process (see for example [7]). 
Resonant triads are comprised of three critical wave vectors kll k2' and k3 = kl ± k2' wher~ 
Ikd = Ik21 is the wavenumber of one critical mode and Ik31 is the wavenumber of the other 
critical mode. Associated with each resonant triad is an angle Or which separates the two 
wave vectors of equal magnitude; two examples are given in Figure 1. 

(a) (b) (c) 

k 

Figure I: (a) A schematic neutral stability curve gz(k) showing the forcing amplitude gz at 
which the Haf1[uid surtaCe first beeocines unstable to perturbations· of wavenumber k. The 
curve represents a bicritical situation. -(6) An associated spatially resonant triad km1 , km2~
and len = kml + kmz with resonant angle ()r indicated. (c) Another example of a spatially 
resonant triad lenl, lenz and km = knl - k n2 · 

Our bifurcation analysis of the two-frequency Faraday wave problem shows that weakly 
damped harmonic modes strongly influence the pattern selection process near onset, whereas 
near critical subharmonic modes do not [8, 9]. This work reveals a surprising mechanism 
responsible for stabilizing the superlattice patterns observed in laboratory experiments of 

NASAICP-2000-210470 1275 

-

i 
!! 



Kudrolli, Pier and Gollub [4J. Specifically, our study indicates that modes associated with a 
harmonic resonance tongue at small wavenumber ks are critical to stabilizing the observed 
wave patterns with onset critical wavenumber kc) where kc = y'7ks. The experimentally 
observed superlattice pattern exhibits structure on both these lengthscales. These results 
are based on a weakly nonlinear analysis of equations derived by Zhang and Viiials [10], 
which describe small amplitude surface waves on a semi-infinite weakly inviscid fluid layer. 
We have recently extended parts of our analysis to the full hydrodynamic equations, which 
apply to a layer of viscous fluid of finite thickness) and will present these results. 

We are currently extending our analysis to the vibrational Rayleigh-Benard convection 
problem, with the immediate goal of determining the role of Boussinesq symmetry in the 
pattern formation problem. We are also extending our linear analysis to Faraday waves on 
the interface between two immiscible fluids, and to the case of waves that are parametrically 
excited by a piecewise constant, periodic acceleration. Preliminary results will be presented. 

References 

[lJ W.S. Edwards and S. Fauve. Patterns and quasi-patterns in the Faraday experiment. J. 
Fluid Meeh. 278 123-148 (1994). 

[2] H.W. Miiller, H. Wittmer, C. Wagner, J. Albers and K. Knorr. Analytic stability theory 
for Faraday waves and the observation of the harmonic surface response. Phys. Rev. Lett. 
78 2357-2360 (1997). 

[3] C. Wagner, H.W. Miiller and K. Knorr. Faraday waves on a viscoelastic liquid. Phys. 
Rev. Lett. 83 308-311 (1999). 

[4] A. Kudrolli, B. Pier and J.P. Gollub. Superlattice patterns in surface waves. Physica D 
123 99-111 (1998). 

(5] H. Arbell and J. Fineberg. Spatial and temporal dynamics of two interacting modes in 
parametrically driven surface waves. Phys. Rev. Lett. 81 4384-4387 (1998). 

(6] J.1. Rogers, M.F. Schatz, J.L. Bougie and J.B. Swift. Rayleigh-Benard convection in a 
vertically oscillated fluid layer. Phys. Rev. Lett. 84 87-90 (2000). 

[7] W. Zhang and J. Vifials. Pattern formatiQn. in weakly damped parametric surface waves 
driven by two frequency components. J. Fluid Meeh. 341 225-244 (1997). 

[8] M. Silber and A.C. Skeldon. Parametrically excited surface waves: two-frequency forc
ing, normal form symmetries, and pattern selection. Phys. Rev. E 59 5446-5456 (1999). 

[9] M. Silber, C.M. Topaz and A.C. Skeldon. Two-frequency forced Faraday waves: weakly 
damped modes and pattern selection. Physica D in press (2000). 

[10] W. Zhang and J. Vifials. Pattern formation in weakly damped parametric surface waves. 
J. Fluid Meeh. 336 301 (1997). 

NASA/CP-2000-210470 1276 



Presentation not availahle at time of printing. 

NASAICP-2000-210470 1277 



Dynamics and Stability of Liquid Bridges 

J. IWan D. Alexander, Lev A Slobozhanin*, Andrew H. Resnickt 

Department of Mechanical and Aerospace Engineering and National Center for Microgravity 
Research on Fluids and Combustion, 

*Center for Microgravity and Materials Reseaxch, University of Alabama in Huntsville, 
Federal Data Corporation, Brook Park, Ohio 

Abstract 
Liquid bridges are liquid volumes that are held, by surface tension, between two or more rigid 
supports. They occur in a variety of natural and technological processes ranging from the float
zone crystal growth technique to porous media flow and are important in situations as diverse as 
low-gravity fluids management and fluid behavior in microairways during respiration. In this 
work we have examined the dynamical behavior and stability of a variety of liquid bridge 
configurations with emphasis on bridges that are held between coaxial circular supports, 
although liquid configurations in partially filled containers are also considered. The poster 
presentation will summarize our experimental, theoretical and numerical work on the stability 
and dynamics of liquid bridges, with particular emphasis on nonaxisymmetric bridges and 
axisymmetric bridge configurations that lose stability to nonaxisymmetric perturbations. 
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ABSTRACT 

DROPLET FORMATION BY VORTEX RINGS 

Choongil Kim & Luis P. Bernal 
Department of Aerospace Engineering 

University of Michigan 
Ann Arbor, MI 48109-2140 

An experimental investigation of droplet formation by vortex rings impinging normal to a 
liquid/air or a liquid/liquid interface has been conducted.[l-4) Experiments included microgravity 
drop tower tests and I-G tests to determine the effect of Weber number, Reynolds number, as 
well as density ratio, and viscosity ratio on the interaction. Microgravity is an ideal environment 
to experimentally study the dynamics of fluid interfaces. Of particular interest is the dynamics of 
droplet formation by vortical flows under surface tension controlled dynamics. These flow 
phenomena arise in a wide variety of engineering problems both in space systems and on Earth. 
For example, liquid atomization is an important component of many systems including: aerosol 
generators for drug delivery, fuel injectors, paint sprays, and inkjet printers. In these applications 
surface tension is the dominant stabilizing force of the liquid interface because the drop size is 
very small. In microgravity, these flow processes can be studied at much larger scale which 
facilitates experimental observation. The interaction of a vortex ring with the interface between 
immiscible fluids is a relatively simple flow configuration where the phenomena of liquid 
breakup and droplet formation can be studied in controlled experiments. 

The microgravity experiments were conducted in the 2.2 s drop tower at NASA Glenn Research 
Center. The drop tower rig was equipped with a fluid test cell (15 em x 15 em x 300 em) and a 
piston-type vortex ring generator attached to the bottom of the test cell. The piston diameter is 
1.9 em. The fluid interface was stabilized with a knife:-edge. The flow was visualized using flat 
panel light source and a standard format video camera. For the drop tower experiments a control 
box detects the release of the drop tower rig and initLates the v9rtex ring motion and timing lights 
shown in all the video recordings. The I-G experiments were conducted in the same rig. 

One of the main focus of the research is to determine the effects of density and viscosity ratioJ4
) 

The tests results show two very distinct behaviors. At very small density and viscosity ratio, for a 
gaslliquid interface ratio, the interaction results in a long liquid column that breaks into one or 
more small droplets at both ends of the column as illustrated in Figure 1. The diameter of the 
droplets is significantly less-than the initial vortex ring diameter. In this case change of the liquid 
viscosity does not change the flow evolution significalltly. In contrast, for a density ratio of order 
one, i.e. liquids of matched density, the vortex ring propagates through the interface-arid forms a 
droplet and smaller secondary droplets as illustrated in Figure 2. The droplet shape is 
approximately spherical and, the dye patterns inside the droplet indicate that the fluid inside the 
droplet carries some vorticity from the initial vortex ring. For density ratio of order one, the 
effect of viscosity ratio is to change the size and structure of the liquid column during droplet 
formation and the number and size of satellite droplets formed. These effects are characterized 
in terms of the Ohnesorge number defined as Oh = f.1J/(pJ(JDf5. As the Ohnesorge number is 
increased, the liquid column thickness becomes thinner and the duration of lower fluid column 
within the upper layer fluid is shorter as shown in Figures 3 and 4. These results suggest that 
density and viscosity ratio effects are more important than previously recognized in 
computational and experimental studies of multiphase flows. 
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Figure 1. Top layer: Air - Bottom layer: 
Silicon Oil (2 (5) at ~-G conditions, 
pipl = 0.00143, ~2/~l = 0.01, Re 4720, 
We 220, Oh 0.003, ':\t 0.17 sec. 

Figure 3. Top layer: MethanollWater 
solution, Bottom layer: Silicon Oil (10 cS). 
pipl = 0.973, ~2/)ll = 0.186, Re 616, We 

210, Oh 0.0232, Bo 9.66, Fr 21, 
,:\t 0.22 sec. I-G Experiment. 
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Figure 2. Top layer: Silicon Oil (2 c5) -
Bottom layer: Glycerol/Water solution at 
J.l-G conditions, piPl = 0.785, ~2/~l 
0.39, Re 4800,':\t 0.17 sec. 

Figure 4. Top layer: Silicon Oil (10 cS), 
Bottom layer: Water, P2/Pl = 0.94, 
~2/J.ll = 7.19, Re 7300, We 190, Oh 
0.00172, Bo 7.09, Fr 23,':\t 0.22 sec. 
I-G Experiment. 
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THERMOPHORETIC FORCE MEASUREMENTS ON SINGLE 
SPHERICAL AND NONSPHERICAL PARTICLES 

E. James Davis, Feng Zheng 
University of Washington, Department of Chemical Engineering 

ABSTRACT 

Thermophoretic forces (TF) play important roles in many areas including microparticle transport 
phenomena under microgravity conditions. However, to our knowledge no experimental study 
has been done on the dependence of thermophoretic force on particle shape. We have measured 
the thermophoretic force on two- and three-sphere aggregates, as well as single spheres of 
polystyrene latex (PSL) particles in nitrogen gas in the transition regime (Knudsen number 0.1 to 
10). Our data indicate that particle aggregation may be accelerated by thermophoresis. 

Wang and Davis [I)[2J have successfully used an electrodynamic balance (EDB) to measure the 
thermophoretic force on single microsphere particles. Tn an EDB a vertical dc field cancels the 
gravitational force~na particle and the thermoph(>r~ti~Jorce is measured in terms of this dc 
voltage. Another superimposed ac field keeps the levitated particle stable. However, there are 
two challenges in using an EDB to measure thermophoretic forces. One is to keep trapped 
particles stable at the very low ac voltage that is necessary to avoid gas glow discharge at 
reduced pressure. The other is to determine the size and mass of the single particles, especially 
non-spherical ones, accurately in order to interpret the data. 

Particle stability was improved by adding two independent dc fields in the radial direction with a 
new octuple double-ring design for the EDB electrodes, as shown in Fig. 1. A conventional 
double-ring EDB was modified by splitting each ring into four equal electrically independent 
sections. Three dc sources were combined such that eight potentials were applied to the eight 
sections of the electrodes. An additional ac voltage was superimposed on each ring section as in 
the converiti6nardouble-ring EDB. The resulting electric field has dc components in the x, yand 
z-directions, which can be controlled 1I1dependently by the three dc supplies. The z component is 
equivalent to the dc field in the conventional EDB and can be used to balance and measure any 
vertical force such as gravity. The x and y fields can be used to suppress radial oscillations of the 
trapped particles that arise due to gas convection or distortion of the electric field by the view 
ports in the chamber walls. 

The aerodynamic size of the trapped 8articles can be determined by a stable oscillation technique 
that we have developed previously J. This technique involves partially balancing the particle 
against gravity and allowing the particle to oscillate in the ac field. The oscillation trajectories 
are recorded with a fast Iinescan camera and are fit to the solutions of the particle equation of 
motion. With the aid of a video microscopy system the shape and orientation of the particle with 
respect to the electric field is determined. The geometric dimensions and mass of the particles 
can be calculated from the aerodynamic size, the shape and the orientation with the knowledge of 
particle density. Using this method we were able to determine the size and mass of PSL particles 
of two- and three-sphere aggregates. 
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We have measured the thermophoretic force on these PSL aggregates in nitrogen gas in the 
Knudsen regime. The thermophoretic force data, as well as particle shapes and equivalent 
volume diameters, are shown in Fig. 2. At a Knudsen number of one, the normalized 
thermophoretic force on the two- and three-sphere aggregate is, respectively, 23% and 10% 
greater than that on a single sphere. This implies that two- and three-sphere aggregates drift 
faster due to thermophoresis than single spheres. Once aggregate particles form there may be a 
positive feedback mechanism for more aggregation due to the higher mobility of the aggregate 
spheres. 

Top View Octuple Double Ring 
Electrode 

Fig. 1 Thermophoresis electrodynamic balance 

.. ' 

0.1 10 

KNUDSEN NUMBER 

•••••• - Hard Sphere M:ldel 

-. 
-. 
-A 

. Single Sphere r-;l 
(~=21.8/lm)~ 

. Bisphere ~I 
(dp = 23.6 ~lm) L!J 
Tris~here I Ai 
(dp - 25.4 1J.ffi) .. ' 

Fig. 2 Thermophoretic force on PSL sphere aggregates in nitrogen gas 
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ABSTRACT 

CAPILLARY INST ABILlTES IN THE 
MICROGRA VITY ENVIRONMENT 

James B. Grotberg and Steven W. Benintendi 
Biomedical Engineering Department 

University of Michigan 
Ann Arbor, MI 48109 

David Halpern 
Department of Mathematics 

University of Alabama 
Tuscaloosa AL 35487 

The lung is comprised of a netwoi·k.-ofbif~~~"ating airway t~bes which are coated with a thin 
viscous film. Often times, especially in the case of disease, the liquid film can fOlm a meniscus 
which fills the whole tube, thus obstructing airflow. The fom1ation of the liquid meniscus is due to 
capillary driven instabilities which can arise in the lining, causing the lining to close up. In addition, 
airflow can also be obstructed if the airway tube collapses in on itself. TIus occurs when the elastic 
forces of the tube are not large enough to sustain the negative fluid pressures inside the tube caused 
by surface-tension, and the tube collapses. In both cases, the instability is dependent on the surface 
tension of the liquid lining. In nOlmal gravity, airway closure occurs at the end of a forced 
expiration as a normal event even in health lungs. The amount of air remaining in the lungs when 
this happens is called the closing volume. FOltunately, because of gravity the closure process tends 
to occur in the lower regions of the lung, due to the weight of the tissue above. In microgravity, it 
is likely that closure occurs more homogeneously and thus exposes the lung to potential risks. Once 
the airway is closed, it then must be reopened, usually this is done by taking a deep breath which 
forces the liquid plug to move and deposit its volume onto a traiIi I1g film. 

There are other important issues regarding airway closure which relate to pulmonary disease. 
For example, premature babies, whose lungs have not developed sufficient surfactant to maintain 
the surface tension of the lung at a sufficiently low level for healthy functioning, are especially 
predisposed to problems caused by airway closure. In such cases, the patients are sometimes put on 
high frequency ventilation machines to improve oxygenation. The frequency of the breathing cycle, 
as well as the tidal volume, are two control parameters at the disposal of the clinician. Little is 
known, however, of the effect that these two parameters can have on the occurrence of airway 
closure. Indeed, if airways can be kept open by using some given imposed frequency, then this 
would important in the treatment of such patients. In addition to medical applications, the general 
topic of multi phase flows over flexible boundaries is impOltant for a number of technical fields 
including flows in poroelastic media. 

We have investigated the closure phenomenon in flexible tubes in the past. Recently, we 
developed a theoretical model of perturbed airway closure to study the effects of forced oscillatory 
air flow on the closure phenomenon. It consists of a single rigid tube coated with a thin viscous 
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layer. To examine the stability of the layer, we I 

derived an evolution equation for the position of the I 
I 

interface. An oscillatory shear stress was imposed at I 0.9-

the interface to simulate the effect of the core airflow. I \, 
j ~O.8 ~ 

This was derived from an uncoupled problem since I ~ 
4l0.7 -

the core airflow perceives the film as a rigid I 8 
boundary. Results from numerical solutions of the :~o" 

.5 
evolution equation show the shear stress from the 1:::;;0.5 

core-flow can saturate the capillary instahility and: 0.4 

Frequ~ 

----- 0.700 
- - - - 0.B8 
--- - 0.923 

O.g~ 

- .. ---- - 1153 

that there is a critical film thickness, dependent on the I 0 3--/-~~r',-~~..,.-r".---r--'--'--'--'~--.--r-r-"'-'-' 
amplitude and frequency of the airflow, below which: __ 0 _100 __ 2~TI~:: 400 <>00 -' 

closure does not occur. This thickness is larger than Figure 1. Minimum core radius vs time, for 
the unperturbed critical film thickness. An example various values of frequency, a. For a = 
of the results is in Figure 1. 1.153 closure is prevented. 

With regard to airway reopening, we have studied the propagation of a liquid plug in a tuhe 
ill previous work to examine therehir-ionship of the trailing fifIlltlllcklless to the driving pressure and 
fluid-interfacial proper1ies. One of the interesting features of the lung airways is the sequence of 
bifurcations that a liquid plug encounters during inspiration. At the bifurcation is a sharp edge which 
may act to create an entrance effect. We have modeled the motion of a semi-infinite finger of air 
through a liquid filled rigid channel subject to a 
constant pressure gradient. The air-liquid interface is 1- - - - - - - - - - - - 1 

initially semi-circular, making contact with the I J 5 

channel walls. Using the boundary element method, I 0 ,. 

we follow the evolution of the interface. After a I 

certain period of time, dependent on the applied I DIS 
z;. 

pressure drop, the interface tip reaches a steady state I~ 
velocity, and a unif01111 film is deposited behind the I~ 014 

advancing interface. In some instances, the distance I 

25 

traveled hy the tip to reach steady state can be on the I O!3 05 

order of the length of an airway Both the tip velocity I ------~--+ 
and thickness of the film increase with increasing I 012 -0 10 lime 2!l 

pressure drop. ~igure 2 sh~w~ an exan~ple caIcu.lation. ~i~r;2.Tip vclocity-and p~sitio~ v;-ti~e 
. The de~lvery of a hqu~d bolus lIlt~ the arrways for capillary number of 0.1, showing that it 
rs also used 1Il some medrcal th~ra~res, s~ch. as takes approximately 3.0 channel half-widths 
surfactant replacement therapy and hqUld ventrlatron for steady state to be reached. 
for drug delivery. 
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EXPERIMENTS ON THE RICHTMYER-MESHKOV INSTABILITY OF 
INCOMPRESSIBLE FLUIDS 

ABSTRACT 

1. Jacobs 
University of Arizona 

C. Niederhaus 
NASA Glenn Research Center 

Richtmyer-Meshkov (R-M) instability occurs when two different density fluids are impulsively 
accelerated in the direction nOlmal to their nearly planar intelface. The instability causes small 
perturbations on the interface to grow and possibly become turbulent given the proper initial 
conditions. R-M instability is similar to the Rayleigh-Taylor (R-T) instability, which is 
generated when the two fluids undergo a constant acceleration. R-M instability is a fundamental 
fluid instability that is important to fields ranging from astrophysics tohTgl1-speecrcombustion. 
For example, R-M instability is currently the limiting factor in achieving a net positive yield with 
inertial confinement fusion. The experiments described here utilize a novel technique that 
circumvents many of the experimental difficulties previously limiting the study of the R-M 
instability. A Plexiglas tank contains two unequal density liquids and is gently oscillated 
horizontally to produce a controlled initial fluid interface shape. The tank is mounted to a sled 
on a high speed, low friction linear rail system, constraining the main motion to the vertical 
direction. The sled is released from an initial height and falls vertically until it bounces off of a 
movable spring, imparting an impulsive acceleration in the upward direction. As the sled travels 
up and down the rails, the spring retracts out of the way, allowing the instability to evolve in 
freefall until impacting a shock absorber at the end of the rails. The impulsive acceleration 
provided to the system is measured by a piezoelectric accelerometer mounted on the tank, and a 
capacitive accelerometer measures the low-level drag of the bearings. Planar Laser-Induced 
Fluorescence is used for flow visualization, which uses an Argon ion laser to illuminate the flow 
and a CCD camera, mounted to the sled, to capture images of the interface. 

This experimental study investigates the instability of an interface between incompressible, 
miscible liquids wlilTan initial sinusoidal perturbation. The amplitude of the disturbance during 
the experiment is measured and compared to theory. The results show good agreement (within 
10%) with linear stability theory up to nondimensional amplitude ka = 0.7 (wavenumber x 
amplitude). These_J"e~tlbs hold true for an initial ka (before accelerationf6-f -0.7 < ka < -0.06, 
while the linear theory was developed for Ikal «1. In addition, a third order weakly nonlinear 
perturbation theory is shown to be accurate for amplitudes as large as ka = 1.3, even though the 
interface becomes double-valued at ka = 1.1. As time progresses, the vorticity on the interface 
concentrates, and the interface spirals around the alternating sign vortex centers to form a 
mushroom pattern (see Figure 1). At higher Reynolds Number (based on circulation), an 
instability of the vortex cores has been observed. While time limitations of the apparatus prevent 
determination of a critical Reynolds Number, the lowest Reynolds Number this vortex instability 
has been observed at is 5000. 
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Figure 1. A sequence of images from an experiment with a Reynolds Number of 28700. 
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ABSOLUTE AND CONVECTIVE INSTABILITY AND SPLITTING OF A 
LIQUID JET AT MICROGRA VITY 

S.P. Lin, Clarkson University, Potsdam, NY 13699 

ABSTRACT 
Neglecting gravity and the ambient gas, Leib and Goldstein [1,21 showed theoretically that the 
formation of drops from a circular cylindrical liquid jet issued from a nozzle is caused by 
convective instability which forces the growing disturbance to propagate in the downstream 
direction. However, when the Weber number defined as We == p U2alS (p, U, a and S being 
respectively the density, the jet velocity, the jet radius, and the surface tension) is reduced to 
below a critical value the convectively unstable jet becomes absolutely unstable at a given 
Reynolds number. The Reynolds numher is defmed by Re == a Up/ll, where Il is the liquid 
viscosity. They also obtained the critical transition Weber number as a function of Re. As Re ---t 

00, the critical Weber number approaches the inviscid limit We = n12. Lin and Lian [3] showed 
that the absolute instability still exists in the presence of ambient gas. As the density of gas is 
increased the transition Weber number is increased as shown in Fig. 1. The invisid limit 
indicated by the dashed line and the curv~ indicated with Q = 0 were obtained by Leib and 
Goldstein. Q is the ratio of the gas to the liquid density ratio. As the viscosity of the gas is 
increased, the transition Weber number is redUGed slightly [4]. The transition from convective to 
absolute instability has been observed for the fIrst timejn the 2.2-sec drop tower at the NASA 
Glenn Research Center. Figure 2 is a photograph of a convectiveIy unstable jet in air at We = 
17.6, Re = 5.4. Figures 3(a) and 3(b) are photographs of an absolutely unstable jet. They are 
taken at 0.2 sec and 0.4 sec after the test rig was dropped in the tower. The upstream 
propagating disturbance suddenly mshed toward the nozzle tip to form a pendant while the 
downstream propagating disturbance grows along the thin thread of liquid downstream of the 
forming pendant. The transitions from convective to absolute instability at different Reynolds 
numbers have been observed by Vihnen, Honohan, and Lin [5]. They are shown in Fig. 4. The 
range of Reynolds number in this fIgure is quite small limited by the dimension of the drop rig 
and the small duration available in the tower. Experiments covering a wider range of Re will 
have to be carried out in other facilities. As one moves away from the transition curve toward a 
higher Weber number region at a given Re, the amplification rate of the disturbances become 
larger and the wavelength above which the disturbances can be amplified becomes shorter. 
When We » pg/p a spray with droplet diameter of O(S/pgU2a) is formed, where pg is the gas 
density. It is shown theoretically that a spray cannot be formed without pg. By use of the 
energy equation Lin and Chen [6] showed that mechanism of the drop formation is mainly due to 
capillary pinching but that of atomization (spray formation) is mainly due to the interfacial shear 
and pressure fluctuation. The disturbance which causes the drop or spray formation can be 
amplified at a rate ki only in a range of frequency depending on the flow parameters. An 
example is shown in Fig. 5. When an external forcing of a given frequency within the range of 
amplification frequency is imparted on a jet, a particular Fourier mode can be selectively 
amplified, and the motion of the drop can be frozen in space by use of a Strobe. When the 
amplitude of external forcing exceeds a limit, however a jet will fork. A forking jet can be 
observed if twice of the forcing frequency is smaller than the cut off frequency. An example is 
given in Figs. 5 and 6 (Web and Lin [7]). A theoretical explanation is not yet available and the 
observation in Il-g is yet to be made. 
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A COMPACT LASER VELOCITY STRAIN 
AND VORTICITY PROBE FOR MICROGRA VITY RESEARCH 

ABSTRACT 

M. Volkan Otugen, Wei-Jen Su and George Papadopoulos 

Mechanical, Aerospace and Manufacturing Engineering 
Polytechnic University 
Six Metrotech Center 

Brooklyn, NY 112011 U.S.A. 

A compact laser-based probe for the direct, non-intrusive measurement of temporally- and 
spatially-resolved velocity gradient and vorticity is presented. The probe's principle and design makes it 
suitable for rnierogravity fluid mechanics and combustion research. The measurement tcchnique is bascd 
on the collection and direct heterodyning of coherent light scattered from particles in two adjacent 
locations allowing the determination of a velocity gradient. The beat frequency of the heterodyned light 
gives the difference in the Doppler shift and is proportional to the velocity difference of two points. This 
frequency is analyzed using a conventional laser Doppler vclocimetry (LDV) signal processor. The angle 
between the laser beam and the direction of the scattered light determines the measured component of 
velocity. Therefore, a component of the vorticity vector is measured by using two sets of transmitting 
and collecting optics, focused at a single location, along with two LDV processors. The technique is 
non-intrusive, straightforward and inexpensive since it uses standard, off-the-shelf optical and electronic 
components. It also allows the development of a compact probe with integrated instrumentation using 
diode lasers and optical fibers. The technique affords, for the first time, non- intrusive, high-accuracy 
dynamic measurement of velocity gradient and vorticity. The direct, non-contact measurement of the 
velocity gradients and vorticity will lead to analysis of turbulent flow physics and combustion 
phenomena. 

Measurement Principle: 
The technique is based on the direct measurement of velocity difference of particles at two 

locations by coherent heterodyning of the scattered laser light form the particles at a detector. This is 
accomplished by collecting the coherent Mie scattered light 
from two individual particles using a single set of collecting 
lenses and coupling them into a single mode optical fiber. 
The fiber is split into two at the receiving end and allowsJQr 

k;- ."k'1, the easy combination of the scattered light from two 

FiQ-1: Principle of Doppler shift 

locations colinearly. When the output of the fiber is shone 
on a photo detector, the beat frequency is easily observed. 
This frequency carries velocity difference infommtion and is 
analyzed by an LDA processor. Since the distance 

between the two laser beams is known, ,1U/L1xj is easily 
calculated. In order to overcome the ambiguity in the sign 

of the derivative, one of the beams is frequency shifted by using a Bragg cell. Laser light scattered from 
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a moving particle will exhibit a Doppler shift that is dependent on the angle between the incident laser 
beam and the scattering direction as well as the magnitude of the particle velocity. This principle oflight 
scattering is illustrated in Fig. 1, where ko and ks are the wave vectors for the incident laser light and 
the scattered light, respectively. The scattered light from a particle with a velocity of V will be Doppler 
shifted by an amount ~f=(lI21t)(ks-ko) V. With the assumption that the magnitude of the wave vectors 
is 21t/A, this shift is expressed by ~t=(2VxlA)sm(al2) where, A is the incident laser wavelength and Vx 
is the component of velocity along the direction (ks -ko). Therefore, by judicially placing the laser beam 
and the collecting optics, one can select a component of velocity to measure. 

Optical Setup: 
As an example, a wall-mounted compact (2 cm in diameter) velocity gradient probe is shown in 

Fig. 2. The probe measures the gradients of the wall-normal velocity. It is to be embedded in the wall 
inside a jacket that is ITDvable in the direction normal to the surface. This allows for measurements in a 
large physical range in flow including very near the wall at any desired y+ location. Further, it also would 
rotate about its axis. This way, both the spanwise and the streamwise gradient measurements can be 

made by rotating the probe head in the appropriate direction. In the current design, the probe is 
"mezzo-scale" with about 2 cm diameter and 3 cm length. However in the future, it can be built 
progressively smaller with smaller optical and mechanical components. The probe head has both 
transmitting and collecting optics and is connect to the laser and the detector via single mode, 

polarization preserving fibers. The transmitting side components include fiber couplers F 1 and F2, beam 
transmitting lens, Ll, and beam steering wedge, WI. The collecting side include signal collecting lens, 
Ll, steering wedge, W2, refocusing lens, L3, and the fiber couplers F3 and F4. 

Figure 2: Wall-Mounted velocity gradient probe 

The overall size of the probe volume can be 
changed by adjusting the optics inside the probe head. 
The measurement concept and the current design allows 

for a small, light weight, compact and rugged probe. 
Therefore it is suitable for both drop tower and in- flight 
experiments. 

Some preliminary experiments have been carried 
out to test viablity of the measurement concept (Otugen 
et. aI., 1998). In these experiments, the velocity 
difference at two radial locations in a laminar flow 
between two concentric cylinders was measured and 
compared to the exact solution to this flow problenl. 

Very good agreement between the experin1ents and the exact solution has been obtained which 
validates the method (Otugen et. aI., 1998). 

REFERENCE 
M.V. Otugen, W.J. Su and G Papadopoulos, "A New Laser-Based Method for Strain Rate and 
Vorticity Measurements", Measurement Science & Tech, Feb. 1998, Vo1.9, pp. 267-274 
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DECOUPLING THE ROLES OF INERTIA AND 
GRAVITY ON PARTICLE DISPERSION 

D. Groszmannand C. Rogers 
Tufts University, Department of Mechanical Engineering, Medford, MA 02155 

ABSTRACT 

The motion of solid particles in a turbulent flow field is dictated by their response to 
inertial and gravitational forces. Gravity plays the dominant role in this motion by pulling the 
particles through adjacent regions of fluid turbulence, masking the inertial effects. By examining 
the dispersion of solid particles in a turbulent flow in the absence of gravity, we can improve our 
understanding of the mechanisms responsible for particle motion and develop new models for 
these effects. In this paper we present the particle dispersion experiments conducted on NASA's 
KC- I 35 Reduced-Gravity Aircraft, which generates microgravity conditions for 20 seconds. 

The turbulent flow field was generated in a closed Lexan box measuring 30.5 cm x 30.5 
em x 30.5 em by 8 small fans mounted in the corners. Laser Doppler velocimetry measurements 
inside the box were used to characterize the flQ1V" parameters before conducting the microgravity 
experiments. The measurements show the turbulence to be nearly isotropic, having an isotropy 
ratio of 0.97, with up to two orders of magnitude in turbulent scales and with a near-zero mean 
flow in the center region. To cover a broad range of flow regimes of interest, particles with 
Stokes numbers of about O. I, I, and 10 were released in the turbulence box and the particle 
motion in two and three dimension~ were mcasuied~_- -- __ . ____ _ 

The two-dimensional measurementsw~r~made by recording and measuring particle 
concentrations in a 4 em thick light sheet that highlighted a plane in the flow. Results show 
preferential concentration of particles with aStQkeLIlUIl1ber of about unity in microgravity 
conditions but with no preferential concentration in Earth's gravity, suggesting that particle 
dispersion has a strong dependence on gravitational forces (Fallon, 1999). Figure I a shows a 
sample video image highlighting the pre fer.enti al concentration of 300-350 micron glass 
particles. Figure 1 b compares the average minimum distance between particles (Dp) with DNS 
results (Coppen et al., 2000). 

O,H,~ 

OUt; 

~ ll.!)-i 

---:: lU)~ 

U.U 
~ 

U.88 

~~ 
U.86 

U.84 

U.82 

0.8 
0.D1 

+ 

0.1 

:--: 
I I 
I I 
I I · . t • I · . I I , , · , 
• I I , 
I I 

:t.~ 

:-----:n~s rp~II1tr- -t 

+ 90-10~ milron ~r:\mk -----
:.!50-:JJ!',(I mi,ron {",f'r;,mi, -----. 

500-600 milTon gt"",~ ------.. 
Indut'pJ B(}dy For,-!" _.-.JK-

'u 1UU 

Figure 1. (a) Preferential concentration of 300-350 micron glass particles; (b) Comparison with 
DNS of average minimum distance. 
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Three-dimensional measurements of particle motion were made using a three-camera 
(monochrome 60 Hz) stereo imaging system with a particle-tracking algorithm. Standard 
photogrammetric techniques were used to determine the particle location in three-dimensional 
space from the calibrated camera images (Maas et aI., 1993). To simplify the camera recording 
process, the monochrome images from each of the three cameras were encoded in red, green, and 
blue, combined into one color image, and recorded digitally on a DV recorder. Figure 2a shows 
a portion of a sample image with all three-camera views of 600-700 micron glass particles 
superimposed. A single particle is highlighted in each of the three camera views (or color 
planes). The epipolar geometry constraint was used to identify matching particles from the three 
different views and these are shown for one particle in the image. Once a particle's position is 
determined in each of the three camera views, its coordinates in three-dimensional space are 
determined from the camera calibration parameters. Using velocity and acceleration constraints, 
particles in a sequence of frames can be matched resulting in particle tracks. A sample track in 
three-dimensional space for a 600-700 micron glass particle is shown in Figure 2b. 
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Figure 2. (a) Superimposed images of particles from three-camera system; (b) is resulting 
particle track in three dimensional space. 

1.2 

Quantitative three-dimensional particle dispersion results together with our previous 
work in preferential concentration will provide additional insight into the mechanisms of 
particle-laden turbulent flows. We can compare the dispersion rates of different Stokes number 
particles in zero g. In addition, we are continuing work with the turbulence box, using a 
microcontroller to adjust the speeds of individual fans in an attempt to improve the isotropy of 
the turbulence. 

REFERENCES 
Coppen, S.W., V. Manno, C.B. Rogers, 2000. "Turbulence characteristics along the path of a 

heavy particle," J. of Computers and Fluids, in press. 
Fallon, T., 1999. "Particle concentration fields in microgravity," Masters Thesis, Tufts 

University. 
Maas H.G., A. Gruen and D. Papantoniou, 1993. "Particle tracking velocimetry in three

dimensional flows: Part I. Photogrammetric determination of particle coordinates," Exp 
Fluids, Vol. 15, pp. 133-146. 
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ABSTRACT 

The motion of solid particles in a turbulent flow field is dictated by their response to inertial and 
gravitational forces. Gravity plays the dominant role in this motion by pulling the particles through adjacent 
regions of fluid turbulence, masking the inertial effects. By examining the dispersion of solid particles in a 
turbulent flow in the absence of gravity, we can improve our understanding of the mechanisms responsible for 
particle motion and develop new models for these effects. In this poster we present the particle dispersion 
experiments conducted on NASA's KC-135 Reduced-Gravity Aircraft) which generates mi crogravity conditions 

, for 20 seconds. 
The turbulent flow field was generated in a closed Lexan box measuring 30.5 cm x 30.5 cm x 30.5 em by 8 

small fans mounted in the comers. Laser Doppler velocimetry measurements inside the box were used to 
characterize the flow parameters before conducting the microgravity experiments. The measurements show the 
turbulence to be nearly isotropic, having an isotropy ratio of 0.97, with up to two orders of magnitude in turbulent 
scales and with a near-izero mean flow in the center region. To cover a broad range of flow regimes of interest, 
particles with Stokes m.lnlbers of about 0.1, 1, and 10 were re 1eascd in the turbulence box and the partie1 e motion in 
two and three dimensions were measured. 

The two-dimensional measurements were made by recording and measuring particle concentrdtions in a 4 
em thick light sheet that highlighted a plane in the flow. Results show preferential concentration of particles with a 

: i,l' Stokes number of about unity in micro gravity conditions but with no preferential concentration in Earth's gravity, 
, , suggesting that particle dispersion has a strong dependence on gravitational forces. 

Three-dimensional measurements of particle motion were made using a three-camera (monochrome 60 Hz) 
stereo imaging system with a particle-tracking algorithm. Standard photogrammctric techniques were used to 
determine the particle location in three-dimensional space from the calibrated camera images. To simplify the 
camera Tecording process, the monochrome images from each of the three cameras werc encoded in red, green, and 
blue, combined into one color image, and recorded digitally on a DV recorder. Once a particle1s position is 
detennined in each of the three camera views) its coordinates in three-dilnensional space are detennined from the 
camera calibration parameters. Using velocity and acceleration constraints, particles in a sequence of frames ean 
be matched resulting in particle tracks . 
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GROUND BASED STUDIES OF THERMOCAPILLARY FLOWS IN 
LEVITA TED LASER-HEATED DROPS 

ABSTRACT 

Glovebox Studies 

S.S. Sadhal, A. Rednikov and K. Ohsaka 
Department of Aerospace & Mechanical Engineering 

University of Southern California 
Los Angeles, CA 90089-1453 

email: sadhal@usc.edu 

The IFFD (Intemal Flows in Free Drops) investigation were can-ied out on STS-95 produced 
good video images with optimal resolution of the internal tracer particles will allow the accurate 
measurement of the intemal motion of the liquid. The fIrst demonstration of non-contact 
fissioning of a single drop into two parts was obtained with a static sound fIeld. In addition, the 
new technique for the accurate, acoustically-assisted drop deployment in micro gravity has also 
been verified together with the feasibility of quiescently positioning a partially wetted drop at the 
end a sting. Thernl0capillary flows were observed with a free drop in microgravity, and clear 
evidence of an increase in the internal circulation in the drop was detected as the sting heater was 
activated in the vicinity of the drop. Both contacting and non-contacting heater configurations 
were studied. A much higher rate of successful drop deployment has been obtained in STS-95 
when compared to STS-94. This has been attributed to the elimination of the protective cover 
around the ultrasonic levitator. 

Ground-Based Experiments 

We have continued ground-based measurement of the thel1110capillary flows in electrostatically 
levitated and laser-heated di;ops. Convincing evidence is being gathered thaffhese 
thermocapillary-driven flows quickly couple to a drop rotational motion. This results in a very 
complicated motion and in the tel111ination of the experiment because of the inability toco~trol 
the spot heating location. In order to circumvent tllis drawback, we have investigated mostly 
two-dimensional flows in drastically flattened ultrasonically levitated drop and spot heated at one 
end. FlaTtened drops can be created arid lieTd~iri a stable horizontal position7odllgh-viscosity 
liquids (~ > 10 poise). By using suspended tracer particles and laser illumination, we have been 
able to resolve the three-dimensional flows within the disk-shaped drop. The flattening of the 
drop in a plane perpendicular to gravity minimizes the influence of natural buoyancy, and reveals 
the essential features of thermocapillary flows in the major plane of the drop. 

By suppressing in-plane rotational motion with a glass fIber, we have been able to observe the 
effects of heating raising the local surface temperature in a range between 10 and 100°C. We 
have been able to record steady thermocapillary motion in the plane of the flattened drop. Close 
exanlination revealed a double set of dipole-like circulation pattern. A higher velocity (l to 5 
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cm/s) small vortex is located near the heated spot region, while a larger counter-rotating vortex 
extends over the majority of the drop cross-section. These measurements were carried out for 
fairly low values of the Marangoni between 100 and 250. 

Analytical Results 

The effects of air compressibility have been accounted for in a greater detail than in the previous 
analyses. These include possible influence of the thermal boundary layer and, if the surrounding 
gas is a multi-component mixture, of the diffusiol1~tl boundary layer. Acoustic streaming around 
a drop in a liquid, with comparable viscosities inside and outside, has been considered. 

It is well known that acoustic streaming originates in the viscous boundary layer at the sU1face of 
a particle, where flow is genuinely rotational and thus, a steady flow component is generated as 
soon as nonlinearities take effect. While this crucial role of the viscous boundary layer has been 
widely recognized, little attention has been paid to the role the thermal boundary layer. The 
special case of a solid sphere acoustically levitated in a gas medium has been studied. As solids 
are generally much more thermally-conductive than gases, the temperature is practically constant 
within the solid body while oscillating in a sound wave (consisting of velocity, pressure and 
density oscillations). Therefore, a thermal boundary layer is fOlmed at the surface, in addition to 
the viscous one. Since density is a function of temperature, a sharp temperature variation in the 
boundary layer gives rise to the corresponding density variation. The latter in tum influences the 
flow field (continuity equation). In the fmal analysis, the acoustic streaming intensity proves to 
he globally affected. 

Furthermore, if we deal with a multicomponent gas, the effect of thermodiffusion emerges as 
another factor that may also affect the streaming. The temperature gradient brings about a 
concentration gradient, and therefore, as density depends on composition, there appears an 
additional contribution to density, and consequently, to the acoustic streaming. 

A remarkable new result is that acoustic streaming proves to be much more intense for the 
drop-in-liquid system, than for a solid sphere ill a liquid. This flow originates in the external and 
internal boundary layers at the drop surface. Now that there is the velocity continuity condition 
to be satisfied, the acoustic streaming becomes more pronounced with a mobile interface. 

The streaming around a rigid sphere has been studied in the long wavelength approximation for a 
general acoustic field of a given frequency. In particular, the acoustic torque on the sphere has 
been calculated. Generalizing Riley's (1966) work, we studied the steady streaming around a 
motionless sphere with the fluid oscillating with a complex velocity amplitude. The result for the 
steady streaming velocity at the outer edge of the boundary layer is found in a very general form 
in terms of the velocity amplitude and the oscillation frequency. Since the oscillation velocity 
has a general form admitting phase differences with respect to the vector components, there is, in 
general, a net torque with an expression given in terms of the velocity amplitude, the frequency, 
and the kinematic viscosity. 
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• Using a high-viscosity liquid (Il > 10 poise) and an ultrasonic levitator, 
a drop can be held in a very thin disk-like shape for a substantial time 

without the onset of shape instability, i.e., the shape remains stationary 
for a long time. 

• Drops of 200 cSt silicone oil (Polydimethylsiloxanes) were ultrasoni
cally levitated in ambient air and under atmospheric pressure. 

• The acoustic pressures were adjusted in order to induce a drastic flat
tening of the drop (see Figure 1) in order to achieve very high aspect 
ratio (up to 20). 

• Shape aspect ratios between 1.5 to 50 can easily be achieved using 
sit ie-one oil at 1 ~G, A focused CO:.! laser is aligned to heat a small area 
(on the order of 200 microns diamet.er) at one side of the drop. 

• DiametricalIy opposed is a very thin glass fiber contacting the drop 
surface used to arrest the drop rotation. Flow visual izatjon is carried 
oul with 10 to 50-micron suspanded polymeric tracer particles along 
with a Hc-Nc laser sheet illumination. 

• Under careful examination) a circulatory motion directed normal to 
the. drop main cross section can be seen at the edge of the drop. This 
circulatory motIon increases in cxtcnt towards the drop center for lower 
viscosity liquids. 

• With 200 cSt silicone oil, this outer circulatory motion is restricted to 
a region within the first 5% of the drop diameter. It appears that this 
steady circulation is induced hy the acoustic streaming flow induced 
by the levitation field. 

• With laser heating raising the local surface temperature in a range be
tween 10 and I ()(rC, we have been able to record steady lhermocapillary
induced motion in the plane of the tlattened drop. Figure 2 shows the 
genera] flow pattern for a laser spot heated impacting the drop surface 
at the left edge. 

• Close examination reveals a dQuble set of dipole-like circulation pat
tern. A higher velocity (1 to 5 cmls) small vortex is located near the 

2 
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heated spot region, whi Ie a larger counter-rotating vortex extends over 
the majority of the drop cross-section. (laO < Ma < 250). 

Thermocapillary motion inside a flat drop generated by a hot sting 

Air gap{bubble) 

I 

ThermocapiHary motion inside a divided flat drop with a hot sting inside the 
smaller region 
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Analytical Results 
Compressibility and Related Thermal and Diffusional Ef
fects in Levitation Acoustics 

• While the crucial role of the viscous boundary layer in generating 
vorticity has been wideJy recognized, little attention has been paid to 
the role of the thennal boundary layer. 

• Not only is the latter one essential when studying purely thennoacoustic 
phenomena, but it rna}' also affect the streaming itself - a phenomenon 
that has not been studied so far. 

• A solid sphere acoustically levitated ina gas- medium is considered. 
With thermal cConductYvTiY ~~:.: :i- k~. a thermal boundary layer is fonned 
at the suli'ace, in addition to the viscous one. 

• Since density is a function of temperature, a sharp temperature vari
ation in the boundary layer gives rise to the corresponding density 
variation. The latter in turn influences the flow field (con-nn-uily equa
tion). 

• In the final analysis, the acoustic streaming intensity proves to be 
global1y affected. The following dimensionless parameter determines 
the extent of this effect: 

"'{ _ c. /(C. 
I - cp -J:> 

c c sound speed, 

[j/' 'l.rr l 
. .L uc-

I'v'T=' . =''1'-1. 
ep 

To ~ mean (background) temperature, 
{j = thermal expansion coefficient. 

• The effect is most pronounc..'ed for monoatomic ideal gases (~f = ~), 
and negligible for ,..,. ~ l. 

• Viscosity is also a function of temperature, Por gases. it is usuaJ1y has 
a power-law dependence. As the acoustic streaming is a second order 
effect, the variation of viscosity may also contribute to the same order. 

5 
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• Mulficomponent gas. Indeed, owing to the effect of the·rmodiffu

sian, the temperature gradient brings about the concentration gradi
ent. Therefore, as density depends on composition, there appears an 
additional contribution to density, and consequently, to the acoustjc 
streaming . 

• Two-component gas. The steady tangential velocity component persist
ing beyond the viscous boundary layer (the limiting velocity) is known 
to be 

fi·O = -EUrx r:~ sin2 k,-;,o sin 8 cos B 
+~(lw,) :jin k::o COH kzo ~iIl O( l:l cos2 

() - 3) 

+ ;~(k(1f cot-;2 kzo sin e cos 0(8 co::/ B-3)] (I) 

for a standing sound wave of the form U;. = Uoc !-lin kzciwt
. 

f = Urx;/(wa) «1; ka « 1; 
Zo - position of the center of the sphere. 

• When the thennal and concentrational effects are both taken into ac
count~ the following additional contribution to the limiting velocity 
results 

Vo = tlJ,xi1li (ka) sin ,,~ZO CO!;; kzo ~;in 0 

+ t (kaf cos2 kzo sin () cos 0] (2) 

where 

A = [(,\l]. + Ql ) (S{' + 1) + ~Vc + Qcj 

X II? I '2 ~ 
(1 l bd(l f· b2)(Sr: + b1 -b2

1 
) 

bt/2by2(b~/2 I b~!2) 

with 2h1.2 = Pr + S'c + GP,,' ± ;~(Pl' + Sc + GPr)2 - 4PrSc] 1/2 

1Vc = (~P) KT[1(:2 Ql' = _ (' 8~ ) To(3(~ 
DC TJ> Pocp 8'1 , Cll J.1ocp 

Qc = - (. ~II').. l(l'f3r:
2 

G = ~i' (·fP,)., 
ac. l.p J.1,ocp cpTo DC. 1,[1 
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Here 

D = diffusion coefficient 
(1: = thermal diffusivity 

K T = lhennodiffusion ratio 
j1 = chemical potential 
C = concentration 

• In the limit of a single-component gas, we have I( T ~ Ot and the 
expression for A simplifies to 

Pr1/'2 
A = (iVT + (JT) Pr -+ 1 

corresponding to purely thermal contribution to the steady acoustic 
streaming. 

• The result (2), unlike (l), does not contain terms of order O((ka.)o). 
This is due to the fact that, in the leading order of the long wavelength 
approximation ka ~ 1, the flow is incompressible, while the contri
bution (2) is associated with compressibility. The fllTther the sphere is 
located from the velocity antinode, the stronger is the effect (2). being 
the most pronounced when at the node. as (I) and (2) become of the 
same order. 

• The effect of thermal and diffusional boundary layers has been illus
trated for a sphere. However, it may take place in any geometrical 
configuration. For example, for the classical (Schlichting) problem of 
the the acoustic streaming near a plane due to a parallel standing wave 
11:;. = 'Uo cos ku:l: . .:t, we find the following velocity: 

u'l . 
it. = --2. U + :iA) sin2kz. (3) 

r 

where the term A corresponds to the additional contribution under 
consideration here. 

Liquid-Liquid Systems 

• Similar properties in both phases. 
In the limit of small streaming Reynolds numbers, the acoustic stream
ing is determjned by 

1f-',~ = B (1/1'2 - l)p (1 - ,i), 
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in terms of the stream function outside and inside the drop~ respectively, 
and 

B = fli\!1 9 Ji', I ~1/2 
80)2 (1 + f\~-l )~6~/")(1 -1- f\-l) 

l' =- radial coordinate, K = /illi, 
a =: drop radius j1\1j = (~a2/lJ)I/2 » 1, 

p = cos 0, f: = U/(",,'a) « 1, 
cj),! = v/v, U = medium-partic1e relative velocity. 

• A remarkable result is that B is not simply B <'V f, but B rv EIA!I 
here. Thus, the acoustic streaming proves to be much more intense 
(j ;\11 t.imes for IAt I » 1) for the drop-in-liquid system, than for a solid 
sphere in a Jiquid. 

• This flow originates in the exIemaI and internal boundary layers at the 
drop surface. Now that there is the no-slip condition to be satisfied, 
the acoustic ~treaming becomes more pronounced. 

• The limit of a highly viscous drop (If. -+ 0), that may, for example, 
correspond to a drop in a gas, or to a solid sphere, yields 

9 
B = flAIj V2 ft'· 

80 2 

that tends to zero as /'i' ~ o. 
• Thus, we arrive to an apparent contradiction, since it is well-known 

that the acoustic streaming docs not vanish for a solid sphere. This 
demonstrates a singular nature of the limit If ~ o. 

• Therefore, a separate treatment is needed for the case H -t 0) and this 
has been already done in. Herewith, the most interesting asymptotic 
case corresponds to h: j kll '" 1. 

Generalization of the Acoustic F~ld Interacting with a Particle 

• Generalizing Riley's (1966) work, we studied the steady streaming 
around a motionless sphere with the fluid oscillating as U;xJ exp( i~t) 
far away from the sphere, where U:'X"J is generally a complex vector, 
~o that there may be a phase shift between its components. 
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• This problem is clearJy of interest from the acoustic point of view, since 
the velocity field U'X exp(iiJ:t) may often serve as the leading order 
approximation to a general acoustic field of the frequency .J in the 
vicinity of a particle, whose size is much smaller than the wavelength. 

• This is also a generalization of Lee & Wang (] 989), who studied the 
streaming due to two orthogonal standing waves, that is, in our terms, 
the case when the vector ReU;x,: rxp(iwf) always remains coplanar. 

• The result Of or the steady streaming velocity at the outer edge of the 
boundary layer is 

4t 27 
'U~ = -- (A· n - n· A· nn) + -n·n (4) 

, 16wa. ' 8:.v'a 

with the tensors A and B defined as 

A = Re UocRe U oo + 1m Uxlm U rx-" 

B = Re V,x,lm U-x - 1m U xRe U,x 

and n being the unit vector in the radial direction. 

• WbUe the first term in equation (4) is a trivial genera'ization of the 
corresponding axisymmetric result, the second term, with the anti
symmetric tensor B, yields a rotational contribution to the velocity 
field. 

• As expected, the necessary condition for the rotation to exist is a phase 
shift between the components of U ()c. Otherwise. we have B ~ O. 

• Note that 
B'n = ~Rc U 00 x/Tn U 00: Xn. 

The rotational motion gives rise to the torque acting on the sphere 

. 2 (' 21/) 1/2 r = 37rpoa -. Rc U oc X frY?- U:")O. 
w'. 

9 
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Particle Rotation by Orthogonal Acoustic Fields 

• We have examined the response of either solid or liquid particles, when 
placed in an acoustic field which consists of two orthogonal waves. 
These have the same amplitude and wave number, but differ in phase 

by ~Ti. 

• One wave is a vertical levitation field and the other is horizontal 

• The effect of the second wave, superimposed upon the levitation field, 
is to create a time-averaged torque on the particle causing it to rotate 
with a unifom) angular velocity. 

• The analysis has been carried out in the limit of large Strouhal number. 
At the leading order, it is shown that solid and 1 iquid cylinders behave 
in a similar manner, in the sense that the liquid is in solid-body rotation. 

• The dominant time-averaged motion of a liquid droplet is also solid
body type; however1 superimp_~~~~ on this is a time-averaged redrcu
latory tlow within the drop in the fonn of a pair of toroidal vortices. 

• For a solid cylinder of radius a, the dimensionless rotationa1 velocity 
may be expressed as a perturbation expansion, 

(5) 

where E = Uo/wa « 1 with Uo being the velocity amplitude of the 
waves, and L.4-\ the frequency. 

• Detailed calculations show that 

. R)1 no = _ (~ "1 

2. 
(6) 

where Rs = UJ/(wv). In the limit of R ... :$ 1, however, the angular 
velocity is expres5ed as 

n ,..,. s' Inn, 

where no is given by the roots of 
1 

-no(l + TIo)! = (~s) ~ ! 
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with 0';<; = R:<c 2• Considering that no < 0, we see that the left-hand 
side of (8) has a maximum at nu = nOm = - 2;:3 which corresponds 
to o.~ = G!iln :- 8/27. 

• For the case of a solid sphere, the expansion 
) a n = c2 nJ + En:l + O(c·) (9) 

is used, resulting in n "V £~nl = - ~ (2R.~) t. 
Drop Levitated Between Nodes 

• The general case of a liquid drop positioned arbitrarily between the 
velocity node and the antinode has been examined. 

• While the leading-order solution is a linear combination of the two 
groups of solutions when the sphere 1S placed at the node and antin
ode ot a standing wave~ the first-order solutions show that the steady 
streaming inside and outside the sphere also includes nonlinear terms. 

• The flow pattern in the boundary layer is found to have a complex 
structure with some cases having saddle points. 

• For a solid sphere, the flow pattern does not depend much on the 
frequency parameter I.Aff~ while the liquid sphere cas;e depends signif
icantly on 1 AI I. 
In fact, the pattern is very sensitive to surface mobility even when the 
liquid viscosity is high. 

• The flow characterization goes through various transitions that depend 
on several sets of relationships between /AI I and K = JIlt. 

• An interesting case is 

JAIl < lfJ(K: +t~)(fl" + 3) 
V2t\. (2,) + 5K,) 

which has large recircu)atory region on the "front side' of the drop 
with respect to the outer streaming which is downward (Figures 4 and 
6) . 

• An experimental result is shown in Figure 5 whkh is qualitatively 

consistent with the theoretical prediction. 
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Figure 6: Streaming about a drop displaced between velocity node and antinode for kZo = 
7f/'t ko = 0.;), h" - 1I.0JtJ{i, and IMI - 200, 
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STABILITY OF SHAPES HELD BY SURFACE TENSION 
AND SUBJECTED TO FLOW 

ABSTRACT 

P.H. Steen 
Cornell University 

Capillarity dominates the shape of a liquid/gas or liquid/liquid interface when surface area is 
large relative to volume (short physical length) or when gravity is small relative to surface 
tension (long capillary length). Stability of such interfaces is important to applications on earth 
such as micro-fluidics and in orbit such as th~management of liquids in a space station. 

REAL-TIME FLOW CONTROL OF UNSTABLE CAPILLARY SHAPES 
Three-dimensional capillary interfaces can be destabilized by long wave disturbances since 
pressure distributions associated with the two principal curvatures can compete, as illustrated by 
the cylindrical interface: waves longer than the circumference are destabilized by the 'axial 
curvature pressure'. A time-dependent lubrication pressure is set up using a flow external to 
such an interface. Real-time feedback control using this pressure, based on video images of the 
interface shape, suppresses the first mode of instability. In this way, the subdominant mode is 
revealed for wavelengths between instability of the dominant (first) and subdominant (second) 
modes. A quantitative comparison to weakly nonlinear stability 'ctions is favorable [1]. 

Photos of stabilized liquid bridges, except right which is "collapsed". 
Lengths (I to r) are 6.76, 7.57, 8.07, and 8.25 where the first mode is unstable 
at 6.28 (scaled). The center rod amplifies the pressure of the external flow. 

BUBBLE DISCONNECTION: SELF-SIMILARITY Al\j~ CASCADING PHYSICS 
Surface tension disconnects a bubble from a capillary bridge while driving a surrounding 
inviscid flow. Spatial and temporal behavior is studied just prior to and just after disconnection, 
via computation and experiment. They are in agreement both before and after the event but 
fl,nticipated self-similarity is observed only beforehand. Computation coincides with observation 
due to modeling that identifies the cascade of physics probed over decades oflength scales [2]. 
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Video images of the collapsing soap film and bubble 
disconnection at timcs (I to r): 0 ms, 349 ms, 449 ms, 462 rns, 466 
ms and 479 ms). Solid white line is computation. 

SINGULAR AXISYM:\1ETRIC SURFACES 
To the extent that unconstrained disconnection or pinchoff of any surface will tend to be 
axisymmetric, at least locally near the pinchoff location, constraints on curvature signatures for 
axisymmetric surfaces frame the development of singularities in general surfaces. We show, 
based on differential geometry alone, that is, regardless of the underlying fluid flow, be it viscous 
or inviscid, how the spatial distribution of curvatures are constrained as singularities in principal 
curvatures develop. This framework is illustrated by a pinchoffvia inviscid dynamics [3]. 

A NOVEL APPROACH TO COMPUTING BIFURCATION DIAGRAMS 
A new approach to the computation of bifurcation diagrams is illustrated on axisymmetric 
equilibria of liquid droplets and bridges. The new technique has an architecture that solves 
boundary-value problems in parallel and delivers a global bifurcation diagram, capturing isolated 
branches. In contrast, conventional techniques deliver solutions in sequence using local path
continuation. A suitable mathematical formulation for the classical problem of predicting shapes 
of droplet and bridge equilibria is introduced and it is shown how the new technique yields 
global diagrams. Properties of these diagrams allow families of equilibria to be organized in a 
way that reveals common stnIc!ures [4]. 

REFERENCES 

[1] Robinson ND, Steen PH. 2000. Stabilization of a liquid bridge using time-dependent 
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[2] Boratav ON, Chen Y-J, Steen PH. 2000. Bubble disconnection: self-similarity and cascading 
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ABSTRACT 

INSTABILITY OF MISCmLE INTERFACES 

R. Balasubramaniam, N. Rashidnia, R.G. Wilson, J.I.D. Alexander 
National Center for Microgravity Research on Fluids and Combustion, 

NASA Glenn Research Center, Cleveland, Ohio 
and 

T. Max worthy 
University of Southern Cal{fornia, Los Angeles 

The dynamics of miscible displacements in a cylindrical tube will be studied experimentally and 
numerically, specifically when a more viscous fluid displaces a less viscous fluid. In the converse 
situation where a less viscous fluid displaces a more viscous fluid, a fingering instability is known 
to occur (petitieans and Maxworthy, 1996), and a flight experiment proposed by Maxw0l1hy and 
Meiburg (2000) to investigate the intelface dynamics in this case is cunently being developed by 
NASA. 

From the current theory of miscible displacements, developed for a porous medium satisfying 
Darcy'S law (see review by Homsy, 1987), it can be shown that in the absence of gravity the inter
face between the fluids is destabilized and thus susceptible to fingering only when a more viscous 
fluid is displaced by a less viscous one. Therefore, the initial flat interface in the displacement of 
a less viscous fluid by a more viscous one ought to be stable. However, numerical simulations by 
Chen and Meihurg (1996) for such displacement in a cy lindrical tube show that for a viscosity ratio 
equal to e, a finger of the more viscous-fluid is indeed fom1ed. These calculations were restricted to 
axisymmetric solutions of the Stokes equations that are valid for negligible values of the Reynolds 
number. 

Preliminary experiments that we have performed show that not only can fingering occur when 
the more viscous fluid disp!aces a less viscous one in a cylindrical tube, but also that under certain 
conditions the advancing finger achieves a sinuous or snake-like spatial pattern. These experiments 
were performed using silicone oils in a vertical pipette of small diameter. In the initial configura
tion, the more viscous fluid rested on top of the less viscous one, and the interface was nominally 
flat. The top fluid also had a slightly larger density than the lower fluid. A dye was added to the 
upper liquid for ease of observation of the interface between the fluids. The tuhe diameter and 
the d~l1~ity ~~viscosity of the fluids were such that buoyancy induced flow was not obsel"\'ed. 
The flow was initiated by draining the lower fluid from the bottom of the pipette. The draining 
velocity was in the range 10 to 50 microns per second. When the viscosity ratio between the fluids 
is two, an axisymmetric finger of the more viscous fluid was observed to form. When the viscosity 
ratio is ten, the steady state shape attained by the interface is not axisymmetric. Rather, the upper 
liquid has a sinuous shape as it flows down the pipette. The density difference for this liquid pair 
is 0.01 glec. Since the upper fluid is heavier, this raises a question whether the instability is due 
to buoyancy. To explore this, a small amount of carbon tetrachloride was added to the lower fluid 
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such that the lower fluid is slightly heavier than the upper fluid. The sinuous shape of the interface 
persists in this case as well, suggesting that the instability might not be due to buoyancy, but is a 
shear instability. However, carbon tetrachloride diffuses across the interface, and the results must 
be interpreted with caution. 

We plan to modify our apparatus so that the more viscous fluid can be injected from either end 
of the tube. This will not only enable better control of the displacement compared to the draining 
technique we have used, but also asceltain the rol~ played by buoyancy forces in the experiments. 
Thus we will pelform experiments where the more viscous, heavier fluid, is pumped from below, 
where buoyancy has a stabilizing influence. The goal is to obtain the stability map of the system 
for transition to sinuous interface shapes. We will vary the viscosity ratio, the volumetric flow rate 
in the tube and the Peelet number for mass transkr. The fluids used will be silicone oils of various 
viscosities. We will simulate reduced gravity conditions by matching the density of the fluids in 
some cases by the addition of solvents such as carbon tetrachloride or decane to one of the fluids. 

We will also perfoffil numerical simulations of the miscible displacement process, starting from 
an initially flat intelface, to identify the conditions when the intelface achieves a sinuous shape. 
When such a shape is computed, we will obtain the post onset wavelength and compare it to 
experimental results. The computations will involve time accurate three dimensional simulations 
of the momentum and mass transport equations. Joseph and Renardy (1993) show that, in general, 
one must consider the following effects in the mixing region (i) a non-vanishing of the divergence 
of the velocity field caused by density changes of a fluid element due to diffusion (ii) Korteweg 
stresses, which accounts for forces in the fluids caused by concentration gradients. We will perfOIID 
computations without and with these effects, for various values of the system parameters, chiefly 
the viscosity ratio, density ratio, Peelet number for mass transport and non-dimensional parameters 
associated with the Korteweg stresses. The Reynolds number will be small compared to one; 
however, we will retain the non-linear inertial terms in the momentum equations recognizing that 
they might be important in predicting the comple~)nterface shapes. 

References 

Chen, c.H. and Meiburg, E. 1996. Miscible displacements in capillary tubes. Part 2. Numeri
cal simulations. 1. Fluid Mech., 326,57-90. 
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Maxworthy, T, Meiburg E. and Balasubramaniam, R. 2000. The Dynamics of Miscible Interfaces: 
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Objectives 

Study the dynamics of miscible displacements experimentally and nu
merically 

• ina cylindrical tube 

• more viscous fluid displaces a less viscous fluid 

• eva'uate effects of (i) non-vanishing velocity divergence in the mixing 
region (ii) fluid stresses due to concentration gradients (Korteweg 
stresses) 



~ 
(/) 

~ 
'I 
§ 
t~ -~ 
-.I 
o 

Motivatio:n 

• Current theory (see Homsy, 1987) developed for a porous medium 

satisfying Darcy's law shows that the interface is destabilized only 

when a less viscous fluid displaces a more viscous fluid. 

B • Numerical simulations (axisymmetric) by Chen and Meiburg (1996) 
\0 

'. II 

shows that for such displacement a finger of the more viscous fluid 

is indeed formed . 

• Our preliminary experiments show that not only can fingering occur 

when a more viscous f~uid displaces a less viscous one in a cylindri

cal tube, but also that under certain conditions the advancing finger 

achieve,s a sinuous spatial pattern. 
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Preliminary Experiments 

• Silicone oils of various viscosites used in a vertical pipette of diame

ter 3 mm. Dye added to the upper fluid for observing the interface. 

• Flow initiated by draining the pipette (velocity A..l 10 to 50 micron/ s) 

• Axisymmetric finger observed when the viscosity ratio is 2 

• Interface has a sinuous shape when the viscosity ratio is 10, both for 

- A heavier upper fluid (~e ~ 0.01) (pure silicone oils) 
p 

- A heavier lower fluid ('L\.p ~ -O~Ol)1 (carbon tetrachloride added p 
to the lower fluid) 
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Proposed experiments 

• Modify experimental apparatus and inject more viscous fluid from 

eith er end of the tube. 

B • Vary the viscosity ratio, density ratio, volumetric flow rate and Peclet 
w 

mil_I'll 1/111'1111'11111111 

number for mass transfer and obtain stability map of the system for 

transition to sinuous interface shapes., 

• Explore density matching of the fluids further using solvents such as 

carbon tetrachlioride, dlecane. 
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Proposed numerical simulations 

• Time accurate three dimensional calculations of the governing equa

tions will be performed starting from a quiescent, flat interface. 

• Identify the cond,itions when the interface achieves a sinuous shape 

• FoUowing Joseph and Renardy (1993), we will consider the following 

effects in the mixing region, and evaluate their effect on the interface 

shape 

- Non-vanishing divergence of the velocity field caused by density 

changes of a fluid e1ement due to diffusion 

- ,Korteweg stresses, which account for fluid forces due to concen

tration gradients. 



LOW VELOCITY IMPACT EXPERIMENTS IN MICROGRA VITY 
J. E. Colwell, Laboratory for Atmospheric and Space Physics, Univ. of Colorado, Boulder, 

and S. Sture, Dept. ofeivil, Env., and Arch. Engineering, Univ. of Colorado, Boulder. 

BACKGROUND 
Protoplanetary disks, planetary rings, the Kuiper belt, and the asteroid belt are 

collisionally evolved systems. Although objects in each system m_ay be bombarded by 
impactors at high interplanetary velocities, they are also subject to repe(ited collisions at low 
velocities (v<IO mls). In some regions of Saturn's rings, for eample, the typical collision 
velocity inferred from observations by the Voyager spacecraft and dynamical modeling is a 
fraction of a centimeter per second [I]. These interparticle collisions control the rate of 
energy dissipation in planetary rings and the rate of accretion in the early stages of 
planetesimal formation. In the asteroid belt collisions typically occur at several km/s (e.g. 
[2]); however secondary craters are formed at much lower impact speeds. In the Kuiper belt, 
where orbital speeds and eccentricities are much lower, collisions between Kuiper belt 
objects (KBOs) can occur at speeds below 100 m/s. In the early solar system, KBOs accreted 
in the same way planetesimals accreted in the inner solar system, however some regions of 
the Kuiper belt may now undergo erosional collisions [3,4]. 

Dust may be present on the surface of all of these objects in the form of a fine regolith 
created from micrometeoroid bombardment (rings, asteroids, KBOs), high speed interparticle 
collisions (asteroids, KBOs) or as a product of accretion from protoplanetary dust. Dust 
released in these collisions is often the only observable trace of the source objects and may 
be used to infer the physical properties of those larger bodies (e.g. [5,6]). 

EXPERIMENTAL PROGRAM 
We are conducting a broad program of microgravity impact experiments into dust to 

study the dissipation of energy in low energy collisions and the production of dust ejecta in 
these impacts. The Collisions Into Dust Experiment (COLLIDE) flew on STS-90 in April 
1998 [7]. The principal results of that experiment were measurements of the coefficient of 
restitution for impacts into powders at impact speeds below I mls. Almost no ejecta was 
produced in impacts at 15 cmls into JSC-I powder, and the coefficientof restitution was -
0.03. COLLIDF-2 is undergoing final preparations for a flight in 2001. The experiment will 
conduct six impact experiments at impact speeds between I and 100 cm/s. The target 
material will have a low relative density to mimic the regolith on low surface gravity objects 
in space, such as planetesimals, planetary ring particles, and asteroids. 

A new expennlental program, the Physics of Regolith Impacts in Microgravity 
Experiment (PRIME) will use NASA~s KC-I35 aircraft to explore a m~ch broader range of 
parameter space than - is possible with COLLIDE, at slightly higher impact velocities. 
PRIME will be capable of conducting up to 16 impact experiments each flight day on the 
KC-135. Impact velocities between 50 cmls and 5 m/s wiIl be studied into a variety of target 
materials and size distributions. The experiment will consist of an evacuated canister with 6 
to 8 impact chambers on each of two rotating turntables. Each impact chamber will include a 
target sample and a launcher with a unique set of parameters. Two viewports will allow high 
speed video photography of impacts from two orthogonal views with the use of a mirror 
mounted inside the canister. 
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Data from COLLIDE and ground-based experimental studies suggest that particle 
size distribution is an important parameter in controlling the response of granular media to 
low velocity impacts. Individual grain shapes may also play an important role in the 
conversion of impactor kinetic energy to target grain kinetic energy. We will also make use 
of numerical simulations of the impact process to understand the relevant parameters for 
experimental study. 

High speed video of the impact and ejecta patterns will be analyzed to determine the 
ejecta mass and velocity distributions. This in tum will have direct application for 
understanding the behavior of dust on the surfaces of planetary objects including asteroids 
and small moons when disturbed by low velocity impacts and perturbations. These include 
naturally occurring impacts as well as disturbances to the surface from human and spacecraft 
activity. The velocity distribution of the ejecta determines the amount of material launched 
to various altitudes above the surface and escaping the parent body. This information is 
important for spacecraft instruments landing on airless bodies with low surface gravity and 
powdery regoliths. 

REFERENCES 
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Collisions play an important role in the evolution of the solar 
system. High velocity impacts produce craters and fragment 
asteroids and small moons. Low velocity impacts (V<100 
m/s), however, occur much more frequently in some systems, 
such as planetary rings. Such low speed collisions also 
dominated the early stages of planet formation, occur in the 
production of secondary craters in the asteroid belt, and 
control the collisional evolution in the Kuiper Belt of comets. 

The amount of energy dissipated and the amount of dust 
ejected from the surface in the impact determines whether the 
collisions are accretional or erosional for planetesimal 
formation. Such collisions also release dust into planetary 
dust rings at each of the giant planets. 
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The Collisions Into Dust Experiment (COLLIDE) is a space 
shuttle experiment which performs 6 impact experiments 
into simulated planetary regolith at speeds between 1 and 
1 00 cm/s (Fig. 1). COLLIDE flew on STS-90 in April 1998 
and has completed modifications and improvements for a 
flight in 2001 as COLLIDE-2. Results from STS-90 
showed low coefficients of restitution and no ejecta 
produced (Fig. 2). Ground-based experiments indicate that 
launch vibrations resulted in a hardening of the target 
surface inhibiting dust ejecta. COLLIDE-2 will use a 
different target sample (rounded quartz sand) which does 
not significantly harden after vibration. 
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Fig. 1: Space Shuttle payload COLLIDE-2. IBS's are 6 
independent impact experiments. 
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One frame from the COLLIDE-l 
experiment on STS-90. The projectile 
is in contact with the target surface at 
left and an orthogonal view is visible 
in the mirror. White grid lines are 2 
cm apart. 

COLLIDE-! Coefficients of Restitution 
lBS Projectile Speed Nonnal Rebound Coefficient of 

(cmls) Velocity (cmls) Restitution (En) 

1 14.80±O.O9 O.41±O.O2 O.O28±O.OO2 
2 12.18±O.14 6.86±O.12 o.56±O.Ol * 

6.6±O.2 2.7±O.2 OAl±O.04* 
3 

:1 
28±2.8 13±1.3 OA6±O.l * 

4 17.1O±O.21 O.37±O.O2 ! O.O22±O.OO2 
5 0 N/A N/A 

~ 

6 90±15 2.8±O.5 O.03±O.Ol 

Notes: *: rebound offpainted aluminum door instead of 
JSC-l powder. The projectile in IBS 2 bounced off the 
door a second time, allowing measurement of En for two 
impact velocities. Uncertainties are standard deviations 
from linear regression fits to displacement measurements, 
except for IBS 3 and IBS 6 which are higher due to the 
poor image quality and are based on estimates of error in 
measuring pOSItIon. En is the ratio of the normal 
component of the rebound velocity to the impact velocity. 

Fig. 2: Results from COLLIDE-l low velocity impacts into JSC-l powder at 
v=15-90 cm/s. 
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The Physics of Regolith Impacts in Microgravity Experiment 
(PRIME) will expand on COLLIDE and will generate a much 
larger data set of low velocity impacts into granular media. 
PRIME will study the impact velocity regime from v==O.1 to 
10 mls. PRIME is designed to operate in the NASA KC-135 
and will perform 12-16 low velocity impact experiments per 
flight day. The larger data set (compared to 6 experiments 
per shuttle flight for COLLIDE) will enable us to explore a 
much broader parameter space. PRIME hardware is based on 
COLLIDE but takes full advantage of the additional space 
and human operators on the KC-135 (Fig. 3). 
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Various target powders will be used to study the effects of 
material strength (or cohesion), friction angle, particle shape, 
and particle size, and we will vary target depth. Ground-based 
experiments perfonned at LASP have shown that more ejecta 
is produced in materials with low r:elative density. Significant 
dust ejecta has been produced at impact speeds of 1.5 to 2.0 
mls in the lab at 1 g. Microgravity is needed to accurately 
simulate the regolith properties, to reach impact speeds of less 
than 1 mis, and to measure the mass and velocity distributions 
of all ejecta produced in the impacts. We will supplement our 
experiments with granular media simulations (Fig. 4). 
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Fig. 3: Conceptual view of PRIME showing two external high speed 
cameras and 8 impact experiments inside the vacuum chamber. External 
cameras, power supply, and control electronics free up space inside the 
container for additional impact experiments. 48-64 impact experiments 
will be performed per flight campaign on the KC-13 5. 
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II Numerical Simulations II , m 
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Fig. 4: Example of 2-D simulation of a 2 cm impactor hitting a bed of 
smaller particles at 2 mls. Interparticle contact forces are indicated by 
lines in the figure on the right. (Simulations performed by M. Nakagawa, 
Colorado School of Mines.) We will carry out 2-D and 3-D simulations 
of low velocity impacts to compare with our experimental results and to 
explore regions of parameter space (e.g. large scale; v<10 cmls; v> 10 mls; 
etc.) which cannot be achieved with PRIME. 
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PRIME and COLLIDE-2 will allow us to identify the 
transition in multi-dimensional parameter space between 
several important regimes in low-velocity impacts: (1) ejecta 
production with rebound of the impactor; (2) rebound with no 
ejecta; (3) sticking of the impactor with no ejecta; and (4) 
sticking of the impactor with ejecta. Our exploration of 
parameter space will show the importance of the following 
parameters: (1) impact velocity; (2) impact energy; (3) target 
size distribution; (4) target relative density; (5) target 
mechanical properties; and (6) gravitational acceleration. 

These data will have direct application to several problems in 
planetary science and exploration of the solar system. 
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SURFACE COLLISIONS INVOLVING PARTICLES AND MOISTURE 
(SCIP'M) 

ABSTRACT 

R. Davis, H. Wilson, D. Rager, and Y. Zhao 
Department of Chemical Engineering 

University of Colorado 
Boulder, Colorado 80309-0424 

303-492-7314; robert.davis@colorado.edu 

Collisions of particles with wet surfaces are important in many industrial and natural 
applications, including filtration, agglomeration, wet granular flow, and pollen capture. A 
fundamental study of such collisions is underway in our laboratory. Current experimental work 
involves dropping small phistic and metal balls onto a surfiice wruch is overlaid with a thin layer 
of a viscous fluid and tilted at an angle to the gravity vector. "Critical conditions at which the 
spheres bounce instead of sticking to the surface are detemlined with the aid of high-frequency 
strohotic photography. When houncing does occur, the rebound velocity, angle, and rotation are 
determined from image analysis of the photographs. Preliminary results show that bouncing 
increases with increasiI1g ball size and impact speed, and with d~creasing viscosity and tJlJc;¥ness 
of the fluid layer. The results are interpreted using elastohydrodynarnic theory, accounting for 
lubi·iCation pressure ill the· thin viscous layer and Hertzian deformation of the solid baIl and 
opPosing surface. . 

The laboratory experiments are restrict to high in1pact velocities (- 1 mis, or higher), as 
otherwise gravitational acceleration obscures the rebound. As a result, relatively thick and 
viscous fluids layers on the surface are required to observe the transition between bouncing and 
sticking. Future experiments with lower in1pact speeds (- 0.1 mis, or lower) and surfaces wetted 
with water are planned for a low-gravity environment. 
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STEREO IMAGING VELOCIMETRY OF MIXING DRIVEN BY 
BUOY ANCY INDUCED FLOW FIELDS 

W.M.B. Duval, D. Jacqmin, B.M. Bomani, IJ. Alexander, M. Kassemi, C.Batur, 
B.V. Tryggvason, D.V. Lyubimov, T.P. Lyubimova 

ABSTRACT 

Microgavity Fluid Physics Branch 
NASA Glenn Research Center 

Cleveland, Ohio 44135 

Mixing of two fluids generated by steady and particularly g-jitter acceleration is fundamemal 
towards the understanding of transport phenomena in a micro gravity environment. We pro-pOse 
to cany out flight and ground-based experiments to quantify flow fields due to g-jitter type of . 
accelerations using Stereo Imaging Velocimetry (SIV), and measure the concentration field using 
laser fluorescence. The understanding of the effects of g-jitter on transport phenomena is of great 
practical interest to the micro gravity conmlunity and impacts the design of experinlents for the 
Space Shuttle as well as the International Space Station. The aim of our proposed research is to 
provide quantitative data to the community on the effects of g-jitter on flow fields due to mixing 
induced by buoyancy forces. The fundamental phenomenon of mixing occurs in a broad range of 
materials processing encompassing the growth of opto-electronic materials and semiconductors, 
(by directional freezing and physical vapor transport), to solution and protein crystal growth. 
In materials processing of these systems, crystal homogeneity, which is affected by the solutal 
field distribution, is one of the major issues. The understanding of fluid mixing driven by 
buoyancy forces, besides its importance as a topic in fundamental science, can contribute 
towards the understanding of how solutal fields behave under various body forces. The body 
forces of interest are steady acceleration and g-jitter acceleration as in a Space Shuttle 
environment or the Intemational Space Station. Since control of the body force is important, the 
flight experiment will be calTied out on a tunable microgravity vibration isolation mount, which 
will pelTllit us to precisely input the desired forcing function to simulate a range of body forces. 
To that end, we propose to design a flight experiment that can only be can-ied out under 
microgravity conditions to fully exploit the effects of various body forces on fluid mixing. 

Recent flight experiments, by theP.I. through collaboration with the Canadian Space Agency 
(STS-85, August 1997), aimed at detelTllining the stability of the interface between two miscible 
liquids inside an enclosure show that a long liquid column (5 cm) under microgravity isolation 
conditions can be stable, .ie. the interface remains sharp and vertical over a short time scale; thus 
transport occurs by molecular mass diffusion. On the other hand, when the two liquids were 
excited from a controlled vibration source (Micro gravity Vibration Isolation Mount) two to four 
mode large amplitude quasi-stationary waves were observed. The data was limited to CCD 
recording of the dynamics of the interface between the two fluids. We propose to CatTy out flight 
experiments to quantify the dynamics of the flow field using Stereo Imaging Velocimetry and 
measure the concentration field using laser fluorescence. The results will serve as a basis to 
understand effects of g-jitter on transport phenomena, in this case mass diffusion. As the 
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quasi-sationary waves for such a long liquid column can only occur in microgravity conditions, 
measurement of the kinematics of the flow field will shed light on the instability mechanism. 

The research will allow measurement of the flow field in microgravity environment to prove two 
hypotheses: 
(1) Maxwell's hypothesis: finite convection always exists in diffusing systems, and 
(2) Quasi-stationary waves inside a bounded enclosure in a micogravity environment is 
generated by Kelvin-Helmholtz instability; resonance of the interface which produces incipient 
mixing is due to Rayleigh-Taylor instability. 

The first hypothesis can be used as a benchmark experiment to illustrate diffusive mixing. The 
second hypothesis will lead to the understanding of g-jitter effects on buoyancy driven flow 
fields which occur in many situations involving materials processing, and other basic fluid 
physics phenomena. In addition, the second hypothesis will also provide insight in how 
Rayleigh-Taylor and Kelvin-Helm.holtz instabilities propagate concentration fronts during 
mixing. Measurement of the flow field using SIV is impOt1ant because it is the flow field which 
causes instability at the interface between the two fluids. 

Mixing driven by buoyancy induced flow fields will be addressed both experimentally and 
computationally. The experimental effort will address the kinematics of mixing: stretching, 
transport and chaos. Quantification of the mechanisms of mixing will consists of measuring the 
flow field using the SIV system at Glenn and capturing the dynamics of the intetface, to measure 
mass transport, using a CCD camera. These experin1ents will be calTted out within the 
framework of Earth's gravity and g-jitter microgravity acceleration as in a Space Shuttle 
environment or the Intemational Space Station. The g-jitter will be induced and controlled using 
a tunable vibration isolation platfonl1 to isolate against vibration as well as input periodic and 
random vibration to the system. The parametric range of the micro gravity experiment will be 
extended from the experiments on STS-85 to investigate higher mode quasi-stationary waves (8 
to 12), as well as resonance regions which leads to chaos and turbulence. Ground-based 
experiments will focus on effects of vibration on stably stratified fluid layers in order to scale for 
possible scenarios in a micro gravity environment. These vibrations will be subjected 
perpendicular to the concentration field on the ground since the parallel case can only be caITied 
out in a micro gravity environment. 

The concept of dynamical similarity will be applied to tune the experin1ents as closely as 
possible to a Space Shuttle environment or the Intemational Space Station. The computational 
effort will take advantage of the Computational Laboratory at Glenn to cOlToborate the 
experimental findings with predictions of the dynamics of the flow field using the codes 
FLUENT (finite difference based) and FIDAP (fmite element based). We will investigate two 
important cases, single-fluid model to address dilute systems with negligible jump in viscosity 
and the more general two-fluid model which accounts for finite jump in viscosity. Apart from its 
micro gravity relevance, this experiment is well suited to study dynamics in nonlinear systems. 
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GRANULAR MATERIAL FLOWS WITH INTERSTITIAL FLUID 
EFFECTS 

ABSTRACT 

M. L. Hunt, C. S. Campbell and C. E. Brennen 
California Institute of Technology 

Pasadena, CA 91125 

Modem granular flow theory began with the work of Bagnold in 1954 [1]. In his 
seminal experiments, I-mm wax spheres suspended in a glycerin-water-alcohol mixture 
were sheared in a coaxial cylinder rheometer. The rheometer was cleverly designed to 
measure both the shear and normal forces applied to the walls. From the experiments, 
Bagnold identified two distinct flow regimes: the macroviscous and the grain inertia. 
These regimes can be distinguished using a quantity that is now referred to as the 
Bagnold number, Ba= pcf A//2 I/fl , where p is the density (generally taken as the value 
for the particle phase), d is the particle diameter, A is a function defined by Bagnold that 
depends on the solid fraction, y is the imposed shear rate, and fl is the dynamic 
viscosity. In the macroviscous regime, the normal and the tangential stresses were 
linearly proportional to the liquid's viscosity and the shear rate. In the grain-inertia 
regime, the stresses were independent of the fluid viscosity, and instead depended on the 
density, the square of the shear rate and the square of the particle diameter. The 
dependence on the function A also diffcredinthe two regimes. 

Despite its importance and the almost universal acceptance of these results, there 
are still questions regarding the analyses and the conclusions. For example, the stress 
behaviors predicted by Bagnold's analyses also result from simple dimensional analysis, 
if the assumption is made that in one regime the stresses are independent of the particle 
( diameter dependence) and in the other regime the stresses are independent of the fluid 
viscosity. More importantly, the interpretation of the experiments is problematic because 
the experiments involved a suspensiol1 and only a single particle size was studied. In a 
density-matched suspension, the inertia of the particle and that of the fluid are 
indistinguishable; hence, the results for the scaling of the stresses may not be applicable 
to situations in which the densities differ. Additional questions surround the normal 
stress, which was measured by using a flexible membrane for the inner stationary 
cylinder that would deflect in response to the applied pressure. The system was 
insensitive to small pressure changes, and the membrane deflection may have altered the 
gap size and the mean solid concentration. 

The current work at Caltech focuses on experiments and simulations for 
conditions similar to those originally examined by Bagnold. The low-gravity 
environment offers the opportunity to reexamine Bagnold's experiments for particles of 
varying densities. These experiments should provide an opportunity to separate the 
effects of the inertia of both the fluid and solid phases on the shear and normal stresses. 
We plan to conduct experiments using different particle sizes and density, varying 
particle concentrations and shear rates that would extend the Bagnold number well into 
the grain inertia regime. In addition, the work involves a computational component that 
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uses a combination of smooth-particle hydrodynamics and the discrete element method to 
compute liquid-solid flows. 

The experimental apparatus will consist of a coaxial shear cell with a rotating 
outer cylinder. The inner cylinder will be mounted on a friction-free air bearing and 
constrained from rotation by a load cell to measure the shear force. For the flight 
instrument, pressure sensors will be inserted in the wall of the inner cylinder to 
simultaneously measure the normal force [2,3]. The granular material and the fluid will 
be contained in the annular region of the experiment. We have a prototype shear cell 
already constructed that we are using as a basis for the design of the flight instrument. 

Tn addition to the experimental measurements, the project also involves a 
computational phase that uses a combination of the smoothed particle hydrodynamics 
technique (SPH) and the discrete element method (DEM) to model flows containing a 
viscous fluid and solid macroscopic particles. The two-dimensional numerical 
simulations are validated by comparing with experimental measurements for wake size, 
drag coefficient and heat transfer for flow past a circular cylinder at Reynolds numbers 
up to approximately 100. The comparisons demonstrate that the technique can be 
successfully used for incompressible flows at Reynolds numbers up to approximately 
100. 

The central focus of the work, however, is in computing flows ofliquid-solid 
mixtures. Hence, the sinlufations were run for neutrally buoya.ntparticles contained 
between two shearing plates for different solid fractions, fluid viscosities and shear rates. 
The simulations involved up to 18 solid particles sheared between two plates separated 
by a distance of approximately 8 particle diameters. The no-slip boundary condition was 
satisfied on the surface of the particles and the bounding walls. The tangential force 
resulting from the presence of particles shows an increasing dependence on the shear rate, 
from a linear regime for macro-viscous flows to a square dependence for grain inertia 
{lows. The normal force showed considerable variation with time, which is not fully 
understood and is part ongoing numerical simulations. In addition, the simulations 
indicated stability problems at higher shear rates; the instability has also been observed in 
other SPH simulations. Hence, the focus of the current work involves the effect of the 
smoothing function and other features of the simulation technique on the flow 
parameters. 

REFERENCES 
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SHEET FLOWS, A V ALANCHES, AND DUNE MIGRATION 
ON EARTH AND MARS 

ABSTRACT 

D. Bideau, Universite de Rennes I, 35042 Rennes Cedex, France 
D. Hanes, University of Florida, Gainesville, FL 32611 USA 

J. Jenkins, Cornell University, Ithaca, NY 14853 USA 

We have begun a study of sheet flows and avalanches of granular materials in terrestrial 
and Martian environments. Sheet flows are relatively thin, highly concentrated regions of grains 
flowing near the ground under the influence of a strong turbulent wind. In them, grains are 
suspended by inter-particle friction, inter-particle collisions, and/or the velocity fluctuations of 
the turbulent gas. Avalanches are flows of dry, cohesionless granular materials that are driven by 
gravity down inclines against the frictional and collisional resistance of the gtains. 

The study will employ and extend existing theories involving particle-particle and gas
particle interactions to apply to the evolution of a typical terrestrial sand dune during a 
sandstorm. Experiments will explore the generation of airborne particles in collisions, the flow of 
air and particles over particle beds, and the dependence of the angle of repose on particle packing 
and friction. We will also investigate the influence of particle size, reduced gravity, gas density, 
and gas viscosity in order to extend our results to the Martian environment. 

The focus will be on modeling mechanisms for the transport of granular materials by the 
wind and gravity. The anticipated result of this activity will be continuum equations for the 
balance of mass, momentum, and energy for both the particle phase and the gas phase that may 
be employed in numerical codes to study unsteady, inhomogeneous flows. 

In the study of suspension and transport by the wind, an effort will be made to understand 
the transition between successive regimes of flow that are observed as the strength of the wind 
increases. In particular, the means by which momentum and energy are exchanged between 
particles and between particles and the gas will be described and quantified. Also, the interface 
between the bed and the flow will be studied in experiments and computer sinmlations in order 
to understand better the balance of momentum and energy there. This will lead to improved 
boundary conditions for the continuum equations. 

In the study of gravitational avalanches, an effort will be made to distinguish between 
frictional and collisional regimes and to introduce or improve upon models appropriate to each. 
Computer sinmlations and existing experimental data will form the basis of the study of flow. 
Slope failure and flow initiation will also be studied using computer simulations and physical 
experiments. 

The continuum equations and boundary conditions will be employed to describe the flow 
of sand and air over a dune with its long- axis transverse to a steady wind. The idea is that the 
dune~fed with a given volume flux of sand that flows as sheets up its front face and avalanches 
down its back face. The goal is to predict the evolution of the shape of the dune and its motion 
for winds and feeds of various strengths. The predicted air and sand flow will be compared with 
that seen in field studies. 

Finally, the continuum equations will be applied to the reduced gravity and thinner 
atmosphere of Mars. Here, images indicate that sand motion and dune fornmtion and motion are 
possible; the reduction of the gas viscosity associated with the lower density and temperature of 
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the Martian atmosphere is compensated for by very high winds. The expertise developed in this 
part of the research is also expected to apply to problems in materials handling associated with 
both pneumatic transport and gravitational flows in reduced gravity. 
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DENSE, FRICTIONAL AVALANCHES 

Frictional RUB/Gravitational BUMP 

S = J-lN + u'Jl91 

Steady: 

D I/2l H_Z)lf2, 
tan8-Jl= -... --.----- I-B~ pu 

gcos9 2D 

Dimensionless: 

( )-1/2 
U' = tan:-~ ~ll-J3~ H~~ 
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Frictional Rubbing: 
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Frictional Fall: 
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Frictional Bump: 
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MECHANISMS OF SAND 
TRANSPORT 

1. SALTATION 

Jumping and splashing of individual grains driven 
by a turbulellt wind. 

2. SHEET FLOWS 

Dense flows of sand near the bed in the presence of 
strong winds. 

Dispersion due to collisions between grains and 
suspension by the turbulent velocity fluctuations of 

_ the wind. 

2. DENSE, FRICTIONAL A V ALACHES 

Gravitational flows of sand down the back of a dune. 

Grains rub, fall, and bump rather than colliding. 



SALTATION 

Turbulent boundary layer: 

Splash 

U(Z)=u.ln(~) 

u* = (ST / Pf )112 Shear velocity 

ST Turbulent shear stress 

Pf Air de11sity 

k Bed roughness 

i 

IE 



SHEET FLOWS 

Concentrated flows in a region near the bed 
driven by a stro11g turbulent wind. 

COLLISIONAL DISPERSION 

Particle pressure: p = P s <1> [1 + 4G( <p) ] T 

Particle velocityfluctuations C: T = ~ ( C2 
) 

TURBULENT SUSPENSION 

Vertical force: \$' Wi) == -v t a ( <p ) 
dz 

VERTICAL BALANCE: 



Collisions dominate when the terminal 
velocity of the grains is greater than the 

shear velocity of the turbulence. 
'" 

-- - -
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Terminal V eloci ty: v F 

(
3 Pf I I 18 3 J.!f J ---VF !+ · - VP-Psg 
lOD D 

D Grain diameter 

J.lf Air viscosity 

Ps Quartz density 
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TURBULENT COAGULATION OF AEROSOL PARTICLES 

ABSTRACT 

D. L. Koch and C. Cohen 
School of Chemical Engineering, Cornell University 

Ithaca, NY 14853 

Coagulation affects the size distIibution of paIticles produced in aerosol reactors, It influences the 
production of particulate pollutants in flatnes and their elimination by electrostatic precipitators, 
fibrous filters, cyclones, etc. Coagulation of raindrops plays an important role in cloud dynamics, 
precipitation, and the scavenging of pollutants by precipitation. Turbulent coagulation is particulaI'ly 
in1poltant for paIticles with diameters of one to several microns and pollutants of this size pose the 
greatest lisk to human health, 

Coagulation occurs when Brownian motion, differential sedimentation, or turbulent flows force two 
particles or drops into contact llild the particles stick to fonn an aggregate or larger drop. The rate of 
coagulation depends on both the forces dIiving the relative motion of the paIticles and the 
hydrodynamic, van der Waals and electrostatic interpmticle interactions. A good fundatnental 
understanding of the mechanisms of coagulation leading to quantitative predictions of coagulation 
rates has been achieved for colloidal prnticles suspended in liquids. This achievement is largely 
attIibutable to the ability of reseaI'chers to isolate each of the vmious dIiving forces (Brownian 
motion, laIninar shear, turbulent shear and sedin1entation) in tum by judicious use of density
matching of the fluid and particles aIld adjustment of the fluid viscosity. 

In contI'ast, the current understanding of aerosol aggregation processes is ntdimentaIY Two 
impoltant features that distinguish the coagulation of aerosols and hydrosols are: (a) the importance of 
paIticle ineltia in aerosols; and (b) the non-continullll1 gas flow between colliding aerosol pmticles. 
These features present interesting challenges for the theoretical prediction of aero~()lflocculation. In 
expelimental measuren1ents on Emth, it is difficult to obtain the ideal situation in which aerosols 
coagulate solely due to turbulent flows. Instead, one is likely to observe mixed effects of Brownian 
motion, sedimentation and turhulence, making a critical test of the theory difficult. 

We are plmming an initial grOlmd-based progran1 of theoretical analysis and expeIimental 
measureme11ts o( aerosol coagulation due to isotropic turbulence. These studies will provide the 
necessrn)' background to plan and propose a microgravity experiment on aerosol coagulation four 
yem"s from now. 

For the expeliments, we will produce an aerosol of nearly monodisperse aerosol particles with a mean 
dimneter of 1-5 em using a Condensation Monodisperse Aerosol Generator (TSI 3475). TIlls aerosol 
will flow slowly through a turb~lence chamber stin"ed by an oseillating grid. The pressure in the 
chatnber will be_vari~~ to change th~mean-free path of the gas, The !tITbulent flow will be 
characterized using laser Doppler anemometry llild known scaling relationships for oscillating grid 
turbulence. In this way, we will obtain an accurate assessment of the flow field to which the aerosol 
is suhjected. The particle concentration and size distIibution will be measured in situ at various points 
in the chamber using Dantec's Particle Dynatnics Analyzer (PDA). The PDA is based on the latest 
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fiber optic technology and obtains the local particle concentration, velocity, and size disoibution from 
the light scattered by the patticles. EffOlts will be made to extract data representative of singlet
singlet coagulation events by limiting the residence time of the aerosol in the turbulent reactor. By 
using monodisperse drops with a mean diameter of 1-3 -m, we can maximize the importance of 
turbulence relative to Brownian motion (which dominates for smaller patticles) and sedimentation 
(important for larger particles). However, the extent to which we can isolate turbulence from these 
other mechanisms will be limited and this fou11s the motivation for our future microgravity 
experiment. 

To predict coagulation rates, we must first detennine the resistivity tensor describing the viscous 
resistance to the vrnious modes of relative motion of a pair of aerosol patticles. The prnticles of 
interest have dian1eters comparable with or slightly larger than the mean-free path of the gas and the 
interparticle sepat'ation becomes smaller than tlle mean-free path dming the interpatiicle collision. 
TIlUs, we must solve a rarefied gas flow problem to detennine this resistance. We will adapt the 
direct-simulation Monte Carlo method for calculations at low Mach numbers in order to obtain a 
solution of the Boltzmann equation for the non-continuum gas flow between the colliding drops. 

The viscous resistivity tensor Catl be used together with a descIiption of the van del' Waals ato'actions 
between the particles to specify the interparticle forces. We must then solve Newton's laws of motion 
for the dynan1ic encOlUlter of pairs of coagulating drops. The fme particles under consideration have 
radii much smaller than the Kolmogorov length scale. Exploiting this fact, we will conduct numelical 
simulations in which pairs of patiicles are subjected to a temporally fluctuating linern' flow field, 
whose statistics rn"e chosen to reproduce results from previous direct numeIical simulations for the 
Lagrangian correlation functions of the strain and rotation rates in isoo'opic turbulence. Ensemble 
and time averages of these stochastic flow simulations will provide the rate constatlt for turbulent 
coagulation. In addition to simulations cOl1"esponding to the ideal case of turbulent coagulation of 
non-Brownian particles in microgravity, we will also consider mixed turbulent/sedimentation and 
turbulentIBrownian simulations. 
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Microscopic Flow Visualization in Demixing Fluids during 
Polymeric Membran~Formation in Low-G 

t t * W.B. Krantz, A.R. Greenberg, P. Todd 

tUniversity of Cincinnati, Cincinnati, OH 45221-0171 
tUniversity of Colorado, Boulder, CO 80309-0427 

*Space Hardware Optimization Technology, Inc., Greenville, IN 47124 

Macrovoids (MVs) are large (10-50 }lm) pores often found in polymeric membranes prepared 
via phase-inversion techniques. They are generally considered undesirable since they can 
adversely affect the perfolmance of polymeric membranes. However, MVs can be useful in 
certain thin-film applications in which vapor transmission is necessary or for use as reservoirs for 
enzymes or liquid membrane material. The goal of this research is to detelmine the mechanism 
of formation for MVs in order to control their formation. The hypothesis to be tested in this 
research is that MV growth is detennined by an interplay of solutocapillary convection, viscous 
drag, and buoyancy forces. The results of preliminary ground-based experiments employing 
flow-visualization videomicroscopy to study polymeric membrane f01mation via dry-casting 
(evaporative casting) are presented. These experiments establish the viability of this real-time 
noninvasive technique for studying the MV formation process. Moreover, they indicate that 
surface-active agents can significantly influence MV fom1ation during the dry-casting process. 
This flow-visualization videomicroscopy technique will be adapted to studying polymeric 
membrane formation via the wet-cast (precipitation bath) process in both ground-based as well 
as KC-135 flight experiments in order to assess the role of both buoyancy as well as surface
tension forces on MV f01mation. 
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MICROGRA VITY DRIVEN INSTABILITIES IN GAS-FLUIDIZED BEDS 

Anthony J.e. Ladd 
Chemical Engineering Department, University of Florida 

David A. \Veitz 
Department of Physics, University of Pennsylvania 

ABSTRACT 

A dense pack of solid particles can be nl!idi~ed by an upward flow of liquid, which 
counterbalances the gravitational force on the particles. The resulting suspension is stable for 
sufficiently small fluid velocities, although the particle dynamics are complex and stiII not fully 
understood. A packed particle bed can also be fluidized by a gas flow, but in this case a stable 
suspension of moving particles cannot be produced in earth's gravitational field. As the gas flow 
is increased, a stable "expanded" bed can be produced that has a lower solids concentration than 
the packed bed, but recent Diffusing Wave Spectroscopy (DWS) experiments have shown that 
the particles are stationary. At slightly higher gas flows, necessary to set the particles in motion, 
the bed is immediately unstable, with bubbles (large regions essentially void of particles) 
transporting a significant fraction of the gas through the solid phase. A kinetic theory of gas
fluidized beds predicts that the bed is always unstable to particle inertia, which is several orders 
of magnitude larger than fluid inertia in this case. In order to study the onset of this particle
induced instability, the minimum fluidization velocity must be reduced by several orders of 
magnitude; we believe that this can be most successfully accomplished in a reduced gravity 
environment. These microgravity experiments will offer the first opportunity to experimentally 
study the effects of low-Reynolds number hydrodynamic interactions in a suspension where 
there is no liquid, and the particle motion is predominantly ballistic. We expect that in a 
microgravity environment we can explore the transition between stable and unstable flow 
regimes in gas-fluidized beds, and contrast the behavior of particle inertia (gas-fluidized) and 
fluid inertia (liquid fluidized) driven instabilities. 

In this work we plan to investigate the effects of small amounts of inertia on the stability of 
fluidized beds. We will compare and contrast the stability conditions and flow patterns arising 
from increasing fluid inertia (Re > 1, St ~ Re) and increasing particle-inertia (Re < 1, St> 1). In 
particular we will discover if the progression of instabilities in gas-fluidized beds is similar to 
that in liquid-fluidized beds, or whether the effects of inter-particle collisions make a 
fundamental change to the observed flow patterns. However, the inherent mismatch between the 
index of refraction of a gas and that of a solid particle makes detailed visualization of the particle 
motion in a gas-fluidized bed difficult, if not impossible. Therefore, an important feature of this 
proposal is the use of computer simulations to provide insight into the particle dynamics in gas
fluidized beds. The code will first be validated, by comparing simulations of particle motion in 
liquid-fluidized beds with ground-based experiments using Particle Image Velocimetry. 
Numerical simulations can then be used to gain insight into the behavior of gas-fluidized systems 
under microgravity conditions, and guide a suitable set of experiments for a Future Flight 
Opportunity. Experimental measurements aboard the Mir space station demonstrate that there is 
a residual gravitational field of about 1 Jlg, which is fairly steady on a time scale of at least 
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several hours. A gravitational field of this magnitude should enable gas fluidization under 
conditions where a stable flow would be expected; by increasing the particle size the onset of a 
particle-inertia driven instability can be studied. 

The results of this research will augment and extend recent developments in our understanding of 
liquid-fluidized beds at very low Reynolds numbers. New and interesting scientific questions 
will be addressed, including the role of inertia, the limits of stability in fluidized beds, and the 
onset of unstable flow patterns. In addition to their intrinsic scientific interest, gas-fluidized beds 
are widely used in industrial processes; an improved understanding of the hydrodynamic 
interactions and particle dynamics in gas-fluidized beds may therefore be helpful in the design 
and scale up of commercial fluidized beds. The proposed research will address flow regimes that 
are important in industrial applications offluidized beds, whichtYPlcalIy are gas fluidized and 
operated at moderate to high particle Reynolds number. Future microgravity experiments could 
address fundamental questions about the behavior of gas-fluidized beds, which are masked by 
the strength of the earth's gravitational field. In addition, the computational demands of this 
program wiII lead to a significant enhancement of our simulation capabilities- in the area of 
particle-fluid systems. 

The proposed research will support the goals of the Microgravity Research Division in several 
ways. First, it aims to uncover fundamental new physics that cannot be observed in earth's 
gravitational field, namely the onset of instabilities in gas-fluidized beds, which are driven by 
particle inertia, rather than fluid inertia. This will be accompl ished in the present proposal 
through the use of computer simulations, but we expect that these simulations will form the basis 
for a Future Flight Opportunity. In addition, flow visualization of gas-fluidized beds will require 
a new set of experimental diagnostics that may well be applicable to other microgravity 
experiments. The development of sophisticated computer simulations of gas-particles systems 
will enable us to better focus future experimental work on the critical physics issues and help 
ensure that any flight experiments are effectively utilized. Moreover, these computer codes 
could eventually be used to address issues related to the settling of dust in reduced gravity 
environments. 
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THE DYNAMICS OF PARTICULATE DEPOSITION AND RESUSPENSION 
PROCESSES AT MODERATE TO HIGH REYNOLDS NUMBERS 

ABSTRACT 

E. Meiburg 
University of California at Santa Barbara 

T. Maxworthy 
University of Southern California 

This very recent project concerns an integrated computational-experimental investigation into the 
mechanisms that govern the deposition and resuspension dynamics of heavy particles in turbulent 
boundary layerffows over a sediment bed. The goal is to check if resuspension can he predicted to 
occur when an effective fluidization velocity in the sediment bed is exceeded. To this end, we will 
pay special attention to the coupling between the effective Darcy flow inside the sediment hed and 
the coherent, longitudinal, countenotating vOl1ical structures that dominate the turbulent boundary 
layer in the Navier Stokes flow above the bed. The goal is to identify the dimensionless parameters 
that govern the resuspension processes, and to obtain quantitative infonnation about their threshold 
values that need to be exceeded for resuspension to occur. 

As a first step, we have focussed on identifying efficient ways to implement the computational 
coupling of the Darcy flow inside the sediment bed to the Navier Stokes flow above. This is heing 
done for the vorticity streamfunction fOffimlation of the governing equations, based on the Beavers
Joseph relationship between the shear stress and the velocity jump at the boundary. On the 
experimental side, the apparatus is cunently assembled that will be able to generate in a controlled 
fashion the welIk.nown longitudinal hairpin vortices that are typically formed by the self induction 
of disturbed boundary layer vorticity. This is accomplished by blowing through a slot in the wall. It 
is expec:t~(rt1iar the detailed understanding to be obtained by comparing the experimental and 
numerical results will lead to the fOffimlation of accurate boundary conditions that can be employed 
for simulating deposition and resuspension phenomena in flows over complex topographies. 

-

~ 

• I 

i 

I 



Dynamics of Particulate Deposition and Resuspension 

Processes at Moderate to High Reynolds Numbers 

Eckart Meiburg 

Department of Mechanical and Environmental Eng. 
University of California at Santa Barbara 

Santa Barbara, CA 93106, USA 

Tony Maxworthy 

Department of Aerospace and Mechanical Eng. 
University of Southern California ' 

Los Angeles, CA 90089, USA 

• Motivation 

• Investigative approach 

- Experiment 

- Simulation 

• Preliminary results 

Supported by NASA Microgravity Fluids Program 
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Motivation 

• deposition and resuspension important in many 

natural and technological processes, e.g. 

sediment transport in rivers 

turbidity currents in oceans 

formation and propagation of sediment ripples, 

sand dunes, avalanches 

- mining and operation of machinery in dusty and 

windy environments (e.g., Mars) 

• 

• 

• 
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Investigative approach 

• consider coupled dynamics of fluid motion in 

sediment bed (Darcy region) and suspension 

above sediment bed (Navier-Stokes region) 

• focus on effect of domina_pt flow structures in 

typical turbulent boundary layer, i.e., counter

rotating streamwise vortex pair 

• perform joint computational/experimental 

investigation in order to access largest possible 

parameter range, and to extract maximum 

information 
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Experiment 

• free surface water channel 

• generate counterrotating streamwise vortex pair 

by means of smooth bump on a flat plate,so that 

no separation results. Implemented by means of 

flexible rubber diaphragm . 

• qualitative information by means of dye injection 

• quantitative information by means of DPIV 
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Simulation 

• cut through streamwise vortex pair . 

t- b ~ -- Navier-Stokes 
"; 

C) -.-- r;) 
h 

-- r-- Darcy 

Navier .. Stokes region: 

V· il 0 

Ut + (iZ· V)u -Px + Re-l~2u 
Vt + (il· V)v -Py + Re- 1V 2v - nG 

nt + unx + (v - V)ny _ Pe- 1V 2 n 

Darcy region: 

V· UD 0 
ii D - - T . Re . V PD 
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Dimensionless Parameters 

With: r vortex strength 

Us settling velocity 

Reynolds number Re 

Peclet number 
r 

Pe=
D 

r 
v 

dimensionless permeability 

gravity parameter G 

dimensionless settling velocity 

aspect ratio 
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Boundary 'conditions at sediment bed surface 

• continuous normal velocity 

• normal stress balance 

v 

2 
-p+-v Re. Y 

• empirical shear stress balance (Beavers and Joseph 
1967) 

Numerical implementation 

• spectral method in spanwise direction 

• compact finite differences in normal direction 
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Preliminary computational results 

• test flow: model of bioreactor 

J 

+ --I--N avier-Stokes 

Darcy 

V 
.,./ 

Navier-Stokes 

• small permeability 

flow is nearly 

uniform inside 

porous medium 

0.1 0.2 0.3 0.4 O.S O.S 0.7 0.8 0,9 

• larger permeability 

nonuniform flow 
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STUDIES OF WET GRANULAR MEDIA 

P. Schiffer, A.-L. Barabas], P. Tegzes, R. Albert, I. Albert 
Physics Dept., 225 Nieuwland Science Hall, University of Notre Dame, Notre Dame, IN 46556 

ABSTRACT 

Granular materials have long been the subject of scientific studies due to their fascinating 
physical properties which differ significantly from materials in bulk liquid or solid fonn These 
studies have focused primarily on dry granular materials in which the intergrain forces are purely 
repulsive, but the addition of a wetting fluid to the material adds an attractive force to the system 
and therefore a new dimension to the underlying physics. Indeed the physics of such a wet 
granular system is relatively unexplored, and there is no basic understanding of how exactly the 
addition of a small quantity of wetting fluid affects physical propeI1ies of granular media. This 
problem is of great scientific interest, but it is also of practical importance since granular 
materials relevant to many industrial and commercial applications often contain significant liquid 
between the grains. Recent work by our group has demonstrated that large changes in the 
physical propeI1ies of granular materials can be induced by even a nanometer-scale layer of 
liquid on the grains, offering a glimpse of the complex physical behavior which wetting can 
induce (see references below). For example, in glass beads coated with oil, we fmd three 
different regin1es of correlated behavior among the grains with different dynamics and stability 
(see figure 1 below). 

A study of the effects of liquid on the propeI1ies of granular materials is of particular 
interest in the context of micro gravity. A reduction in the gravitational force would change not 
only the distribution and strength of contact forces between the grains in a granular sample, but 
also the capillary forces due to the liquid bridges between the grains and the dynamics of the 
liquid draining from the grains. Furthermore, in the micro gravity environment where grains will 
not come to rest at the bottom of a container, liquid-induced adhesive forces would lead to the 
agglomeration of grains which would otherwise move independently. Wetting will thus 
significantly affect all physical properties of granular media in microgravity, and there is a 
significant potential to observe new physical phenomena in wet granular materials in reduced 
gravity which are otherwise hidden by the presence of gravity. 

Since there is currently only a very limited fundamental understanding of the effects of 
interstitial liquid on granular materials, we are conducting a ground-based research program to 
establish a basic understanding of the phenomena on Earth. This program con1bines the efforts 
of two principal investigators in order to simultaneously investigate both the experimental and 
theoretical aspects of wet granular media. The goal of the research program is to understand 
how the addition of liquid changes both the static and dynamic macroscopic physical properties 
of granular materials, and in particular to understand how the liquid-induced cohesion leads to 
the development of correlations between the grains. We are probing the liquid-induced 
phenomena systematically by experimental investigations of various granular properties as a 
function of liquid content using a variety of liquids and grains. We plan three research thrusts: a) 
Investigations of surface phenomena and the-development of correlations through clumps on the 
surface of a rotating granular sample. b) Studies of the impact of interstitial liquid on flow 
properties through measurements of the drag force in a granular material. c) Examination of 
liquid-induced effects on granular segregation dynamics through magnetic resonance imaging of 
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vibrated granular materials and studies of segregation during flow. The experimental results will 
guide the theoretical efforts, while at the same time theoretical research will both provide the 
basis for interpretation of the experimental data and suggest new experiments to be performed. 
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Figure 1. Summary of the results of recent experiments at Notre Dame on wet granular 
materials. (a). The angle of repose as a function of liquid content. The three different symbols 
in the plot are for measurements conducted on samples with different sample sizes (horizontal 
dimneters of the samples are +, de = 10.3 cm; A, de = 15.6 cm; and II, de = 20.4 cm) Notethe 
three distim:t regimes of behavior with increasing liquid content, marked by the background 
color. Note also that the angle of repose depends on the size of the sample for larger liquid 
contents, but not for the regime of smallest wetting. (b). The derivative of the data in figure la, 
showing the sharpness of the transitions between the regimes of wetting. (c). The roughness of 
the surface as quantified through the variation in measured values of the angle of repose (the 
standard deviation ere). The much larger roughness in the intermediate wetting regime is 
indicative of the development of correlated clumps breaking off the surface during flow. At the 
largest liquid contents studied, the medium again flows smoothly and coherently so that ere again 
becomes small. 

References: D. 1. Hornbaker et aI., Nature 387, 765 (1997); R. AlbeIt et aI., Physical Review E 
56, R6271 (1997); R. Albert et al., Physical Review Letters 82, 205 (1999); A. -L. Barabasi et al., 
Physica A 266, 366 (1999); P. Tegzes et aL, Physical Review E 60, 5823 (1999); I. Albert et aL, 
Physical Review Letters 845122 (2000). 
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Superfluid Contact Line Dynamics 

P. Taborek, P. Presser, and J.E. Rutledge 
University of California, Irvine 

Liquid 4He wets all conventional solid materials. Below 2K, the viscosity drops dramatically as 
the sl.lperfluid fraction increases. These two properties imply that thin films of helium immedi
ately and seamlessly coat all the solid surfaces of a conventional apparatus. A familiar example of 
this phenomenon is film flow that will empty a suspended beaker of superfluid by crawling up 
and over the walls of the beaker. Because helium strongly wets most solids, fluid mechanical 
investigations of contact line phenomena such as spreading and contact angle hystereSIs-have not 
been possible with superfluids, and contact line dynamics has not been addressed in the classical 
superfluid literature. 

This situation has changed with the recent development of methods of fonning alkali metal sub
strates, particularly cesium, which are not wet by superfluid helium. We have them10dynamically 

characterized the CsrHe system, which displays wetting and prewetting transitions 1, as well as 

non universal supeli1uid onset2. Below the wetting transition, it is possible to fmID drops3 of 
superfluid on a cesium substrate with contact angles in the vicinity of 40°. We have begun to 
investigate the dynamics of the supetiluid contact line by making videos of superfluid drop flows. 
Some of the surprising findings of these studies are that superfluid droplets are "sticky" in the 
sense that they exhibit an anomalously large contact angle hysteresis, and that superfluid drops 

_. require a substantial force to initiate flow. Despite the very low viscosity, the drops have a 
mechanical Q factor similar to water. 

We are in the process of developing a next generation 3He based optical cryostat that will allow 
-u------1is- to extent our studie"s-fo lower temperatures. We plati to-study superfluid spreading on a driw-et

table sUlface, which reqllires a cesium datn to f0l111 a dry spot. Temperatures below 0.3K are 
required to eliminate vapor phase mass transport. We will also study the mechanical Q of drops in 
the limit of zero vapor pressure and unity supelfluid fraction. The dynamics of de wetting and 
film mpture can be studied by fonning metastable films of superfluid on a suhstrate whose ther
modynamically stable state is dry. 

1. lE. Rutledge and P. Taborek, Phys. Rev. Lett 69, 937 (1992) 
2. lA. Phillips, P. Taborek, and J.E. Rutledge, 1. Low Temp Phys. 113,829 (1998) 
3. D. Ross, lE. Rutledge, and P. Taborek, Science 278,664 (1997) 
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ABSTRACT 

SPLASHING DROPLETS 

Dr. R. L. Vander Wal 
The National Center for Microgravity Research c/o NASA-Glenn 

Prof. Gretar Tryggvason 
The University of Michigan 

Dr. John P. Kizito 
The National Center for Microgravity Research c/o NASA-Glenn 

Prof. Iwan Alexander 
Case Western Reserve University 

In practical applications involving sprays for cooling, atomization, coating and fuel 
injection, the small spatial scales and short temporal scales prohibit detailed study of the internal 
fluid dynamics and surface and internal temperature profile during the droplet-surface interaction. 
Such information is critical to defining ranges of behavior, testing existing models of droplet-wall 
interactions and providing benchmark data for development of theoretical models. In a low
gravity enviroIll1ent, enhanced spatial and temporal scales may be achieved while maintaining 
comparable ranges of surface tension, viscous and inertial effects, typical of practical applications 
with well-defmed initial conditions uninfluenced by gravity. 

The relative magnitude of surface tension and viscosity effects will depend upon the 
kinematics of the impaction process, liquid properties and ambient conditions. Experiments in 
both the film evaporation and film boiling regin1es will be conducted to illuminate surface tension 
gradient and viscosity effects upon droplet breakup. Parameters that will be varied include the 
initial bulk liquid surface tension, viscosity, degree of liquid subcooling, impact Weber number, 
amhlent pressure an,:!irn~a(;tangle. Comparison between results will be used to delineate the role 
and quantify the relative magnitude of surface tension effects compared with inertial, viscous and 
wetting contributions to droplet breakup or "splashing". 

A second thmst of the work proposed here will be to test equivalent dimensionless 
groups: for exan1ple, for droplets of different size, adjustment of velocity, surface tension and 
viscosity will be used to equalize Weber and Reynolds numbers to test for hidden property 
dependencies. These iests will be used to evaluate the applicability of droplet breakup studies 
using widely different conditions. Experiments in the film evaporation region will provide tests of 
theory apart from phase change while including wetting behavior and contact angle effects. 
Experiments in the fIlm boiling regime will include phase change effects while elin1inating surface 
wetting and contact angle effects. Experiments in the nucleate and transition boiling regimes will 
detennine whether splashing can occur prior to droplet disruption by boiling and serve to identify 
alternative droplet breakup behavior. The expelimental data is expected to serve as input to 
practical spray models while detailed numerical modelling will be developed by comparison to 
experimental results. 

The experimental studies will be complemented by detailed simulation of the drop collision 
with the walls. A so-called on-fluid fonnulation will be used where a single set of equations is 
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written for all the phases involved. In this approach the phase boundary is treated as an imbedded 
interface by adding the appropriate source tenns to the conservation laws. These source terms 
are in the fonn of delta functions localized at the interface and are selected in such a way to satisfy 
the correct matching conditions at the phase boundary. 

More specifically, the head-on impact of a drop on a hot surface will be simulated using an 
axisymmetric numerical model. The model will include local grid refmement to capture the 
draining of the fllm between the drop and the surface, the energy equation to compute the 
temperature distribution, temperature dependent surface tension, and mass transfer from the 
surface due to evaporation. For the case of drops colliding with solid walls where no slip 
boundary conditions must be enforced, quantitative predictions will require very fine resolution. 

The simulations will be set up to mimic the experimental setup as closely as possible and 
detailed comparisons will be made. By tuming various physical properties on and off and 
examining the sensitivity of the results to changes in the modeling of the relation between the 
surface tension and the temperature, for example, it will be possible to detemrine exactly what 
forces are important during the collision of drop with a hot surface and the evolution of splashed 
products. 
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CAPILLARY FLOW IN INTERIOR CORNERS 

Mark M. Weislogel, IDA Research Inc., 12345 W 52 Ave., Wheat Ridge, CO 80033 
Ph; 303-940-2320, Fax; 303-422-7763, mm\v@tda.com 

Capillary flows in interior comers have an established place in fluids-handling operations in 
reduced gravity environments. A quantitative understanding of comer flows is essential for the 
myriad fluid management tasks in space including flows in liquid-fuel tanks, heat pipes, energy 
systems, condensers, and life-support systems. 

Though low-g fluid system designs are largely successful, CUITent techniques for predicting 
system performance are primarily limited to order of magnitude estimates, delicately guided by 
the experience of the designer, or direct numerical simulation which can be prohibitively tin1e 
consuming. A reliable and quantitative design tool serving between these extremes would be a 
welcome contribution to the low-g fluids management community. 

Recently, closed form solutions for a variety of comer flows in simple geometries were derived, 
(see [1], and references contained therein); these results compare favorably with an extensive set 
of low-g experiments, [1-2]. These results are limited to flows of perfectly wetting fluids (zero 
contact angle) along a single straight comer for reasonably long tin1es. An example of sudden 
capillary rise (in1bibition) in a partially filled container of equilateral triangular section is shown 
in Figure 1. An example of a spreading drop in an interior comer is shown in Figure 2. In 
applications however, the fluids may be partially wetting (aqueous systems) and the non-ideal 
comers lllily be rounded, irregular, bent, and may bifurcate or join other comers. FUlthermore, 
one is often interested in "startup" transients. While these inertia-dominated flows are mostly 
insignificant in I-g due to the small size of earth-bound capillary flows, inertia often dominates 
for long periods in the large-scale capillary flows attainable in low-g. 

We propose to cany out an applications-oriented experimental and theoretical study to 
understand inertia-dominated capillary flows in interior comers as well as flows in complex 
comer networks. For the experimental investigation, inertia-dominated flows in simple 
geometries will be studied. This work will complement previous research on flows which occur 
after the inertial phase is complete. For the complex comer network experiments, flows in 
planar and. subsequently three-dimensional geometries of increasing complexity will be 
quantified in terms of comer geometry, size, fluid volume, and fluid properties. 

An important aspect of this work is the integration of experiment with theory. In particular, we 
hope to provide not only the theoretical foundations, but to use comparison with comprehensive 
experiments utilizing NASA's drop tower(s) and aircraft to provide a practical guide to the 
utility, eITor, and limitations of theory. This is expected to be most valuable for the case of 
partial wetting, in which hysteresis and other non-ideal effects can be large. For flows through 
the complex networks to be studied, numerical solutions would be prohibitively expensive. We 
will investigate techniques that combine asymptotics along straight comers with numerical 
results at joints between comers. 
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Figure 1. Capillary rise after step reduction in gravity in 2.2s drop-tower test (NASA GRC). A 
perfectly wetting liquid partially fills the equilateral triangular section container. Time interval 
between figures is 0.2s. 

The overall goal of the proposed research is to provide a firm experimental and theoretical 
footing for the design of comer-flow devices so that transient flow rate, interfacial configuration 
and stahility can be reliably predicted. 

References: 

[11 Weislogel, M.M., Lichter, S., Capillary Flow in Interior 
Comers, 1. Fluid Mech., 373:349-378, November 1998. 

[2] Weislogel, M.M., Lichter, S., A Spreading Drop in an 
Interior Comer: Theory and Experiment, Microgravity 
Sri. Technol. IXl3, 1996, pp. 175-184. 
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20ml drop in 50° interior corner 
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ABSTRACT 

DRIVEN TWO-DIMENSIONAL TURBULENCE 

M. Rivera and X. Wu 
University of Pittsburgh 

Two-dimensional (2D) driven turbulence has been studied in experimental systems in which the 
length scale at which energy is injected, lilti' and the largest length scale which contains sig
nificant energy, lout. are separated by less than a decade [1]-[3]. One such system is an 
electromagnetically forced soap film [1], called an e-m cell, in which the length scale limitation 
is imposed by the systems size, lsys. Experiments done in an e-m cell are presented and the 
effects of lsys on the turbulence are explored. One important result demonstrates that 2D driven 
turbulence posses~~~_little inertial range if lout is less than a decade r~moved from linj Another 
result demonstrates that statistical homogeneity is lost if lout approaches Isys. Thus, for the e-m 
cell to have a significant amount of inertial range as well as maintain homogeneity (two 
requirements which must be satisfied if results are to be compared with theory) lsys must be at 
least two decades removed from linj. Unfortunately in the CUITent manifestation of the e-m cell , 
lsys is constrained to be little more than a decade removed from linj. This constraint, however, is 
imposed by the earth's gravitational field and could be alleviated in a microgravity environment, 
an experinlent for which these earlier results are preliminary explorations. 

REFERENCES 

[1] M. Rivera and X.L. Wu (submitted to PRL) 
[2] M. Rutgers (submitted to PRL) 
[3] J. Paret and P. Tabeling, Phys. Fluids 10, 3126 (1998). 
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TAYLOR CONES ON TmN FLOWING FILMS 

s. G. Bankoff, Northwestern University 

ABSTRACT 
An Electrostatic Liquid Film Radiator (ELFR.) has been proposed as an option for heat rejection in space. The coolant 
in this radiator flows along the outer wall in a thin film In lieu of thick walls to protect the radiator from microm
eteorites, an electrostatic field is used to prevent leaks when the wall is damaged. The field exerts a pres~ op. th8 
coolant interface. If the field pressure is greater than the electrostatic head ilea possible leak hole, leakagec/lllbe 
prevented. A possible point of failure is due to an instability of the coolant surface, which is" analogous to that "seen 
by Taylor and McEwan [5]. The field is accentuated at the surface of a short wave. A cone forms locally, and a jet of 
fluid is emitted from the cone towards the electrode, shorting it. This instability sets an upper limit on the field which 
can be used, thereby limiting the design possibilities. 

Earth-based experiments with Hg show that the critical field, Fe, for this instability is much greater than that 
requirecfto-stop-leBks in radiator designs (1].-Tliis favorable result was observed over a wide range of the Reynolds 
number (Re), angle of inclination (~), and height (H), length (L), and position (D) of the electrode aiong the plate in 
the direction of flow. The critical field was quite insensitive to the above parameters, as well. For 100 < Re < 600 
,20 < P < 90, and 3 < L < 15em, Fe changed by only 30%. The main difference between our experiments ;md radiator 
operating conditions is the fluid depth. We have to extrapolate from an experimental depth of O.lmm to a design depth 
of 2mm. The depth is likely to be important, because the growth rate of the linear diiturbance varies with the square 
root of the depth at these parameter ranges. 

Taylor's experiments showed that critical voltages could be predicted by linear stability theory for a horizontal 
fluid of infinite depth. He varied electrode height and fluid, and showed agreement to within 10- 20%, depending on 
the height of the electrode. The error was speculated to be due to variations in surface tension produced by oxides on 
the fluid interface. The theory provides the following result for neutral stability, 

Ev.2 
~ = tanh (kH)[Tk + g(Pl - P2}/k]. 

This equation assumes that a second fluid (with density P2) exists above the first, and_that th~electrode is immersed in 
the second fluid. The parameters E,vO, h, k, T, and g are the dielectric constant of fluid 2, the potential of the electrode, 
the height of the electrode above the fluid interface, the wavenumber of the disturbance, the surface tension., and the 
accelleration due to gravity. The surface tension term stabilizes short wavelengths and the gravity term stabilizes long 
waveIengtlis.--

In contrast, the critical voltages can not be so conveniently calculated for a falling film The linear stability was 
first done by Kim, Bankoff and Miksis [4]. They showed that in the long wave limit, the critical Reynolds number is 
given as, 

Re < S cot(A) _ .!.QK H
2
(1-1/ef)2 + 5 ~2 k2. 

6 p 9 (~-l+H)3 ~ ~ 

Here, K is a dimensionless electric field number, Ca is the capillary numberand ; is a perturbation parameter for small 
slope. For flow down a vertical plate, the long waves are unstable for any value of Re without the field. For a mercury 
film on a vertical plate, waves are visible to the eye within a few centimeters from the inlet. However, these waves do 
not lead to Taylor cones I5elow fields of 60 kv / em. 

A non-linear theory is required on a falling film to determine critical voltages for the onset of Taylor cones. 
Gonzalez and Castellanos [2] [3J show that for subcritical and supercritical Re, weakly nonlinear theory predicts 
stable finite amplitude waves. Our experiments show these waves to be unstable to high fields. Figure 1 shows plots of 
Fc as a function of Re for various values of the plate angle, electrode position and length. Plot (a) shows Fc increases 
with Re, at a distance of 1.6 em downstream, decreases with Re 9 em downstream, and remains nearly constant 15 
em downstream. The trend for 1.6 em downstream may be caused by the entrance flow region. Dimensional analysis 
shows this to be 3 em for Re = 100 and 20 em for Re = 600. In this region, the film is thinner than the Nusselt depth. 
and is travelling at a higher velocity. The trend at a downstream distance of 9 em may be caused by a plug in the plate 
which was used for leak stopping experiments. Plot (b) shows that a cylindrical electrode, which produces a pulse field 
spatially, allows for a higher peak field than a flat plate electrode. For plates longer than 3 em, however, the length of 
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the plate has no effect on·Fe. Plot (c) shows an increase in FI: of 15% as the plate angle is decreased and the normal 
gravitational component is increased. 

References 
[1] S.G. Bankoff. MJ. Miksis, H. Kim, and R. Gwinner. Design considerations for the rotating electrostatic liquid-1ihn radiator. 

Nuclear Engineering and Design, 149, 1994. 

[2] A. Gonzalez and A. Castellanos. Nonlinear electrohydrodynamic waves on films falling down an inclined plane. Physical 
Review E. 53(4), 1996. 

[3] A. Gonzalez and A. Castellanos. Nonlinear ele4:trohydrodynamics of free sucfaces. IEEE Transactions on Dielectrics and 
Electrical Insulation, 5(3). 1998. 

[4] R Kim, S.O. Bankoff, Uld MJ Miksis. The effect of Ul electrostatic field on film flow down Ul inclined plane. Phys. Fluids, 
4(10). 1991. 

[5] G.I. Taylor and A.D. McEwan. 'Thestabi1fty ofa horizontal fluid interlace in a vertical electric field. J. Fluid Mech., 22(1), 
1965. 
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Electrohydrodynamic Liquid Film Radiator 
(ELFR): Leak Stoppage and Stability Results 

s. G. Bankoff, E.M. Grilling, R.A. Sc.hluter 

~ Concept: Lightweight pwnped loop Illt:mbrdnc radiator 
~ Leaka.ge of coolant from a punctw-e prevented hy 
sudaCfj tension and electric field 
~ Early design calculations I give 0.074 kg.l k\V for 
lithium coolant in a rotating conical radiator with inlet 
Reynolds number 400~ T_ - 800K, T = 700 K 

lr. O-.Lt » More conservative T. = 700 K 10 minitniL:e gas 
Ul 

breakdo""n possibility --> 0.126 kg I k\V thennal. 
y Both rotating (conical) and non-rotating (cylindrical) 
designs possible 
y Lung-wave thin film analysis2

.
3 shows surtace waves 

induced by local switching on of dectric field harmlessly 
wash out downstrealn 
~ Electrode shorting due to gas breakdown or Taylor cone 
tonnation~ at very high electric fields have been studied 
cxpetilnentally 

1 Bankoff, Miksis, Kim, and (i\vinner, Nuclear Eng. And Design, 149441 (1994) 
2 Kim. Bankotf, and Miksis, Ph),s. FLuids A 4 (10),2117 (l <.192) 
] Kim, RankiotT) and :vIiksis, 1. POl-puL Power, 9,245 t 1993) 
4 Taylor andMc.Ewal1~ J. Fluid \II~l.:h., 22 (1965) 

'. 



1:11:I·i(J~'VI. ·~C.;t.··r· ,:;C·· .' .• ·.F·.(e··.1:;d··.··· .;ii;r·aiiC}·.·lm< •. . ~~,~!J:;ni 'g_ ··..J[{·i·~I. :1.} . .IT::··e·JI<,I::.t:,,",, . :.1 ... , ..... , .. 11.1., •••• 't' . ••.. . \-i." .. , :,.["n,II.I ... ; ....... Jr.;I ... ; 

..... _. . '" .... ·.i~:lpedme$i .• !!! ........ . 

·····i.H::i.>E;l~ f.ieldsup l;t)j~{)t):k;M.1i:m:(.. ." .,./ ....•....... 
. . • :F>Lk'1uids~Eth«;lnoldiffus·l.onhu:rnn()i"I ···H~r·" .. ,. ',::'-) :\t' :.: "~> :0;1 .. ' :.;. .......... ...: ~. '(',' ... ' ....... ,.; .. ,~. ;: ....... ' '~::, "'>',::~':~':: -': :t~: :: .. ~: .;~ .... '~ .... . 

·'.·)-.'Fllrn. dL~th ·nlCt'~ure.rtlenfg···PhlntesOef1t itna{~ing ::::) ::' :~.:;; :" : :' ~ ~ ... > . "':t:s :. ' ,., ~ . ," . ,.: ...... ;. , .. : ..... : '. ':' ~ "~:/ . ~':: ";'" ';' .' ' :' ';: . ," , ,'0-.::: ""-... ;. 

··)·:Pres§urelUC<lsured at bt)~'toht{}ff1ui·d bv c'lHhratcd ..',;. ".,. " •. • . 4,-. :. . .. ' , t , ... , '..' .',' :. .. . ... ., . '-." .... 

•.. :<man(n:nt1cr . .. . 
····.:>:T'hreshclld· "\toltao:o$ :measured.tt1-'f 'Tav]nrcnne '.. . <>,::". :": ",' ., .......... '" . -." '.' '; . '. 'h:: .. :.,. . >." '. . ',:'T::" . ':: ',.' ".:~, ',' .. '. . ': ." 

··:ins!>etbilitij"'cs.·!;}Arl. / or H.:J"US:".· h'lse b:te'lkdo\vn . -'. "~"'. ,,:L.. " " .; :~·v· :4;.~.~"$:~ " ,"",' .~5· ' .... ;:1'<;':. ~ ~ :--:_, :, ." ~..."... ..' 

'?-.., .·..L.:) • ........ ».«J.i~, .... :i .. ,.· .. /y'::, .. · r.: ~",' ~~:.:~. '1<" ::y:J"'11ebt)ttonlunagcs3ho\\,jhe,.olid-nd\111ClvutJ : fdJdlj . 

'!;~fio,:~toP:Obo~X:\,. :.,. ~ '.' 1'> ~ , ." • ~·,T'heo1.tblnl.had.aRcyntkl~ r..mnberof «v(, • ...,5, Nq .. 
. !;waves wcrc'detected hy the· nuoresc.ence imaging .••••••••••.•••• 

. ... .·:svste.nJ wititor wdrhouLthe field. which had an accuracy -:,' '.:::: .,.. : . .'". ", :- .::. . , , ~ 

.• f·" ,'"" :~/. ..1) .. " ... " ,: "";,.,,,. 
, :,\ .. " . A«- ... '~:" .... 

.•.••• )<fbcIllcrcury • .f!b:nshowt.~ \'vavcsdev'tlop:ing;(~t: 
..... ··various·wsith,lU!'l'tiO\Vnstre';ltll .d.epc~nd1ng:()u· th{~ 

.:':.. :. <'.? :~.C·..::: "(;". '.~~',.' ~ Y.·· :< "l~~>'.' .: 4:.~';. :'." ,,: ... ' .• ', •..•••• :,R.eynolds: nunJOer, .... fn.)s.lsa. ty:pd,;:.~!1 lUldgC ..... I11t: .• tOP IS 

. "crnond tbt~oottOU't ls14:COlfrom tht~jnlet The 
···eleClrohvdrodvl1arrtlc· ·instaOihtv \¥'L~ insensitivt'" to . '.: "', : .. ,'.It' .• "., ,>"# ~. - ,"' .. ' '~':' .,,'... .... ... ."."' •. ". • ..... ' •••. , ..... : 

. Uuiddisturbanct~> Fl ~~ He ,-,.,SOO : 
.~ •• ,. M ••• 



i~~;i!"jt:!~ ... ,. : .•.••...•. ~~)tI~~~~~e.I~~~!t~~~lity Mlitll ~Mercury 
q .. ·.·..i. ,. .. ElectronvdnJd:yuZUlllC lusta:tnht f. t.~tl. ':.; I ~ :<{;' :.:<>;".' ;.> .'.-" ':." .:. :' ':... . , )('. '.' ... ;. ',' : :. _~::. ': ',~ ~ ~ .:~ ... 

,~. 

"""1·'1" ·1 ·Ll ~ . " .•. "'·t;.l tv. "'il'" l' .~. 
N':<""'lX,ft:mha I· problel"l l-lo:'vt"'vef hlah surtace ::~:·:!··!l:·!":r,;.'~":· :".: .... ~ :~;'~'.'-:>*':::,:" .. :,,,,'.' '..~ '~~.,::"';,>:,,), ' .. >':,;:, 
UN:?{ ten~l{)llot hqtud ,mJ;;;,tt\;~s. SUppfi;,;SSQ& l.U:~ldt1tbty.,: 
::~' •• >:<::"':::".:.,,:-:< ,,: ';": : . ": .. , , :"",' ',,' .',": .:' ,':;: 

:~: ....... » ' If elt~ctriofield'(T:'} 'isab~)v/";"(ltne"ritiC'~d 
••• ~ ••••• : •• ' .•.• · •• ·: •••• ·• .• ~'al~e.~ .• ~.~('O~ ••• tbt~:ris,::··~.·.,:hd'·11:~j:~[;"~Jf!6~.:~~.jJ.f)U:i:d •• ·.·;······ 

.·.·.·,'l:wki·ticgtbe,e.k!QtrQde'2:"i~)produ:Cjno· ,electric"· . . .• .::l~t~.~k(itJ~~, .. ::' ,. :. ..' ..... ~tl ..• ' .•.••.• '. :., ~., 'C~ .• ' ....... , ..•. 

, •· •• ·.»Wrth.lIg".·.ltigh,· :elcctdc Jields{R"·~,7{).kXSlG'ft):·· ••• ·• 
··call belL~d 'without instabdlitv; . 'ThisP:iVt"'~jl 
.'.. ,~.~ . > x '/. ,<~', .,; " • ,':: , •• ~ "l:" v ·~~':t~'n .:',~, . .• •.•...••.••.• lat ge .. ·lnargIl1. tor It:;a];. st:QPP4glQ. (8·· .! 'J k \: {ClUJ" 

:~:: .. '. 

·s.··.· 

. ;.:':::.: 
. : .~: 

~ / . i: l' . 1 

l i / . '; 

i ! .,,,",";;;~;"""*,'--t;-.. -4";-t;"j 
. UOCtn':l\i~ h~:~N. ~~m~l . 

·li!.\!i:.~~;~~;~r;;,;;; 
:> < .fa} k~rand .M.(,Lwan . l() w ,Ii~hln ""xpe. 'JrKltt~J 
.•...•.•..•.•.• e1Torandcan·. he predicted'whh • Hnear st1~b~lity,· 

. , " ., :". . ":' '-::" 

• ••. "~!Wi;;.~$<J{'rl<u~~#(,:m(:· :11e~u •• ~Ot .. ~ .ayl{~r t·(M~0· t(),rtl:lat{Oll 
.. .. .. . . . (Ht~n:dlill~~;filni} . 

',." ~~ •• ' ..• eo·'·. " 

: : ; : ~ :.:: :~:~~.;~"~.;j.:.~.;.~;~~ .. ;.;.~.:.: ........... ,, .... "'" .. " ... ,', 
-j' 

4'.~ '1 · ... -t"" 
1 .1 .'''~ ___ :~." ... . 

~ ... ~.~"I.: 
. .' , 

: ,l~~~;,:~:-1~~:.:!i!:·:) 

'M; 

:#}: :·~---.. ;. .. :"' .. ··~ .... ···'····:·,·i'·:, '.: ...• " •• ""'.'.' ., ....................... ~:-' •.• :.:~.:~,~~.:..:.:.:., •.• : ..... :.:~~~~".:.;.:.: ...... ',. _.,.., .............. __ ~ 
:!~~ ... l~'(~. .::IKt' Xl(!:· '<i~J t::~;~ \:~,:. '~!Q 

... ~ .. 

' ................ : ... :.: ... . 

.t. P'<i)l<~~'·f.,rl:f'~.~~·~."';t"';. "'",j.~'(V·!~l:~;. ,.2,'('",' '<'~"":;:"'~~V"'V~ :"V~~.t,.,"h ",.+ •. 9iYl\~ .tl~~'1 ~,;;;., <e~':;.:'''~ ~~'\., ''W'.:,f":1" &1.'-.t.iI. :$."",,,:'~:~:~ ~l:,,,, ........ ,~ .. l;l ,,'~t . ....:.,: ~"'b-t,;l:cJI 'v.:k t"ita.·,:t.·~u.;:,s.:l: '~'f:~U:' u;~v, ~,;,~ :": 'u:"~ );: ... 'V "1V";S,';;~""i' 

tv.Uuidt1:ow, Electric Hekr.prnlHe in dire~~don()fnoV-l 'VtJ$ 

.,~J.rn:ila:rt~f Gauss.ian. The ek~(~trt!<\.iep(~sitkmwt1:.{ Tnoved to 
v~t.in:ljk,<'~·;;stall(~""~ .{rf)fh .... mtly~in~et 4'0 detenn1ft<,.,. th~v~ ,....,JTeCl(lf ,: ... )A :,:<-=,::,;.~.>. ::~~:" "'''''V~''''''\''' '.~ ..•.. N' ": -=-".~ .:.' .... ~. _ ':k: '_ •• '" ','.):~"';' ....... ~ •.•. ~." " .~', 

...• $u,rn-'~J;.~waves, . . 

.> F(Jf;] ·fi4Unt~ Hiln. the' T¢l·i~:nrc(.w'!e d1r'\~hold i~ iw;;en~hi've tn ' " , , •• • A. "t,;;:.,."",." 'f; , . :. '.J' . ": ", '" ,'. oI, ... ~ .... : ' ',' • '... • .... • ,,'., • • _, ,", 

angle. <:jf bt:li:l1a':k~l1l,c1oc'trodQ k~£lgth.,. po:~itkm:dov\"n$tr\1)~m) and 
l{cyuo!ds t1umb~W'~ .• I-'{igh V&hK~scifthet1eM ,,·,70 kV'./' em W(~ru 
':r.'''~w·h~"1<d 'few· ci):j}dhirlrw"'ir~·l·q'lrt') .. 'hioh tcrl'lI"'t:tat~~'Y'>' ''''u,dia'tor '!o'.~~'~.,~.-, ".' ......... : '.' ",~, m ... ~:>. y Il:'~ -.l(., ,\,:,", :&,',:,' -,; '.t~·· : .. ~\.-::~:u, , 

111111111111111111111111111111111111111111111111111 IIIII1IIII III III 1111 I II I '11'11 '11111'1111"111111111."",,11 I'il III IIIII~ I 1111111 • I II III I I", II ,,'11 I~ '.11.' I, I II ",1" 1IIIIIImlili ~'" ""'111111 II' I, II ",jl';'" "'''Ii.'~II""" .. ",." .. _I ...... ~, __ .• "", .. ,,,I,, 



~ 
CIl 

~ 
§ 
N .... 
~ 
-....l 
o 

.... ... 
0 
00 ' 

I' , 

11111111 IIq, 

Taylor Cone Instability with Mercury 
~ The norma] component of gravity produces a 
Dlinor incTcas~ in stability J wh j ch means that 
rotation of the radiator may not be necessary. 
~ 1n the linear theory, it stabiliLes the fluid. For 
the horizontal case this results in an increase in 
threshold that is Jnatched by experilncnt. 
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A 5 em long electrode was held 0,11 em above the mercUlY 
film~ and lh-.; ~mgle of inc1ination of the plate with the 
horiwnt31, het:! (deg) was varied. 

~ Ftectrod~ length ha~ an insignificant eflect on fluid 
stability. The plot below shows no diftercnce in critical 
fieJd as the electrode length is varied from 3 to 1 J em. 
» It:is possible that a single electrode could cover the 
length ofthc radiatort and be electrified at all tinles. 
>- r or a cylindrical electrode .. which corresponds to a 
quasi-gaussian field, an increase in peak field of -50~·~ 
can be realized. :~ 
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Gas Phase Electrical Breakdown 
,I 

> 1 ~Jectrica 1 breakdown in the vapor poase wi 11 effectivel y .seL the 
maximum op~rdting teJnpcraturc ofa Li rduialor. The radiator pow~r 
per unit weight varies roughly as T"·. 

u ·ofll;;o;)·rt8S$lJr~ It L'. N""'::>?, NoIC~~ 

lei L .. ; 7 1' __ .. ~~ ':H'7a ,I 
-\.,..:~..::;~ . 

.... ..i 

~ An estimate of the pressure where vacuum br~kdown begins to 

dominate) can be made from experiments by Hackarn and Altchch5
, 

The transition OCcurs Ht P~~lO ~-lO tTorr, for <:lir dependlng 011 the 
ckctmd~ m'ltenal. Our obscrvalioll'\ with various gcomcLries i:md Hg 
vapor with brass and stainless sreel electrodes show P.-3x 10-:1 TTorr. 
Alkali metal electrodes are not reported by Hackarn, hut the effect is 
to ]ow'er the breakdown vo1tagc and shin the Pa~chen minimum to a 
lower pressure~. This efl~ct is more pronounced when the negative 
electrode is the alkali metal. One could lessen we dfect hy making 
the fluid film positive. Little work has been done to detenninc the 
eilect of various electrode geometries on breakdown '. 
~ As Ute chaIt on the right &ho~'S, the maximum temperature of a 
Lithium radiator is 730· /jOO K. The maximum temperature ora 
NaK radiator is 430 5UO K. 

5, Hackam~ R. and Altchch, L, J. App. Phys., 46, 2, (1975). 
6. Penning, F .1\'1.. London, 1957. 
1 .. Parker, A,B. Johmmn~ P.C., Proc. R. Soc, Lond. A.~ 325, (1991). 
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Conclusions / Recommendatio'DS 

~ Weight savings over heat pipe radiator designs are large. 
~ Taylor cone and gas breakdown instabilities investigated with 
favorable results. Further work with real materials and realistic 
geometry is needed. 
~ Literature is favorable about w:etting, corrosion, and erosion. 
Further work on these issues and safe handling are neede1d. 
~ Fluid collection and pumping details need to be tested . 
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DYNAMICS AND ARREST BY FREEZING OF A MOLTEN CONTACT 
LINE ADVANCING OVER A COLD SUBSTRATE 

A. A. Sonin, G. M. Duthaler, M. Liu, T. Qiu, M. A. Quintella 

Massachusetts Institute of Technology 
Cambridge, MA 02139, USA 

The motion of a molten contact line as it advances over a cold solid and 
eventually arrests by freezing is a central problem in many materials processing 
applications, but has received virtually no attention in the literature until only a few years 
ago. This talk gives an overview of our efforts during the past four years to arrive at a 
fundamental understanding of the molten contact line problem, based on experimentation 
and theory. Most of our work deals with what we consider to be the most interesting 
case: the one where the melt and solid are of the same material. 

Our early experimental work addressed the conditions for contact line arrest and 
was done with molten waxes spreading on solid waxes of the same kind. Using a novel 
method of producing a molten front with controlled contact line speed L2, and interpreting 
the data with dimensional analysis, we showed2 that a molten contact line advancing 
quasi-steadily over a subcooled solid is arrested when the apparent liquid contact angle is 
reduced to a critical value that depends on the Stefan number based on the solid's 
subcooling. Subsequent observations of water drops deposited on ice and liquid mercury 
drops deposited on frozen mercury, both at Iowa Weber number, yielded similar results3

. 

The theory of the moving molten contact line is a challenge because it involves 
scales from the molecular to the macroscopic. The problem is to find a relationship 
between the contact line speed and the liquid's apparent contact angle, and to deduce the 
conditions for arrest. A conventional continuum formulation of the problem contains two 
singularities at the contact line, the familiar shear stress singularity (which is weak) and 
also a singularity in heat flux4

. As a result of the heat flux singularity, the continuum 
fom1Ulation yields no meaningful solution for the apparent liquid slope at the contact line. 
However, by comparing a continuum finite element simulation with experiments, 
Schiaffino and Sonin4 estimated that the physical mechanism that limits the heat flux 
singularity occurs within 0.1-1 ~m of the contact line for wax. 

Duthaler and Sonin5 have recently formulated a theoretical model for the velocity 
-angle relationship at the contact line of a molten material spreading over a cold solid of 
its own kind, using as input a simple parametric model for the near-contact-line fusion 
fron shape, and assuming contact line motion is capillary driven and retarded by viscous 
forces. The main unknown input parameter in this model is the length scale associated 
with the wedge-like part of the fusion front at the contact line, which is unknown except 
for Schiaffino and Sonin's estimate forwax4

, and the wedge angle, which, being the same 
as the arrest angle in controlled circumstances, can in principle be obtained empirically as 
a function of the Stefan number, and is available for our wax2

• In a separate paper 
Duthaler and Sonin show6 that their theory agrees well with data taken during wax drop 
deposition, using Schiaffino and Sonin's estimate for wedge length and limiting the data 
to conditions where inertial effects are indeed small. 
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The most important unknown in the molten contact line problem is the physical 
mechanism that actually limits the heat flux at the contact. On this mechanism rests the 
success of any theory for molten contact line motion and freezing. 

An important part of our experimental program was to be the development and 
fabrication of micron-scale temperature sensors for measuring the temperature 
distribution near a moving molten contact line. Our hope was that this would yield some 
important clues about the physics of the near-contact-line processes, and help discover 
the ~eat flux mechanism. This work is described by Liu7

• Arrays of thin film thermistors, 
either l.5Mm square or 2.5 Mll1 square on both silicon and silicon dioxide substrates were 
designed, and fabricated with standard silicon-based integrated-circuit techniques. Tests 
showed (Liu7

) that the sensors had more than adequate time response. However, several 
unavoidable factors rendered these arrays problematic for our purpose. The substrates 
had much higher thermal diffusivity than our melts, which affected the temperature in the 
whole system, and the slightly protruding (c:a 0.5 Mm) sensors iInd their leads interfered 
with the contact line) na,tural motion via. Perhaps most importantly, the 1.5 Mm square 
sensors were still not small enough for our purpose. 

R .. . 
Quintella has performed a computational exploration of how the nature of heat 

flux distribution near the contact line is affected when the conventional boundary 
condition of constan{ temperature at the fusion interface IS replaced with some relatively 
simple alternative models~( e.g: a"resistive layer") near the contact line. He shows that, 
while it is mathematically possible to in essence eliminate the singularity with some of 
such models, or atleasCpush it to molecular scales, the model inputs require values that 
are not easy to justify on physical grounds. It would appear that the solution is to be 
sought in the physics rather than the mathematics. 

1 F. Gao, "Molten microdrop deposition and solidification processes," Ph. D. Thesis, Department of 

Mechanical Engineering, MIT, May 1994 

2 S. Schiaffino and A. A. Sonin, "Motion and arrest of a molten contact line on a cold surface: an 

experimental study," Ph),s. Fhilds 9 (1997) 2217-2226 
3 S. Schiaffino and A. A. Sonin, "Molten droplet deposition and solidification at low Weber numbers", 
Ph),s. Fluids, 9 (1997) 3172-3187 

4 S. Schiaffino and A. A. Sonin, "On the theory for the arrest of an advancing molten contact line on a cold 

solid of the same material," Ph),s. Fluids 9 (1997) 2227-2233 
5 G. M. Duthaler and A. A. Sonin, "A theoretical model for the velocity~angle relationship at the contact 
line of a molten material spreading over a cold solid of its own kind," submitted to Phys. Fluids (2000) 
6 G. M. Duthaler and A. A. Sonin, "Experiments on the velocity-angle relationship at the contact line 
during molten drop deposition on a cold solid of its own kind," submitted to Ph),s. Fluids (2000) 
7 M. Liu, "Micron-scale thermistors for rapid transients in interfacial temperature," M. S. Thesis, 
Department of Mechanical Engineering, MIT, September 1998 

8 M. A. Quintella, "Numerical investigation of the heat flux singularity at an advancing molten contact 

line," M. S. Thesis, Department of Mechanical Engineering, MIT, February 1999 
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ST ABILITY AND HEAT TRANSFER CHARACTERISITCS OF 
CONDENSATE FLUID LAYERS IN REDUCED GRAVITY 

James C. Hermanson, Andreas N. Alexandrou and William W. Durgin 
Mechanical Engineering Department 

ABSTRACT 

Worcester Polytechnit Institute, Worcester, MA 

Peder C. Pedersen 
Electrical and Computer Engineering Department 
Worcester Polytechnic Institute, Worcester, MA 

Jeffrey S. Allen 
National Center for Microgravity Research 

Cleveland, OH 

The focus of this ground-based program is the study of film condensation phenomena 
under variable, reduced-gravity conditions. ___ Experimental tests, combined with numerical 
modeling, are employed to gam-an improved understanding of the fundamental fluid physics 
responsible for condensate film growth, filili Instability and the resulting interfacial motion under 
variable gravity, and the conesponding implications for heat transfer. There has been relatively 
little research on the mechanisms operative at the film interface between condensed liquid and its 
vapor under reduced gravity conditions. Of particular interest are the stability characteristics of 
the condensate layer, and how they differ from those of films of comparable scale in the absence 
of condensation. 

A schematic diagram of the principal fluid phenomena expected to be operative during a 
typical condensation experiment when the acceleration (at a normal or reduced gravity level) is 
directed away from the condensing surface is shown in the figure below. 

J Cold Surface 

Body Force I (De-stabilizing) 

.. Lower 

Variable 
Gravity 
Vector 

Condensation 
Rate 

Saturated Vapor 

Surface 
Tension Force 

(Stabilizing) 

In the presence of ah?~Y _ force 
directed away from the plate, the 
condensate fluid layer will be 
unstable. This density-driven motion 
will be opposed by the surface 
tension, which will attempt to 
stabilize the fluid interface. In 
addition, the relatively higher thermal 
resistance associated with the thick 
fluid film at the crest will lead to a 
locally retarded condensation rate 
compared with that in the thin film 
regions in the fluid trQughs. 

The opposite sign of the temperature gradient across a condensing film versus that in the 
more commonly studied heated fluid layer will likely have significant implications for 
thennocapillaryeffects. In the case of a condensing layer, thermocapillary forces are expected to 
have a stabilizing influence on the film surface. Consideration of the combined effects of body 
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force and themlOcapi1lary forces also suggests that unique convective patterns may arise in the 
presence of condensation under low-gravity conditions. 

The experimental effort will involve three distinct experimental arrangements using 
identical test cells. First, laboratory tests will be conducted with a steady, stable condensing film 
on an upwards-facing, cooled surface to validate the experimental hardware and diagnostics. In 
the second series of experiments, the test cell will be inverted, using the resulting body force to 
generate fluid instabilities in the presence of condensation. Finally, in a third series of tests, the 
test cell will be mounted on a rotating platfonll to be flown on board a parabolic-trajectory 
aircraft to yield levels of de-stabilizing artificial gravity ranging from residual levels to 
approxin1ately 0.1 g. This will aIIow tile study of fluid phenomena in film condensation, such as 
thermocapillary effects, that are not detectable under nOID1al gravity conditions. The dynamic 
response of the film layer a mechanical pelturbation will also be examined. 

For these experiments, three distinct fluid environments will be created to reveal 
particular features of the fluid physics associated with condensation in reduced gravity 
conditions. The first fluid condition is a condensing film in the presence of saturated vapor. 
Second, a non-condensing, cooled film surrounded by a non-condensing gas will be studied. In 
this case, thenl10capillary efl"ects will potentially be present owing to the cooling of the film, but 
there will be no effects of mass addition and film growth. Third, an isothermal, non-condensing 
film with mass addition will allow the study of the effects of film growth on layer stability in the 
absence of thermocapillary effects. 

The thermal instrumentation will consist of standard thermocouples and heat transfer 
gauges. Direct photography and shadowgraph imaging will be employed to detelmine the 
features of the resulting instabilities, such as the wavelengths, surface defonl1ation, and droplet 
formation and departure rates. Laser particle tracking will be employed to reveal the convective 
motion of the liquid film. Finally, the film thickness and growth rate (hence the condensation 
rate) will be detem1ined using ultrasound gauging. The applicability of this technique has been 
recently demonstrated at WPI [1l The technique can measure fluid film thicknesses as small as 
50 JAm, using a single transducer at a frequency of 10 MHz, with a lateral resolutio~o of as little as 
1 nill1. Through multiplexing, multiple sites will be monitored sequentially to provide 
information on the spatial uniformity of the condensate film and the wavelength and amplitude 
of surface disturbances. 

Detailed numerical calculations will be perfOlmed for each configuration to model the 
film layer growth due to condensation, the development of interfacial disturbances, and to 
predict the heat transfer r<}te. The!1_un-lerical modeling will -be an ~)(.tension of previous work at 
WPI on solidification and droplet dynamics [2]. The liquid-vapor interface will be followed 
exactly using the Inverse Finite Element Method, which has been shown to have the advantages 
and accuracy in both two-dimensional and three dimensional probl~ms [2]. According to this 
approach,ihediscretization is based on an inverse approach where the isotherms are a priori 
fixed and the non-linear problem is solved for the location of the discrete nodes. This method 
allows a "complete" solution to this free-and-moving type of problem. 

[1] Pedersen, P.C, Cakareski, Z., and Hermanson, I.C, ''Ultrasonic Monitoring of Film 
Condensation," Ultrasonics Vol. 38,486-490,2000. 

[2] Alexandrou, A., "An Inverse Finite Element Method for Directly Fonnulated Free and 
Moving Boundary Problems", International Journal of Numerical Methods in Engineering 
Vol 28, 2383-2855, 1989. 
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- ..... :~~:: ... ;:, PROBLEM STATEMENT 

The focus of this ground-based program is the study of film 
condensation phenomena under reduced-gravity conditions. 
Experimental tests, combined with numerical modeling I are 
employe'd to gain an improved understanding of the fundamental 
fluid physics responsible for condensate film growth, film instability 
and the resulting interfacial motion under v.ariable levels of gravity, 
and the corresponding impHcations for heat transfer. 

There has been relatively little research on the mechanisms 
operative at the film interface between condensed liquid and its 
vapor under reduced gravity conditions. Of particular interest are 
the stability characteristics of the condensate layer, and how they 
differ from those of films of comparable scale in the absence of 
condlensation. . .. i. 
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.. ~ -. - .. -. --' ---... /~ ... \,j-:;:.-::- PROGRAM PLAN 

• 1-9 Laboratory E,xperiments (WPI) 

- Condensing films 

- Non·,condensing films with fluid addition 

• Non-condensing, cooled films 

~' Reduced gravity experiments (!NASAlNCMR) 

- Parabolic trajectory aircraft 

• Slowly Rotati,ng Breadboard to get grav,ity 
levels from residual to approximately 0.1 9 

• Numerical modeling (WPI) 

-Inverse Finite Element Method 

-Isotherms fixed; location of corresponding 
nodes calculated 

• Define follow-on flight exp,eriment (All) 
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~~E RESEARCH QUESTIONS 

• What is the effect of gravity level on the condensation rate 
and heat transfer of films on downwards-facing surfaces? 

• What are the relative roles of mass addition and 
thermocapillary forces o:n the stability of condensate film 
layers subject to a body force? 

• How do condensing films respond to perturbations under 
normal and reduced gravity conditions? 

• What unique structures will be revealed in con,densing 
films under reduced gravity conditions? 

, 

I 

• What does the competition between increasing film 
thickness due to condensation and convectiion due to body 
forc;e 1 iD1!pil!y for thlle ,ovelrall heat t~ansfer? 

iii 
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".;;';"',' ... - EXPERIMENTAL APPROACH 

• Closed condensation test cell 

• Quasi-steady and perturbed films 

• Mounting configurations 

- Cooled surface upwards ( +1 Q, stable interface) 

- Cooled surface downwards ( -19, unstable interface) 

- Slowly rotating breadboard ( -0.01 to -0.1 g, unstable 
interface) 

• Diagnostics 

- Surface/fluid thermocouple temperature measurements 

- Direct photography and shadowgraph visualization 

- Particle tracing imaging 

- Ultrasound gauging of d'ynamic film thickness 
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ST ABILIZI NG/D E-STABI LIZING 
MECHANISMS IN 

CONDENSATION EXPERIMENTS 

I Cold SUrfac~ at T= Tw 

~_JW"aillW"~~ 

Body Force 1 (Oc-stabilizing) 

!~ 

Lower 
Condensation Rate 

Higtler 
Condensation Rate 

Surface Tension 
Force 

(Stabil izing) Variable Gravity 
Vector, 9 Saturated Vapor at T = Tsat 

This sketch shows the principal phenomena operative during a typical film 
condensation experiment when the body force is directed away from the 
cooled surface. The body force (at normal or reduced gravity) is de
stabilizing to the fluid film, while surface tension has a stabilizing influence. 
The higher condensation rate lin the "troughs" owing to the decreased 
therm,al r1esistance. also plays a stabilizing role~. 
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ROLE OF THERMOCAPILLARY FORCES 
IN CONDENSING (COOLED) 

VS. HEATED FILMS 

Cold Ambient 

Warm - Low Cool - High 
Surface Tension Surfaoe Tension 

Thermocapillary forces for tbe (commonly studied) fluid layer 
heated from below can serve to drive convective motion. 

Warm Ambient 

CQld - High Warmer - Low 
Surface Tension Surface Tension 

IIJt ... ...... ,.. ........ . ..... 

. 
~ ~ 
. . . . 

l" 

COOLED SURFACE 

Thermocapillary forces for a fluid layer cooled from below 
(current investigation) oppose fluid motion and are a 
stabilizing influence on the film. 
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MEASURED THICKNESS OF 
CONDENSING FLUID FILMS 

Downward facing surface (-1 g) 
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Film thickness growth water vapor in air. Water bath 
temperature 75 C; cooled surface temperature 25 c. 
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Changes in film thickness for water vapor in air. 
Water -bath temperature 85 C; cooled surface 
temperature 20 C. The periodic peaks were due to a 
fluid instability, such as droplet release or droplet 
motion across the measurement location. 
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• Preliminary laboratory experiments of film condensation on the 
downward-facing surface of a cooled plate have been conducted. 

• Condensation experiments were performed using water and 
methanol.. For a given film thickne,ss, the Bond number of the water 

~ was less th.an that of the methanol film by a factor of 2.5, simulating a 
modest change in gravity level. 

• The lower Bond number of the water film appeared to result in longer 
disturbance wavelengths and a more stable layer than for the 
methanol film. 

• Single-point ultrasound measurements of 'ayer thickness for both 
static films and condensing films have been performed. The acquired 
ultrasound signals and spectra agreed well with those predicted by 
both theoretical principles and a finite-difference model. 



TWO PHASE FLOW IN MULTI-CHANNELS - LIQUID HOLDUP 
AND CAPILLARY FLOW 

Farrokh Issacci, I Jeff AlIen2 

I Honeywell Aerospace, Torrance, CA 
2National Center for Microgravity Research on Fluids and Combustion, Cleveland, OH 

ABSTRACT 

This combined experimental and theoretical study will investigate the fundamental aspects of 
two-phase flow, at low to moderate flow rates, in a multi-channel flow manifold. Some aspects 
of this investigation are the liquid holdup phenomena in the stagnation points, as well as the 
capillary force effects on the flow characteristics, and the liquid motion due to the surface
tension effects in such geometries. The results of this study will be basic information required in 
applications in space environment control and life support systems (ECLSS) such as fuel cells, 
biro reactors, thermal management systems, phase separators, etc. TI1e advancement of 
fUI1damental knowledge of microgravity fluid flow is critical to the successful development of 
advanced ECLSS equipment used for space utilization and exploration. 

TIus study will use the low gravity environment to single out inertia and capillary forces in a 
two-phase flow in rectangular channels with different cross-sectional dimensions, from sub
millimeter to centimeters. TIlese configurations are common in many flow systems of space and 
terrestrial applications. TIle low gravity environment will aIIow for investigation of these.effects 
in larger channels, wruch provide larger liquid drops and liquid flln1S, and better measurement 
and understanding of these phenomena. The laboratory experimentation of small channels 
(normal-gravity conditions) will provide database for comparison and verification of low-gravity 
findings, as well as the theoretical modeling. 

Tills effort will combine theoretical studies with experimentation. Our technical approach will 
include: identification of the needs for modeling development (based on applications and design 
issues), development of a test plan for n0ll11al and low gravity experimentation, conduct the 
experiments, compare theoretical results with the experimental data, modification/enhancement 
of the models based on the experimental data, and develop a plan for more low-gravity testing. 
This integrated experimental and theoretical approach is believed to result in a successful effort 
that with a minimum number of experiments will enhance our knowledge of two-phase flow in a 
rather complicated system of multi chaIlIlels. 

The benefit of tills program to NASA and its mission is development of modeling tools critical to 
development of space systems. Also, a plan will be developed for more flight experimentation 
with longer reduced-gravity time. The results of tills program will be building blocks for 
development of expenmental data and analysis to help expedite the development of critical 
technology for the space power and life support systems, as well as terrestrial applications, and 
reduce the technology risks in these developments. 
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Buoyancy-Driven Instabilities in Single-Bubble Sonoluminescence 

T. Matula 

University of Washington 

Single-bubble sonoluminescence (SBSL) refers to the emission of light from an 

acoustically trapped bubble undergoing large-amplitude, nonlinear, predominantly radial 

oscillations. A sinusoidal acoustic standing wave causes the bubble to grow ten-fold 

during the tensile portion of the sound wave. Soon after the start of the acoustic 

compression phase, the bubble is free to collapse, driven by both the acoustic pressure 

and (more imp0l1antly) the inertia of the in-mshing fluid. Very near to the minimum of 

the collapsed state, the bubble emits broadhand electromagnetic radiation. In addition to 

forcing the bubble into highly nonlinear radial oscillations, the standing wave also 

produces an acoustic radiation force that opposes the buoyancy force, and thus levitates 

the huhhle. 

Currently, the most accepted model for sonoluminescence is hased on a variation of the 

''hot-spot'' model, in which the interior gases heat up as the bubhle collapses, resulting in 

an incandescence of a cool dense plasma generated near the final stages of bubble 

collapse [Moss, 19971. However, the aggregate experimental evidence is relatively 

sparse, and precludes the complete dismissal of some competing theories. For instance, 

the "cool dense plasma" model assumes spherical symmetry throughout the bubble's 

oscillatory cycle. It is well known that with larger bubbles, observations clearly show that 

during the buhble's collapse, spherical asymmetries and instabilities (such as liquid 

jetting, capillary waves, and shape oscillations) develop. The question is not if 

sonoluminescence bubbles develop asymmetries, but rather, are the time scales over 

which asynm1etries develop great enough to become a factor that can influence the light 

emission mechanism for the bubble? 

This work addresses the particular question of whether or not buoyancy-driven 

instabilities result in a degradation of light emission from single-bubble 

sonoluminescence, and whether or not the bubble extinction at high forcing amplitudes is 

due to buoyancy-dliven instabilities. 

Preliminary observations of sonoluminescence in microgravity show that the light 

emission intensity does in fact increase during the microgravity phase, by as much as 

40%. Laboratory-based experiments have shown that at least some of the increase in 

intensity is due to the loss of hydrostatic pressure (approximately 5%). This result is 

exciting, as it may demonstrate that buoyancy instabilities are present in 

sonoluminescence experiments. Future experiments are planned, including detelmining 

whether or not the extinction threshold can be increased in rnicrogravity. 
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A Study of Bubble and Slug Gas-Liquid Flow in a Microgravity Environment 

J. McQuiIIen 
NASA Glenn Research Center 

The influence of gravity on the two-phase flow dynamics is obvious. As the gravity level 
is reduced, there is a new balance between inertial and interfacial forces, altering the 
behavior of the flow. In bubbly flow, the absence of drift velocity leads to spherical
shaped bubbles with a rectilinear trajectory. Slug flow is a succession ofiong bubbles 
and liquid slug carrying a few bubbles. There is no flow reversal in the thin liquid film as 
the long bubble and liquid slug pass over the film. Although the flow structure seems to 
be simpler than in normal gravity conditions, the models developed for the prediction of 
flow behavior in normal gravity and extended to reduced gravity flow are unable to 
predict the flow behavior correctly. An additional benefit of conducting studies in 
microgravity flows is that these studies aide the development of understanding for normal 
gravity flow behavior by removing the effects of buoyancy on the shape of the interface 
and density driven shear flows between the gas and the liquid phases. 

The proposal calls to study specifically the following: 

1) The dynamics of isolated bubbles in microgravity liquid flows will be analyzed: 
Both the dynamics of spherical isolated bubbles and their dispersion by 
turbulence, their interaction with the pipe waIl, the behavior of the bubbles in 
accelerated or decelerated flows, and the dynamics of isolated cylindrical bubbles, 
their defom1ation in accelerated/decelerated flows (in converging or diverging 
channels), and bubblelbubble interaction. Experiments will consist of the use of 
PIV and LDV to study single spherical bubble and single and two cylindrical 
bubble behavior with respect to their influence on the turbulence of the 
surrounding liquid and on the wall 

2) The dynamics of bubbly and slug flow in microgravity will be analyzed especially 
for the role of the coalescence in the transition from bubbly to slug flow (effect of 
fluid properties and surfactant), to identify clusters that promote coalescence and 
transition the void fraction distribution in bubbly and slug flow, to measure the 
wall friction in bubbly flow. 

These experiments will consist of multiple bubbles type flows and will utilize hot 
wire and film anemometers to measure liquid velocity and wall shear stress 
respectively and double fiber optic probes to measure bubble size and velocity as 
a function of tube radius and axial location. 

NASA/CP-2000-21 0470 1435 
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OBJECTIVES: 

1) Analysis of the dynamics of isolated bubbles in microgravity liquid flows 
including the dynamics of spherical isolated bubbles in order to study their 
dispersion by turbulence, the interaction with the pipe wall, the behavior of the 
bubbles in positive or negative pressure gradient (bubbles in accelerated or 
decelerated flows), the dynamics of cylindrical isolated bubbles in order to 
analyze their velocity with respect to liquid flow regime, their deformation in 
accelerated/ decelerated flows (in converging or diverging channels), and 
bubblelbubble interaction. 

2) the dynamics of bubbly and slug flow in microgravity and especially the 
analysis of the role of the coalescence in the transition from bubbly to slug flow 
(effect of fluid properties and surfactant), the void fraction distribution in bubbly 
and slug flow with an identification of clusters that can promote coalescence and 
transition, the wall friction in bubbly flow 
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INVESTIGA TION OF CRITICAL HEAT FLUX IN REDUCED GRAVITY 
USING PHOTOMICROGRAPHIC TECHNIQUES 

ABSTRACT 

I. Mudawar and H. Zhang 
Boiling and Two-Phase Flow Laboratory 

School of Mechanical Engineering 
Purdue University 

West Lafayette, IN 47907 

This study concerns the theoretical modeling of critical heat flux (CHF) in reduced gravity flow 
boiling. Throughout the study, the near-wall conditions at heat fluxes approaching and 
exceeding CHF will be examined with the aid of photomicrography. The proposed work will 
aim for (a) developing a test apparatus for exploring flow boiling and CHF in reduced gravity, 
(b) developing photographic methods for investigating vapor layer interfacial instabilities, (c) 
constructing a phenomenological model for flow boiling CHF in reduced gravity, and (d) 
providing detailed plans for testing of the same hardware in a future Space Shuttle follow-up 
study. 
During the initial stages of the study, experiments will be performed with vertical upflow at Ig to 
insure proper operation of the flow module, test heater, instrumentation, and flow loop, and to 
validate previous observations of CHF for vertical upflow. Experiments will then be repeated 
for different flow orientations to explore any differences in the CHF trigger mechanism in the 
presence of a smaller body force perpendicular to the heated wall. Finally, the test apparatus will 
be prepared for future microgravity experiments onboard the Space Shuttle during a follow-up 
study. 
Much of the rationale for the CHF modeling is based upon recent work at Purdue University 
which has successfully yielded a theoretically-based model for flow boiling CHF, albeit for 
vertical upflow at Ig. High-speed motion analysis revealed bubbles coalesce into a wavy vapor 
layer at fluxes well below CHF. Hydrodynamic instability of the vapor layer interface facilitates 
bulk liquid contad with the wall, painting a thin liquid sub-film upon the wall. The sub-film is 
consumed by a combination of vigorous boiling and interfacial evaporation. CHF commences 
when the momentum of the vapor issued from the sub-film exceeds the pressure force exerted 
upon the perturbed interface in the regions of interfaCial contact with the wall. This causes the
wavy interfacetoJiftaway from the wall, precluding any sustained wetting and resulting in wall 
dryouf' ~-=:~~~- ... ...~._ ..... . .. ~.~. . _ .. C~ 
The role of Interfacial instabiliiyis paf[Uilount to estahilshing the necessary c9ndifions for the 
dryout. Since interfacial wavelength is. sensitive to surface te.nsion forces, inertia, and body 
force, the proposed experiments will help isolate the individual effects of these forces by. 
measuring the instability features (mainly wavelength and amplitude) at different flow velocities 
and different orientations. At high g's, interfacial instability is dominated by a balance between 
surface tension and body forces (Taylor instability). On the other hand, instabilities below 19 are 
far more complex, exhibiting sensitivity even to minute body forces for sma II flow velocities, but 
becoming completely dominated by a balance between surface tension forces and inertia 
(Helmholtz instability) for high velocities. 
Particular attention will be given in tllis study to (a) the sensitivity of interfacial instabilities at 
low flow velocities to small body forces, and (b) the nonlinear attributes of interfacial instability 
such as vapor wave stream-wise stretching and merging of adjacent waves. This infonnation 
will be used to construct a phenomenological CHF model applicable to reduced gravity 
conditions which can be used as a design tool to guard against burnout of electronic and power 
devices in space thennal management systems. 
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Fig. 1 Vertical upflow at (a) CHF- and (b) CHF+. 
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COMPUTA TIONAL MODELING OF THE EFFECT OF SECONDARY 
FORCES ON THE PHASE DISTRIBUTION IN DISPERSED MUL TIPHASE 

CHANNEL FLOWS 

ABSTRACT 

G. Tryggvason and S.L. Ceccio 
Department of Mechanical Engineering 

University of Michigan 
Ann Arbor, MI 48109 

In microgravity, several secondary effects that are usually masked by gravity under terrestlial 
condition can become important. This is particularly true in multiphase flows, when buoyancy 
effects are eliminated. A detail understanding of such phenomena is of both scientific and 
practical interest. Recent progress in numerical simulations of multiphase flow has now made it 
possible to simulate the full unsteady motion of several bubbles and drops. 

It is proposed to examine how two secondary effects will affect dispersed multi phase flow in 
channels and pipes. Thermocapillary migration generally moves bubbles and drops in the 
direction of the temperature gradient and WDJJld, for example, push bubbles toward the centerline 
of a pipe if hot fluid entered a cold pipe. The phase distlibution in the cross section of a channel 
has a very strong impact on the pressure drop due to the flow and variations in wall temperature 
could therefore lead to large changes in the pressure required to pump the fluid. The second 
effect that will be investigated is electric fields. An electric field can induce both nomlal and 
tangential forces on a fluid interface and it is well known that depending on the ratio of the 
conductivities and the dielectric properties of the continuous and dispersed phase, drops will 
def0l111 into a prolate Qfoblate shape. While the interaction of two drops has been examined for 
two drops in zero Reynolds number flow, nothing has been done to examine how many drops in 
electric fields interact with each other or the flow. It is likely that the deformation of the drops 
will affect the pressure drop in major ways. Although two different physical effects will be 
examined, the key physical questions are similar and much of the numerical technology is 
essentially identical. Considering these effects together should therefore be both efficient as well 
as allowing insight for one phenomenon be used to explore the other. Combined effects, where 
both a variable temperature as well as an electric field is present may also lead to unexpected 
new phenomena. 

Both of those investigations will build on numerical methodology developed already, in part with 
NASA support. The addition of thel1110capillary and electrical forces to the numerical 
methodology has already been demonstrated-:-but new numerical development will be required to 
allow efficient simulations of channel flow with~ large number of bubbles and drops. 
In addition to uncovering and explaining phenomena of scientific interest that can not be 
addressed on the earth, the understanding sought here has considerable practical applications. 
Those include both the prevention of unforeS:een design difficulties as well as the possibility of 
using temperature changes and electrostatic fields for the control of multiphase flow. 

Preliminary results are shown in Figure 1 and 2. 
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Figure 1. Preliminary two-dimensional simulations of the effect of an electric field on the phase 
distribution in a pressure driven channel flow. The drops are initially uniformly distributed. In 
the first frame (left), the drops have become prolate and started to form clusters consisting of two 
or more drops. In the second frame, most of the drops have moved toward the channel walls. 

Figure 2. A computation of the thermocapillary migration of two drops in an initially quiescent 
fluid. The figure shows the bubble shape and the temperature field for two light drops at finite 
Reynolds and Marangoni numbers. Although eacp drop starts at a different distance from the hot 
wall, they move toward a side-by-side configuration as they rise. Simulations of two-dimensional 
systems, where the interaction is stronger, show this evolution even better and for a large range 
of parameters we find that two or more drops line up perpendicular to the temperature gradient 
and space themselves evenly across the channel. 
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Computational Modeling of the 
Effect of Secondary Forces on 

the Phase Distribution in 
Dispersed Multiphase Channel 

Flows 

G retar Tryggvason 
Mechanical Engineering 

Worcester Polytechnic Institute 
Worcester, MA 01609 

Steven.L. Ceccia 
Mechanical Engineering 

University of Michigan 
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The effect of two secondary effects on on the phase 
distribution of dispersed multiphase flow in channels and 
pipes will be studied by direct numerical simulations. 

Radial temperature gradient can lead to thermocapillary 
migration of bubbles and drops in the direction of the 
temperature gradient. 

Electric field can deform drops into prolate or oblate 
shapes, depending on the ratios of the conductivities and 
the dielectric properties of the continuous and dispersed 
phase. Electrically induces motion can also lead to 
migration and coalescence. 
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Numerical Approach 

A finite volume/front tracking technique 

dff;-+ V· pu-u-= -\7 p+ j+ V· J.1(Vu+ VT U-)+ SF oxn-8(r- rf}fa 

V· zr= 0 

~=O 
Dt 

DJ.1 = 0 
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space discretization on Finite Difference Grid 
a staggered grid 

Reference 
Unverdi and Tryggvason: J. Comput. Phys 100 (1992), 25-37 
Unverdi and Tryggvason: Physica D 60 (1992), 70-83 
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The temperature is found by solving the energy equation 

dpc T 
P- + V . (pcpTii) = V . kVT 

dt 

where we have assumed that the fluid is incompressible and that 
viscous heating can be neglected. This equation is solved on a fixed 
grid by an explicit second order method in the same way as the 
momentum equation. The temperature on the surface of the bubble or 
drop is found by interpolating it from the grid and surface tension is 
found by 

a = ao - f3(T -~) 

Here, f3 > 0 , since surface tension generally is reduced with 
increasing temperature. 
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Thermocapillary migration-II 

The collective interactions of many fluid particles can 
lead to "structure" formation at finite Re and Ma. 

Here; the 
drop initially 
behind, 
catches up 
with the one 
in front 

Moves 
faster 

Moves 
slower 

Undisturbed isotherms 

Hot 

Cold 
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Thermocapillary migration-III 
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Thermocapillary 
motion of two three
dimensional drops. 
The top wall is hot 
and the bottom wall 
is cold. Initially the 
drops are placed 
near the cold wall. 
As they rise, the 
drops line up 
perpendicular to the 
temperature 
gradient. Here, 
Re=60, Ma=20, 
Ca=O.0166. Drop 
density is half of the 
fluid density. 
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For fluids with small but 
finite conductivity, Taylor 
and Melcher (1969) 
proposed the "Iea,ky 
dielectric" model. This 
model allows both normal 
and tangential electrostatic 
forces on a two fluid 
interface. 

The electric field is obtained from 
the electric potential by 

V·crVl/> = 0 
where 

E=Vl/> 
! ' 

The force on the fluid is then found 
by: 

f = q E - ~ (E · E) V £ 

where the charge accumulation is 

q = V -cE 
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Electrostatic motion II 

Electrostatic deformation 
of axisymmetric drops. 
The steady state 
obtained after foil owing 
the transient motion of an 
initially spherical drop_ 
For the oblate drop in (a) 
the ratio of the dielectric 
constant of the drop to 
the dielectric constant of 
the suspending fluid is 
much larger than the 
conductivity ratio, but for 
the prolate drop in (b) 
both ratios are 
comparable 
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Electrostat:ic motion III 

Two-dimensional simulations of oblate drops in a channel flow. The 
volume fraction is 0.44 and E=O.2; Wed=O.125; Rep=O.078; ReH=20.0 
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HEAT TRANSFER PERFORlVlANCES OF POOL BOILING ON MET AL
GRAPHITE COMPOSITE SURFACES 

Nengli Zhang 
Ohio Aerospace InstitutelNASA Glenn Research Center 

Cleveland, Ohio 44135 

David F. Chao 
NASA Glenn Research Center 

Cleveland, OH 44135 

Wen-Jei Yang 
Department of Mechanical Engineering and Applied Mechanics, University of Michigan 

Ann Arbor, Michigan 48109-2125 

ABSTRACT 
Nucleate boiling, especially near the critical heat flux (CHF), can provide 

excellent economy along with high efficiency of heat transfer. However, the peliormance 
of nucleate boiling may deteriorate in a reduced gravity environment and the nucleate 
hoiling usually has a potentially dangerous characteristic in CHF regime. That is, any 
slight overload can result in burnout of the boiling surface because the heat transfer will 
suddenly move into the film-boiling regime. Therefore, enhancement of nucleate boiling 
heat transfer becomes more important in reduced gravity environments. Enhancing 
nucleate boiling and critical heat flux can be reached using micro-configured metal
graprute--con1posites as the boiling surface. Thermocapillary force induced by temperature 
difference betw~en the graphite-fiber tips and the metal matrix, which is independent of 
gravity, will play an important role in bubble detachment. Thus boiling heat transfer 
peliormance does not deteriorate in a reduced-gravity environment. 

Based on the existing experimental data, and a two-tier theoretical model, 
correlation formulas are derived for nucleate boiling on the copper-graphite and 
aluminun1-gl:apllite -composite surfaces, in both the isohiied-and coalesced bubble 
regimes. Experimental studies were perfonned on nucleate pool boiling of pentane on 
cooper":gniplllte (Cu~Gr) and aluminum-gl:aphite (AI-Gr) composite surfaces with various 
fiber volume concentrations for heat fluxes up to _}5 W/cm2

. It is revealed that a 
significant ~I!J1~!ic_e-me-nt ill boiling heat transfer performance on the composite sUIiaces. i~ 
achieved, due iOtliepresence of micro-graphite fibers embedded in the JTIatrix. The onset 
of nucleate boiling (the isolated bubble regime) occurs at wall superheat of about 10 °c 
for the Cu-Gr surface and 15°C for the AI-Gr surface, much lower than their respective 
PUl=(; metal surfaces. Transition from an isolated bubble regime to a coalesced bubble 
regime in boiling occurs at a superheat of about 14°C on Cu-Gr surface and 19°C on AI
Gr surface. 

According to a two-tier configuration and its mathematical model [1], and based 
on the existing experimental data, correlations for the boiling heat transfer performance 
illtheisohited bubble-regime and in the coalesced bubble regime ar~ obtained as follows: 
The~bOiIirig he~arTIUxo~il1 the low heat flux boilmg region (isolated bubble regime) is 
mainly contributed by micro bubbles, with negligible heat conduction across the 
micro layer, and can be expressed as 

NASAlCP-2000-210470 1459 



(1) 

where C and m are constants determined by the experimental data, pv is the vapor 
density, hfg is the latent heat of the working fluid, L1Tsat is the superheat. For the 
composite surfaces, the maximum diameter of bubbles, Dm , is related to the fiber 
diameter, d, and the area fraction of the fibers in the base material, ex, by 

D =~ In (2) 
m 2 V~ 

In the case of ex = 0.5 and d = 8 11m the value of Dm is calculated at 10.03 11m 
In the high heat flux boiling region (coalesced bubble regime), the boiling heat 

flux consists of two parts: latent heat transport by micro bubbles under the vapor stems 
and by evaporation on the interface along the macro layer, which equals heat conduction 
across the macro layer. The total heat flux is 

qh = nD~i PvhfgCs(fl~)m + k,C,(flTsm -fl~) (3) 
6 

where, kl is the thermal conductivity of working fluid, Cl is the constant, L1TI is the 
superheat at transition from isolated to coalesced bubble regime. The first term of Eq. (3) 
is the maximum value of the heat flux in the isolated bubble regime. 

It is obvious that both ql and qh aremdependent from gravity, and therefore, the 
boiling perfonnance on the metal-graphite composite surfaces would not deteriorate with 
reduced gravity. 

A new model to predict the critical heat flux (CHF) on the composites is proposed 
to explain the fundamental aspects of the boiling phenomena. The CHF for the metal
graphite composite surface is given by 

= (1+_4_yaeJ flT _71COS8)1I4 (4) 
q c q C ,Zuber 3n 2 eJ S aT wb 12n 2 

7r (32eJfl lflg )1/4 
where q - P h Y is a correction factor, eJ is the surface 

C.Zuber - 24 v fg 7r1l~ P ~ , S 

tension, L1Twb is the temperature difference between the heating surface and the bulk 
liquid, 71 is a correction factor, 8 is the contact angle, L1lf1g is the available gravitational 
energy that equals n(Pl-p,,)Il/g132, and PI is the fluid density. 

It can be seen that the CHF is enhanced through the third ternl in Eq. (4) for the 
composite surfaces. Undoubtedly, this kind of materials is suitable to space applications. 

We also suggest that using liquid with positive surface tension gradient with 
temperature, such as dilute aqueous solution of long-chain alcohols, as the working fluid. 
Then, the role of the second term in Eq. (4) will change from keeping the vapor volumes 
pressed to the heating surface to driving vapor volume detachment from heat surfaces, 
and therefore will enhance the CHF. 

References 
1. N. Zhang, W. J. Yang, and G. W. Yang, Two-tier Model for Nucleate Pool Boiling 

Heat Transfer on Microconfigured Surfaces, International Communication Journal of 
Heat and Mass Transfer, 19,767-779 (1992). 
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Thermocapillary Migration of Bubbles 

Asghar Esmaeeli and Vedat ArpaCi 

Department of Mechanical Engineering and Applied Mechanics 
The University of Michigan, Ann Arbor, MI 48109 

Abstract 
\Ve use direct numerical flimulation to investigate motion of a few two- and 

three-dimensional bubbles at 0(1) Reynolds anel Marangoni numbers due to ther
mocapillarity. The full N avier-Stokes and energy equations for the flows inside and 
outflide the bubbles are solved using a front tracking/finite difference technique 
which accounts for the bubble deformation. 1

-
4 The nondimensional parameters 

that govern the problem are Marangoni number; AI a) ReYlloldfl number; Re, Cap
illary number; Ca, volume fraction; Q, and the ratios of thc material properties of 
the fluid inside the bubblefl and thc ambient fluid. 

Our goal is to investigate the collective behavior of large sYfltems of bubbles. 
\Ve are primarily concerned with the effect of the microstructural mechanics on the 
macroflcopic properties of the flow. However, the computations are limited by the 
high expenses of the three-dimensional simlliations as the grid resolution increases. 
As a compromise between our goal and the expenses, we have chosen to reduce one 
of the dimensions of the system in most of our computations) therefore, to study 
large two-dimensional systems (up to 120 bubbles). Although this reduction in 
dimensions seems to raise some questions on relevance of the results, comparison 
of motion of solitary bubbles in two and three dimensions at the same volume 
fractions (keeping all the other nondimel1sional numbers the same) reveals that 
the migration velocities have small differences during the relaxation period and 
are very close at steady state. 

As the bubbles migrate, they interact with each other and the flow. Interesting 
phenomena such as pairing and tripling of the bubbles and formation of horizontal 
layers of bubbles are observed. These changes ill the spatial arrangement of the 
bubbles have implications in the evolution of the macroscopic properties. To un
derstand that, we compute the pair density function; G(r, 0), average cluster size; 
(s), and the velocity variances; (V~V~). 

Figure 1 shows streamlines and the bubbles from one of our simulations of 
motion of eight bubbles at volume fraction 0.0194. The domain is periodic in 
the horizontal directions and waJI-boundesl in the vertical direction. However, the 
computations are done in a frame moving with the centroid of the bubbles so that 
we can investigate the long term evolution of the flow. The domain size is 6de in 
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each direction where de is the initial diameter of the bubbles. The grid resolution 
is 1:163 and initially about 21000 triangular elements are used to discretize the 
front. The flow is uniform away from the bubbles and has a vortical structure near 
the bubbles. Initially, the bubbles migrate impulsively but after a relatively short 
relaxation time reach to an essentially steady state. 

Figure 1: Streamlines and the bubbles at 0: = 0.019i 1. 

References 
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Research Objective 

Motion of bubbles and drops as a result of variations of surface tension 
with temperature is called thermocapillary migration and can be of im
portance in the situations where the usually dominant force of buoyancy 
is negligible. The research in this area is mostly motivated by its poten
tial applications in space operations. For example, it has been suggested 
(Uhlmann, 1982) that certain high quality metals can be produced in 
space where due to the absence of gravity the disturbing efFect of buoy
ant convection vanishes. Thermocapillary is a possible mechanism for 
removal of gas bubbles generated during such processes. Other examples 
of possible use of thermocapillary include vapor bubble management in 
liquid rockets used to power space vehicles in orbit (Ostratch, 1982), 
and containerless glass processing in reduced-gravity (Weinberg, 1978). 
In fact, even on earth, thermocapillary can be used to control motions 
of droplets of very small size or of nearly equal density with ambient fluid. 

This study aims to investigate the collective behavior of large systems of 
bubbles moving due to thermocapillarity. We are primarily interested in 
the efFect of the microstructural mechanics on the macroscopic properties 
of the flow. Dynamics of freely evolving arrays of bubbles is compared 
to that of solitary bubbles at the same parameters. EfFect of inertia is 
investigated by comparing the evolution bubbly flows at 0(1) Reynolds 
and Marangoni with the flows at zero Reynolds and (or) Marangoni 
numbers. Other effects such as shear velocity, buoyancy, and coalescence 
on the average migration velocity of bubbles is also studied. 
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Governing Equations 

8-%tU 
+ V· pu U = -\7p+ \7. JL(\7u+ \7uT

) 

+ J (O"~n + \7sO")5(x - xf)ds. 

8pcT at + V · upcT = V . k VT 

Dp 
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Numerical Technique 

• Front Tracking/Finite Difference 

• Full Resolution of Flow Inside and Outside the Bubble 

• Inclusion of Bubble Deformability 

• Second Order Space and Time Discretization 

• Unverdi & Tryggvason (1992), Nas & Tryggvason (1993), Esmaeeli, 
Tryggvason, and ArpaCi (1996a, 1996b, 1997) 
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A midplane cross section of streamlines and isotherms of a single bubble rising due 
to thermocapillarity in zero gravity. Here, the nondimensional numbers are Re = 10, 
JVI a = 1, and Ca = 0.06. The flow is resolved on a 32 x 32 x 64 staggered grid in a 
1 x 1 x 2 box. 
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A midplane cross section of streamlines of four bubbles rising in a channel at early 
time (left frame) and the cud of the rUIl. Here) an initially perturbed array of four 
bubbles evolves to a horizontal chain. The nondimensional numbers are Re = 30) 
lV/a = 30) and Ca = 0.05. The flow is resolved on a 32 x 128 x 128 grid in a 1 x 4 x 4 
box. 
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Interactions of 120 two-dimensional bubbles rising in a channel. The left frame shows 
the initial positions of the bubbles and the right frame shows the positions of the 
bubbles after a relatively long time. The microstructure evolves from a random 
configuration to a structured one where bubbles try to form local horizontal chains. 
Here, Re = 40, 1\!Ja = 40, and Ca = 0.05. The flow is resolved on a 962 x 1923 grid 
in a 15 x 30 box. 
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Volume fraction is one of the key parameters that affects the macroscopic properties 
of bubbly flows. Here, we show isotherms and eight bubbles at volume fractions of 
0.019 (top frame) and 0.079 (bottom frame). The computations are done using a 
moving frame and the nondimensional numbers are Re = 1, Ma = 1, and Ca = 0.01. 
The flow is resolved on a 146 x 146 x 146 gird in a 3 x 3 x 3 box. 
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Shear velocity may decrease or increase migration velocity of the bubbles depending 
on the governing parameters. Herc, we show cvolution of eight bubbles in a shear 
flow. The top wall moves in the positive Y direction and the bottom wall movcs in 
the negative Y direction. The first box at the right shows the iuitial positions of the 
bubbles. The bubbles are scattered over seven boxes at the end of simulation as a 
result of shear. The solid lines connecting the bubbles show the trajectories. The 
nondimensional parameters are Re = 10, l'vIa = 1, Ca = 0.06, and Reg = 32 and the 
flow is resolved on a 64 x 64 x 128 in a 2 x 2 x 4 box. For the current simulation, the 
average migration velocity of the bubbles is about 13 % higher than that of a flow 
with zero shear. 

NASA/CP-2000-2104 70 1471 



-

'" 

A midplane cross section of streamlines and isotherms of a single bubble in micro
gravity. Here) the buoyancy and thermocapillary act in opposite directions. The far 
field is influenced by buoyancy and the near field by thermo capillary. The nondi
mensional numbers are Re = 10-4, Ala = 10-4, and ea = 10-3

. The flow is resolved 
on a 32 x 32 x 64 in a 1 x 1 x 2 box. 
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Evolution of sixteen two-dimensional bubbles in microgravity. The first frame shows 
the initial positions of the bubbles. Here, the thermocapillary forces try to move 
the bubbles upward while the buoyancy is trying to move the bubbles downward. 
The outcome is formation of a large cluster of bubbles which moves downward. The 
non dimensional numbers are Re = 40, !vI a = 40, Ca = 0.03, and IT = 4.16. IT is 
a nondimensional parameter that characterizes the importance of thermo capillary 
compared to buoyancy. The flow is resolved on a 130 x 387 grid in a 4 x 12 box. 
grid. 
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Coalescence of bubbles affects the microstructure and may increase the average mi
gration velocity. The figure shows interaction of four bubbles rising toward an ini
tially flat interface. Time increases from the left to the right and the top to the 
bottom. Here, Re = 10, ]\,fa, = 1, and Co. = 0.01 and the flow is resolved on a 
128 x 256 grid in a 2 x 4 box. 
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Determination of the Accommodation Coefficient Using Vapor-Gas Bubble 
Dynamics in an Acoustic Field 

ABSTRACT 

N. Gumerov, c.-T. Hsiao, A. Goumilevski 
DYNAFLOW, INC. 

Non.equilibrlum liquid/vapor phase transformations can occur in superheated or sulx:ooled 
liquids in fast processes such as in evaporation in a vacuUlTl, in processing of molten metals, and 
in vapor eXPl<1sions. The rate ~ at which such a phase transformation occurs can be described by 
dIe Hertz-Knudsen-Langmuir fOlIDula [1] 

~(Ta) [p ] 
~ = ~21T.RvTa ,eTa) - P" ' 

---=..:...- --~ ------~- :: 

where ps is the saturation pressure, pv the pressure in the vapor, Ta the temperature of the 
interface, Rv the gas constant of the vapor, and ~ the "condensation" or "accoI11111odation" 
coefficient ~11ich is a property of the interface. ~ ~ _ 

Existing-measurement techniques for the accommodation coefficient are complex and 
expensive. Moreover, this coefficient depends on the temperature and is sensitive to the 
conditions at the interface. Thus development of a relatively inexpensive and reliable technique 
for measurement of the accommodation coefficient for a wide range of substances and 
temperatures is of great practical importance. 

Our preliminary study showed that in certain range of parameters the dynamics of the bubble 
in an acollstic field strongly depends on the 'value of the accommodation coefficient. It is known 
that attt~nlperatures close to the saturation temperature small vapor bubbles grow in a liquid 
under-the acti(moTan-acousticX~el~]Iue to nonlinear effects called "rectified heat transfer", e.g., 
see [2]. This is particularly true of fliebubble average radius in isotropic acoustic fields and of 
the bubble motion in standIng waves. This finding can be used as the basis for an effective 
measui:emenTtechnique of this coefficient. 

During the cutTent effort the model and theory were substantially extended [3-5]. We 
developed a theory of vapor bubble behavior in an isotropic acoustic-wave and in a plane 
standing acoustic _ wave including physical effects such as liquid inertia, heat transfer inside and 
outside the bu5D1e, surface tension, diffusion of the inert gas insideancf-outside the bubble, the 
Soret and Dufour effects in the gas phase, liquid viscosity and compressibility, and 
nonequilihrium phase transitions in two-component systems. A numerical code was developed 
which enables simulation of a variety of experimental situations and accurately takes into 
acco~nt_~()~ ly evolving temperature. 

Using the theory and computational tools developed we performed a parametric study, which 
showed that the measurement of ~ can be made over a much broader range of frequencies and 
bubble sizes than it is cormnonly thought. We found several interesting regimes and conditions 
that can be efficiently used for measurements of ~, including steady fast oscillations of the 
bubble radius, low frequency oscillations of the mean bubble size/position and bubble 
growth/shrinkage near threshold and resonance values. Our results show that measurements of ~ 
can be performed both in a reduced gravity environment and in a normal gravity environment. 
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The reduced gravity conditions provide less masking effects, specific regimes beneficial for 
measurements, and better temperature control. Some results are shown in Fig. 1-3. 
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Fig. 1. The dynamics of a vapor bubble in an isotropic 
acoustic field of amplitude PA = 0.2 atm at different 
accommodation coefficients shown near the curves. 
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Fig. 2 The relative amplitude of a vapor-gas bubble 
radius oscillation, Ja 1 = maxJa-aoJplPA vs the vapor 
accommodation coefficient at different mass concen
trations of air inside the bubble shown near the curve. 
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Fig. 3. The dynamics of the mean bubble radius and the mean vapor bubble pOSition in a standing acoustic wave at 
0.1 g and different values of the accommodation coefficient shown near the curves. Coordinate of the bubble center 
Xb = 0 corresponds to the pressure node and Xb = lI( 4k) corresponds to the pressure antinode. k is the wavenumber. 

REFERENCES 

[1] M. Volmer, Kinetik der Phasebildung, Dresden-Leipzig: Steinkopff, 1939. 
[2] V.A Akulichev, Acoustic..: cavitation in cryogenic and boiling liquids. In: L. van Wijngaarden 
(ed.) Mechanics and Physics of Bubbles in Liquids, Martinus Nijhoff, the Netherlands, 1982. 
[3] N.A Gumerov, Dynamics of vapor bubbles with nonequilibrium phase transitions in 
isotropic acoustic fields, Physics of Fluids, 12(1),71-88,2000. 
[4] N.A Gumerov, Rectified heat transfer to vapor bubbles in standing acoustic waves, UEF 
Conference "Micro gravity Fluid Physics and Heat Transfer", HI, 1999. 
[5] N.A Gumerov, c.-T. Hsiao & AG. Goumilevski, Detemtination of the accommodation coef
ficient using vapor/gas bubble dynamics in an acoustic field. DYNAFLOW, INC., Rep. 98001, 2000. 

NASA/CP -2000-210470 1476 



Presentation not available at time of printing. 

NASA/CP-2000-210470 1477 



GAS-EVOL VING EFFECT ON MASS TRANSFER IN ROTATING 
ELECTROCHEMICAL CELLS UNDER MICROGRA VITY 

ABSTRACT 

Y. Kamotani 
DepaItment of Mechanical and Aerospace Engineering 

Case Western Reserve University 
Cleveland, Ohio 44106 

On eaI'th, gas evolution in electrochemical reactors occurs widely in the electrochemical 
industry. In water electrolysis and electrochemical machining and electro synthesis, the gas 
bubbles agitate the electrolytic cells and enllaI1Ce the mass transfer, thereby improving the yield 
of the electrochemical cells. In fact, there are relatively few major electrochemical processes in 
which evolved gases do not appear. Therefore, the design of life support systems in space 
requires sufficient electrochemical information related to the behavior of bubbles generated on 
an electrode. For example, the processes of carbon dioxide removal, oxygen generation, water 
reclamation and human waste treatment in spaceflight involve gas generation in the systems. 
Although much research work has been done on electrolytic gas evolution in the presence of 
gravity or forced flow, much less work is available on electrolytic gas evolution in microgravity. 
In the absence of gravity the conventional electrochemical cells would be inefficient as the 
generated bubbles tend to stay near the electrodes. 

In the present work we propose rotating electrochemical cells as a means of enhancing the 
mass transfer significantly and removing the generated gas bubbles effectively in microgravity. 
Moreover, the design of electrochemical cells becomes relatively compact because it does not 
require additional pumps and separators to process the bubble-electrolyte flow. The subject of 
gas evolution in rotating electrochemical cells has never been investigated. Most studies of gas 
bubbles in electrolytic cells were performed in the presence of natural convection or forced 
convection. Forced convection can be used to remove gas bubbles from the electrodes of an 
electrochemical system in micro gravity but the bubbles still need to be removed from the 
electrolyte somehow. By rotating the cells one can remove the bubbles from the electrodes and 
the electrolyte. 

The main objective of the proposed work is to gain basic knowledge of bubble behavior and 
its effect on mass transfer in rotating electrochemlcafcells under microgravity as well as normal 
gravity conditions. The mass transfer rates and various bubble layer characteristics will be 
measured and analyzed under various conditions in rotating electrochemical cells in normal 
gravity as well as during parabolic flights. Based on the results, a theoretical model will be 
constructed to predict the bubble-induced convection in rotating electrochemical cells. 

The test section, shown in Fig. 1, consists of two horizontal electrode disks, which serve as 
cathode (top) and anode (bottom), and a vertical aIlllular Lexan side wall. The anode is made of 
copper. The cathode is divided into eight ring-shaped sections. The reason for the sectioned 
cathode is to measure local mass transfer rate. With this arrangement only hydrogen bubbles are 
generated from the top cathode. The generated bubbles move toward the center along the top 
wall. A tube is attached to the top plate at the center to remove the bubbles. The gap between the 
electrodes is variable. A cupric sulfate-sulfuric acid solution (CUS04 - H2S04 - H20) is used as 
the test fluid. The test section is placed in a rotating system 
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The bubble layer along the cathode surface is illuminated by a laser light sheet and a video 
camera records the bubbles. The huhbles move in the radially inward direction as well as in the 
azimuthal direction due to Coriolis force. The camera and laser light source are placed on the 
rotating frame. To minimize the impact of high-g on the equipment, they are placed near the 
center of the rotating frame. MiITors and a fiber optic cable are used to illuminate and take 
pictures of the inner test section. From this measurement we will determine the bubble layer 
thickness distrihution and the bubble velocities (radial components) and sizes at various 
locations. The mass transfer rate will be detennined from the amount of electrodeposited copper 
on each sectioned platinum cathode using the anode dissolution method. Applied CUITent density 
in the present experiment is a combination of the partial CUITent density consumed by hydrogen 
gas generation and that for copper electrodeposition on each sectioned cathode. In the anode 
dissolution method the electrolytic cell is charged, with the polarity reversed, at a constant 
CUITent density to dissolve the electrodeposited copper on the platinum anode. The passivation 
of the cell occurs when the deposited copper is completely depleted on the anode. The amount 
of electrodeposited copper on each sectioned platinum can then be calculated from the current 
density and the time to passivate. The local mass transfer rate and partial CUlTent density for 
copper deposition is detemrined from the amount of deposition._ 

After the data analysis, we will construct a theoretical nladeI to predict the average mass 
transfer coefficient, or the average Sherwood number, as a function of the important 
din1ensionless parameters. It is known that generally there are three different mass transfer 
mechanisms acting at gas evolving electrodes with an intensity depending on the operating 
conditions: (i) bubble-induced microconvection owing to periodic microflows in the vicinity of 
gas bubbles adhering to and detaching from the electrode surface, (ii) bubble-induced 
macroconvection owing to buoyancy flow of a gas-liquid dispersion along the electrode, the flow 
is caused by the density difference hetween the dispersion and that of the (nearly) bubble-free 
liquid, and Ciii) single-phase free convection owing to density gradients in the liquid phase near 
the electrode surface. We will take basically the same approach in constructing our model. In 
the present work, since the solutaI boundary layer is relatively thin, we have basically the 
microconvection and the bubble-induced macrconvection. 
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Figure 1 Cross- section of rotating electrochemical cell 
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Introduction 
To support human exploration and development of space, 
high performance, efficient electrochemical systems need 
to be developed. Electrochemical process can reclaim air 
and water and treat human wastes effectively, precisely 
and safely. Electrolytically generated gases can affect the 
performance of electrochemical cells. Very little 
information is available on the subject of gas evolution in 
electrochemical cells and its effect on their performance in 
microgravity. We propose a rotating electrochemical cell 
to enhance performance and to remove bubbles from the 
e"lectro!des and electrolyte in a compact ,design. 
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Objectives 
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• To gain basic knowledge of bubble behavio,r in rotating 
electrochemical cells in normal- and micro-gravity 

• To study generation, detachment, and motion of gas 
bubbles in a rotating liquid system 

• To an,alyze mass transfer in the presence of bubble flow 
in microgravity 
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Analysis 

Complex mass transfer problem due to following 
factors: 

existence of three boundary layers 

0» cathode 

~ ...... solutal bou ndary-Ia ~r 
B<ma n bo undaryl a~r 

bubble s la~ r 

existence of bubble bU10yancy and solutal buoyancy 
ex)'i:stenc',e of ml"ilc,ro:m'lii!Xli!Rg,.a,n"dl ima,cromlixing 
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Important Parameters 
Ekman number, Ek = v /ooH2 

Rossby number, Ros = f3~C 

Schmidt number, Sc = v/D 

Cylinder aspect ratio, Ar = H/R 

Centrifugal acceleration level, Ac= Roo2/g 

Centrifugal Rayleigh number, RasR = oo2R f3~CR3/vD 

Rayleigh number for mass transfer, RabR = Q2R4/vD(E/(1-E) 
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Data to be taken 

• Flow v,isualization 

bubble velocity, bubble size, bubble layer 
thic1kness 

• Mass transfer measurement 
I 

! 
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copper deposition rate (anode dissolution 
met1ho,d), void 'fr:act'ili:on 
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INDUSTRIAL PROCESSES INFLUENCED BY GRAVITY 

ABSTRACT 

Y. Kamotani, S. Ostrach, F.B. Weng, and J.P. Kizito 
Department of MechanicaLand Aerospace Engineering 

Case Western Reserve University 
Cleveland, Ohio 44016 

We have been investigating gravity-dependent transport phenomena in various industrial 
processes. The purpose of the study is to address a broader range of microgravity phenomena 
and to develop new applications of microgravity and normal gravity. Recently we have been 
investigating the following two subjects: rotating electrochemical systems and coating flow. 

We have investigated, experinlentally and theoretically, laminar mass transfer in rotating 
electrochemical cells [1]. As the rotating systems scale up for large battery applications, the mass 
transfer could become transient and turbulent. The Coriolis and gravity-gradient effects of 
rotating cells become increasingly inlportant. For that reason, turbulent mass transfer in a 
rotating shallow electrochemical cell is investigated experimentally with a larger test section than 
in our previous work. The detail of the test section is shown in Fig. 1. Six local miniprobes 
embedded in the cathode are used to measure the local mass transfer rate and to detect unsteady 
turbulent convection. The limiting current method with a cupric sulfate -sulfuric acid system is 
employed. It is found in most of the present tests that the current is not exactly steady near the 
linliting current, unlike in our earlier tests with smaller test sections. One typical case of local 
limiting current as a function of time is presented in Fig. 2. The fact that the limiting current 
density changes from steady to unsteady in a large diameter cell implies that there is a critical 
parameter that marks the onset of instability or turbulence in the rotating electrochemical cell. In 
the present electrochemical system, the ScRos number (Schmidt number times solutal Rossby 
number) is larger than unity, so that the total mass transfer is dominated by centrifugal 
convection. In that situation, the ratio of convection to diffusion is represented by the centrifugal 
Rayleigh number, RaR. The present data shows that a laminar-to-turbulent transition takes place 

when RaR is between 5xlO
ll 

and 10
12

. Some results from this work have been published in [2]. 
The work on coating flow is a combined experimental and numerical study of dip coating 

flow in a broad paranletric range. Emphasis is placed on the stability of a coating flow and 
identification of the critical parameters, which might lead to the onset of instability. The effect of 
capillary number and Reynolds number on coating flow is studied. A linear stability analysis of 
the basic rising film configuration is carried out. The character of waviness is recorded with the 
aid of digital photography and non-invasive capacitance probes. 

The results show that the final non-dimensional thickness in dip coating flow is a function of 
both capillary number and Reynolds number. At a high parametric range the coating thickness 
reaches an asymptotic limit and then there is a drop in thickness above a certain parametric 
value. This drop in thickness is attributed to the appearance of non-sinusoidal waves on the film 
surface. 

Linear stability analysis is performed on a basic rising film configuration. Figure 3 shows the 
neutral stability curve and the effect of the surface tension parameter on instability. It shows that 
there is no critical Reynolds number to characterize the onset of instability in a rising film: it is 
unstable to infinitesimal disturbances for any fmite Reynolds number. The main cause of 
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instability of a dip coating flow is a surface mode of instability having long wavelengths. Surface 
mode is attributed to the presence of a deformable free surface. A laser reflection method is used 
to detect instability at small Reynolds numbers. Figure 4 shows a comparison of a numerically 
computed wavelength having the maximum growth rate and the experimentally observed 
wavelength, which are in close qualitative agreement. It is suggested that the angled dip coating 
configuration, where the motion of substrate is at an angle with the horizontal, is 
hydrodynamically more stable than vertical dip coating. 

aluminum 
frame 

copper viton H=O.S4 cm 

R=15.2cm I 

Figure 1. Test cell 

Figure 3. Neutral sta!,_ility curve for vertical 
dip coating (y is surface tension parameter) 
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Figure 2. Local limiting current against time 

Figure 4. Photograph of wavy film 
(computed wavelengtb=1.66 cm) 
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Introduction 

Investigation of gravity -dependent transport phenomena 
in various industrial processes 

To address a broader range of microgravity phenomena and 
to develop new applications of microgravity and normal 
gravity 

Current subjects: 
Mass transfer in rotating electrochemical cells 
Coating flow instability 
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Conclusions 

Mass transfer in rotating shallow electrochemical cells 
is investigated experimentally. It is found that a 
laminar-to-turbulent transition takes place when RaR is 
between 5x1011 and 1012. 

Stability of a dip coating flow is investigated 
theor~tica~y and experimentally. The film flow is 
always un~table. The main cause of wavy film is a 
surface mode of instability having long wavelengths. 
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BUBBLE FORMATION ON A WALL IN CROSS-FLOWING LIQUID AND 
SURROUNDING FLUID MOTION, WITH AND WITHOUT HEATING 

Avijit Bhunial
, Yasuhiro Kamotani2 and Henry K. Nahra3 

1,2 Department of Mechanical & Aerospace Engineering, Case Western Reserve University, 
Cleveland, OH 44106, 2 Corresponding Author, e-mail: yxk@PC\.C\\Tl1.cdu 

3NASA-GRC Lewis Field, MS 500-102, Cleveland, OH 44135 

ABSTRACT 

Application of gas-liquid two-phase flow systems for space-based thermal management 
and for the REDS program demands a precise control of bubble size distribution in liquid. The 
necessity of bulk liquid motion for controlling bubble size and frequency in the space 
environment has been suggested by recent studies on pool [1], forced convection boiling [21 and 
bubble formation in flowing liquid [3, 4]. The present work, consisting of two parts, explores 
bubble generation at wall in a cross-flowing liquid, i.e., in a forced convection boiling 
configuration. A schematic is shown in figure 1. The first part looks into the bubble formation 
process under isothermal conditions in a reduced gravity environment, by injecting gas through a 
hole in the wall of a flowing liquid channel. In the latter part with channel wall heating, flow and 
temperature fields near a single bubble are studied under normal (I-g) and micro-gravity (~-g) 
conditions. 

The objective of the isothermal experiments is to experimentally investigate the effects of 
liquid cross-flow velocity, gas flow rate, and orifice diameter on bubble formation. Data were 
taken mainly under reduced gravity conditions but some data were taken in normal gravity for 
comparison. The reduced gravity experiment was conducted aboard the NASA DC-9 Reduced 
Gravity Aircraft. The results show that the process of bubble formation and detaclmlent depends 
on gravity, the orifice diameter (DN), the gas flow rate (Qg), and the liquid cross-flow velocity 
(UL). The reduced gravity data are shown in_figure 2. The data are analyzed based on a force 
balance, and two different detachment mechanisms are identified. When the gas momentum is 
large, the bubble detaches from the injection orifice as the gas momentum overcomes the 
attaching effects of liquid drag and inertia. The surface tension force is much reduced because a 
large part of the bubble pinning edge at the orifice is lost as the bubble axis is tilted by the liquid 
now. When the gas momentum is small, the force balance in the liquid flow direction is 
important, and the bubble detaches when the bubble axis inclination exceeds a cel1ain angle. 

With wall heating, liquid motion around an air bubble in cross-flowing 2cs silicone oil is 
experimentally investigated in I-g. A spectral element based steady 2D numerical model is also 
developed. The traces of particles from experimental flow visualization and the corresponding 
computed streanliines are shown in figure 3. At the upstream side of the bubble facing the cross
flow, thermocapillary and forced convection create liquid motion away from the wall, up along 
the surface. At the downstream side, a competing interaction between the two creates a 
recirculation cell, causing the bulk liquid to stagnate on the surface and separate thereafter. The 
important dimensionless parameters are - Surface tension and local cross-flow Reynolds 
numbers R:r(Urecalv) and Re\oc(ULalv), respectively based on reference thermo capillary 
UreRcrTtl.T/Il, tl.T=Twall-Tliquid) and local cross-flow velocity UL, Prandtl number Pr and Grashoff 
number Gr(pg~tl.Ta3/Ilv). Variation of the stagnation point with Rcr and Reloc is shown in figure 
4. Figures 3 and 4 show good agreement between experimental and numerical results in I-g. The 
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computational model is extended to IJ-g condition to investigate temperature and velocity on the 
bubble surface, stagnation and reattachment points of the recirculation cell and wall heat transfer. 
It is observed that wall heating significantly alters the flow field around the bubble and thus the 
forces acting on the bubble, which control its detachment. Thus a combination of heating and 
liquid cross-flow can be utilized to precisely control bubble formation in a IJ-g environment. 
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Figure 1: Schematic of bubble generation in 
Cross-flowing liquid. 
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Figure 2: Schematic of bubble generation in 
Cross-flowing liquid. 

REFERENCES 

16 

Figure 3: Streamlines for Re]oc=3.6, Rcr=194 
(a) Experiniental and (b) Computational. 
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ABSTRACT 

BUBBLE DYNAMICS ON A HEATED SURFACE _ ~. 'i~ -) ;1~·j-' 

M. Kassemi(I), N. Rashidnia(2), (1),(2) NCMR, NASA ORC, 
Cleveland OH 44135, Mohammad.Kassemi@grc.nasa.gov, 

Nasser.Rashidnia@grc.nasa.gov 

In this work, we study the time evolution of the them10capillary flow and temperature 
fields generated by a bubble on a heated surface below and above the critical Marangoni 
number for oscillatory convection. A combined numerical-experimental approach is 
adopted whereupon direct numerical simulations of the temperature and flow fields were 
used in conjunction with Wollaston Prism Interferometric measurements to capture the 
dynamic characteristics of the time-dependent convection. Index of refraction fringe 
distribution fields are constructed from the computed temperature fields using an inverse 
Abel transform. The numerically predicted fringe patterns are directly compared to 
Wollaston Prism interferograms for both steady state and oscillatory convection and the 
agreement is excellent in all cases. It is shown that below a critical Marangoni number, 
steady state conditions are attainable. However, with increasing Ma number, there is a 
complete transition from steady state up to a final non-periodic fluctuating flow regime 
through several complicated symmetric and asymmetric oscillatory modes. 

The most prevalent oscillatory mode corresponds to a symmetric up and down fluctuation 
of the temperature and flow fields associated with an axially travelling wave. This 
oscillatory mode is captured experimentally through a sequence of WP interferograms. 
Careful examination of the numerically generated temperature and flow fields, and the 
associated fringe patterns and comparison to experimental results, reveals that the origin 
of this class of convective instability is closely related to an intricate temporal coupling 
between large scale thermal structures within the flow field (in the fom1 of cold fingers) 
and the temperature sensitive free surface of the bubble. 

The temperature and velocity data from supercritical simulations were used to determine 
the critical Marangoni number for transition to the axially oscillatory them10capillary 
convection. In the oscillatory regime, time-dependent thermocapillary flow is 
characterized by temperature fluctuations on the surface of the bubble. For supercritical 
bifurcation, as is the case here, when the critical Ma number, is approached at a fixed 
bubble aspect ratio, Ar, from within the unsteady regime, the temperature fluctuation 
amplitude decreases becoming zero at the critical point. Thus a scheme to predict the 
critical Marangoni number is constructed by quadratic extrapolation of (Ma, amplitude) 
to zero amplitUde for fixed Ar. The critical Marangoni number for onset of the axially 
oscillatory thermocapil1ary convection is numerically determined using this extrapolation 
procedure to be around 8500 for a bubble aspect ratio of one. The accuracy of the 
extrapolated critical Ma number is validated by numerical simulations through spot 
checking (Ar, Ma) combinations near the estimated critical value. The numerically 
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predicted critical Ma number is in good agreement with our experimental measurements 
and with other published experimental results which report a value between 8000 and 
9000. 

Buoyancy force and Iuitur(i!convection play importarit roles in the development of the 
thermal structures in the flow and the initiation of oscillatory convection. Consequently, 
at low-g, not only the shape of the bubble, but also the time evolution of the temperature 
and flow fields generated by the bubble are very different from those observed on earth. 

Finally, the physical evolution of the azimuthalIy-driven transverse oscillatory modes 
observed experimentally could not be captured by the present 2-D analysis. Detailed 3-D 
simulations are required to investigate the origin and physical characteristics of the 
transverse oscillations more closely. 
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THE INVESTIGATION OF THE EFFECTS OF GRAVITY ON SINGLE 
BUBBLESONOLUNITNESCENCE 

Ben Dzikowicz, David B. Thiessen, Philip L. Marston, 
Washington State University, Department of Physics, Pullman, W A, 99163 

Abstract 
In single bubble sonoluminescence (SBSL), a bubble in water emits a flash of light 

following it's rapid collapse each cycle of oscillation of an ultrasonic field. Since widely varying 
length and time scales affect the bubble dynamics and optical emission processes, it is difficult to 
anticipate the importance of the effects of gravity present for observations on earth. 

Our bubble is driven in an acoustically resonating cavity at it's first harmonic mode. The 
acoustical radiation pressure (B jerknes force) will then keep it suspended in the center near the 
pressure antinode. When driven in aregron where the diffusive processes balance the bubble it acts 
in a nonlinear but regular way [I], emitting a short (approx. 150ns) each acoustic cycle. 

Balancil1g the Bjerknes force \vltll-buoyancy, as in [21, we can see that the bubble should be 
displaced from the velocity node approximately 20l1m at nomlal gravity. Therefore, water flows past 
the bubble at the time of collapse. Gravitation also chaligeiHleambient pressure at the bubble's 
location, as L1P = pdg this gives a change of approximately -0.5% in our experiment when going 
from I.8g to Og. Studies of ambieiit pressure changes were alSo done in order to assess these 
~_ff~cts. - -=--- - --: --~- -_~~--

Inside a pressure sealed chamber a spherical glass cell is filled with distilled water which 
has been degassed to 120nuuHg. A bubble is then trapped in the center and driven by a 
piezoelectric transducer at 32.2kHz attached to the side of the cell. An optical system is then set up 
to take strobbed video images along and light emission data sLffillltaneously. Temperature, pressure, 
drive voltage, and listener voltage are also monitored. 

Figure I. shows the change in light output with the change in acceleration on the KC- 135 
aircraft. Figure 2. shows the bubble radii for the same set of data. Note that each 'spike' in the 
radius plot represents the growth and collapse of many cycles over a one second period. From these 
graphs we can see that the light output and the maximum bubble radius both increase as the gravity 
decreases. 
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The radii of the bubbles for both experiment s are fit using the Rayleigh-Plesset equation 
and the acoustic drive amplitude and the ambient bubble radius are found. There is little change in 
the acoustic drive amplitude as we expect, since we are not varying the drive voltage. However. the 
ambient bubble radius goes up considerably. These changes (increased light output, increased 
maximum bubble radius, and increased ambient bubble radius) are also observed when the ambient 
pressure is varied in the laboratory by an amount similar to that due to gravitation. The changes in 
the ambient bubble radius and light output with a change in ambient pressure are predicted by the 
"dissociation hypothesis "[3] and have been observed by other groups in the laboratory[ 4]. It 
seems clear that buoyancy's effect on light output and bubble radius, are at best on the same order 
as the effects of ambient pressure. 

[1]Holt, R.G., Gaitan, D.P., Observation of Stability Boundaries in the Parameter Space of Single 
Bubble Sonoluminescence, Phys. Rev. Lett., vol 77, 3791-3794, 1996 

[2]Matula, TJ., Cordry, S.M., Roy, R.A., Crum, L.A., Bjerknes force and Bubble Levitation Under 
Single-Bubble Sonoluminescence Conditions, J. Acoust. Soc. Am., vol 102, 1522-1525, 1997 

r31Kondic, L., Yuan, c., Chan, c.K., Ambient Pressure and Single-Bubble Sonoluminescence, 
Phys. Rev. E, vol 57, R32-R35, 1998 

[4]Dan, M., Cheeke, 1. D. N., Kondic, L., Ambient Pressure Effect on Single Bubble 
Sonoluminescence, Phys. Rev. Lett., vol 83, 1870-1873, 1999 
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The Investigation of the Effects of Grayity on Single 
Bubble Sonoluminescen~t:t 

Ben Dzikowicz, David B. Thiessen, Philip Marston, Washington State University, Department 
of Physics, Pullman, WA, 99164 

Abstract 
In single bubble sonoluminescence (SBSL), a bubble in water emits a flash of light following its 

rapid collapse each cycle of oscillation of an ultrasonic field. Since widely varying length and time scales 
affect the bubble dynamics and optical emission processes, it is difficult to anticipate the importance of 
the effects of gravity present for observations on earth. 

Our bubble is driven in a spherical cavity at its fundamental mode. The acoustical radiation 
pressure (Bjerknes force) will then keep it suspended close to the center near the pressure antinode. 
When driven in a region where the diffusive processes balance the bubble it acts in a nonlinear but 
regular way (1], emitting a short (approx. 200ps) burst of light each acoustic cycle. 

Balancing the Bjerknes force with buoyancy, as In [2], we can see that the bubble should be 
displaced from the velocity node approximately 201-1m at normal gravity. Therefore, water flows past the 
bubble at the time of collapse. Changes in gravity also chaifge the ambient pressure at the bubble's 
location, as ~P = pgh, where h is the depth of the bubble. This gives a change of approximately -0.5% f1 
our experiment when going from 1.8g to Og. Studies of ambient pressure changes wer-earso done in 
order to assess these effects. 

Inside a pressure sealed chamber a spherical glass cell is filled with distilled water that has been 
degassed to 120mmHg. A bubble is then trapped in the center and drfven~by a piei9.~I~ctrrG trao§@ger 
at 32.2kHz attached to the side of the cell. An optical system is then setup to-take str6heifvldeofmages 
and light emission data simultaneously. Temperature, pressure, drive voltage, and listener voltage are 
a'so monitored. 

Figure 2 (two rows down on the left) shows the change in light output with the change in 
acceleration on the KC-135 aircraft. Figure 3 (below Fig 2) shows the bubble radii for the same set of 
data. Note that each 'spike' in the radius plot represents the growth and collapse of many cycles over a 
one-second period. From these graphs we can see that the light output aOO the maximum bubble radiUS 
both increase as the gravity decreases. 

The radii of the bubbles for both experiments are fit using the Rayleigh-Plesset equation and the 
acoustic drive amplitude and the ambient bubble radius are found. There is little change in the_~coustlc 
drive amplitude as we expect, since we are not varying the drive voltage. However,tn~ambiEmt bJJbbfe 
radius goes up considerably. These changes (increased light output, increased maximum bubble radius, 
and increased ambient bubble radius) are also observed when the ambient pr~sslJ[E;lisvarTecrm1l1e 
laboratory by an amount similar to that due to effective changes in ~the acceleration. The changes inthe 
ambient bubble radius and light output with a change in ambient pressure are -piediCted by the 
"dissociation hypothesis"[3] and have been observed by other groups in the laboratory [4]. It seems 
clear that buoyancy's effect on light output and bubble radius are at best on the same order as the 
effects of ambient pressure. 

Work funded by NASA NAG3-2114 

[1]Holt, R.G., Gaitan, O.F., Observation of Stability Boundaries in the Parameter Space of Single Bubble 
Sonoluminescence, Phys. Rev. Lett., vol 77,3791-3794, 1996 
[2]Matula, T.J., Cordry, S.M., Roy, R.A. Crum, L.A., Bjerknes force and Bubble Levitation Under Single

Bubble Sonoluminescence Conditions, J. Acoust. Soc. Am., vol 102, 1522-1525, 1997 
[3] Kondic, L., Yuan, C., Chan, C.K., Ambient Pressure and Single-Bubble Sonoluminescence, Phys. Rev. 
E, vol 57, R32-R35, 1998 
[4]Dan, M., Cheeke, J. D. N., Kondie, l., Ambient Pressure Effect on Single Bubble Sonoluminescence, 
Phys. Rev. Lett., vol 83, 1870-1873. 1999 
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Video Investigation of the Effects of Gravity on Single-Bubble 
Sonolumlnescence 

e~n Dzjkowjg, David B. Thiessen, Philip l. Marston 
Washington State University 

Physics Department 
Pullman, WA 99164 

dzikowic@wsunix.wsu.edu 

In single bubble sonoluminescence (SBSL), a bubble in water emits a flash of light following its 
rapid collapse each cycle of oscillation of an ultrasonic field. Since widely varying length and time 
scales affect the bubble dynamics and optical emission processes, it is difficult to anticipate the 
importance of the effects of gravity present for observations on earth. In normal gravity, 
buoyancy displaces the bubble from the velocity node of the sound field so that water Is flowing 
past the bubble at the time of collapse. Other gravitational effects include the variation in ambient 
pressure. Our measurements of SBSL light emission for a spherical resonator in NASA's KC-135 
aircraft confirm that emission is not automatically quenched in the reduced and enhanced effective 
gravity conditions created during parabolic flight trajectories. We also measured the bubble radius 
as a function of time in the reduced gravity environment using strobed video. These 
measurements were fit to the Rayleigh-Plesset equation to infer the size and pressure conditions 
of spherical bubble oscillations. These were found to be similar to those reported by other groups 
for measurements in normal gravity. There are also indications that changes in the effective 
gravity are accompanied by small changes in the maximum bubble radius as well as by more 
easily observed changes in the light emission. Work supported by NASA. 

Introduction 

An air bubble in water will naturally rise due to the effects of buoyancy. We can prevent this from 
happening bV placing the bubble in an acoustically resonating cavity driven at its first harmonic 
mode. The BJerknes force will then keep it suspended in the canter near the pressure antinode. 
The sinusoidally changing pressure will then drive the bubble to react as described by the 
Rayleigh-Plesset equation 1

: 

. 3· 2 1 41JR 20" R d 
RR+-R = -(P (R)- Po - ~(O,t))----+--(P, -~) 

2 P g pR pR pc dt ~ 
Where p. is the acoustical pressure, Pg is the pressure of the gas in the liquid and Po is the 
ambient pressure. At low pressure amplitudes the bubble simply reacts sinusoidally. At higher 
amplitudes the concentration of the gas In thew_ate! becomes important (related to P~). When P

II 
is 

too small the bubble will eventually dissolve il1Jhe water, when P 9 is too big then the bubble will 
grow too large and the buoyancy will take over. However, there is a large region where the 
neither of these two thtngs occurs and the bubble acts in a nonlinear but regular way. 

In this region the bubble will slowly grow to a large size (50 to 200jlm) and then collapse 
violently, only to rebound a few times and then repeat the process. In a resonant cell of about 
4cm radius this occurs at a rate of about 34kHz. This is much slower tbaoJll€LmQnopole 
resonance of the bubble itself. At the collapse a short burst of broad spectrum, UV and visible 
light appears. This burst lasts a very short time, around 150pS3. Light output due to cavitation is 
only beginning to be understood. 

Gravitational Issues 

For some time the symmetry of the collapse and its contribution to the light output has been 
debated. The bubble is not exactly at the velocity node 4

, as the buoyant force is acting on the 
bubble as well as the Bjerknes force to push the bubble away from the node. Therefore there is 
fluid motion around the bubble which may cause it to react to the pressure change in a non
symmetrIcal way. It is difficult to directly observe the collapse of a bubble since it happens so 
fast and is so small at its final collapse (-1jlm). We cannot then tell if the bubble is still spherical 
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when it emits light. We can, however, remove gravity and observe changes in the bubble's light 
output, ma><imum bubble size, and bubble position to try and understand the effects of 
buoyancy. 

There is a problem however. removing gravity does not only change the buoyancy of the 
bubble, but it also changes the hydrostatic pressure around the bubble. This pressure change 
appears as a change in ambient pressure, Po, in the Rayleigh-Plesset equation. There is a 
pressure drop of about 4mmHg for a change of 1.8g to Og (a typical transition on NASA's KC·135 
aircraft). Other ground based work indicates that with constant driving pressure a decrease in 
ambient pressure should be accompanied by an Increase In light output and maximum bubble 
radiuss. Increased maximum bubble radius typically accompanies increased light output when 
various parameters are altered, and is therefore a good indication that nothing unexpected is ~olng 
on. With larger size comes more vIolent collapse and hence brighter light, but without larger sIze 
brighter light would indicate another mechanism is affecting the fight output. 

Not only is the ambient pressure at the bubble's location affected, but when gravity is present, 
there is a pressure gradient from the top of the cavity to the bottom. At reduced gravity this 
gradient is gone and the whole cavi1y is at atmospheric pressure. This may alter the acoustic field 
in a manner that would affect light output. 

Experimental Set Up 

We uSEfa~4cm radius spherical grass cell with necks at the top and bottom. Then distilled water/ 
which has been degassed to a pressure of about 120mmHg, IS drawn into the top neck of the 
flask. The entire water system is continuous and sealed so the gas concentration remains 
constant during filling. Epoxied to one side of the flask is a doughnut shaped piezoelectric 
1ransducer 10 drive the cell, and on the other is a smaller transducer that we monitor In order to tune 
the system. The system is driven using a function generator into an audio amplifie.r then into a 
step-up matching transformer. This allows us to get the 100 to 300V signal wEJuse to drive the 
cell. The frequency of our system is about 34.2kHz, this varies day to day with temperature and 
other environmental factors. Once the cell is in the correct mode a 'MagUte' flashlight bUlb. which 
extends through the bottom neck of the flask, is used to create a bubble. By sending a short 
burst of current through the filament the water is quickly boiled and a bubbte rises quickly to the. 
center of the cell. We can then adjust the drive amplitude to give us good light output. 

The entire cell is enclosed in a pressure tight chamber in order to block cabin pressure changes 
that occur on the KC-135 due to dramatic altitude changes. There are quartz windows on each. . 
side of the chamber. Into one goes a CCO camera to take strobed video of the bubble, and into 
the other goes a Photomultiplier Tube (PMD for the measurement of the bubble's light output. . 
Since the camera needs be strongly backlit to get good images and the PMT must measure the 
very small light output of the bubble simultaneously, a system was developed to keep these 
separate using separate wavelengths for each measurement. A mirror which passes UV and 
visible but reflects IR is placed at a 450 angle and the PMT is placed behind it. In addition a 
colored glass filter is placed on the PMT to keep stray IR light out. An IR laser diode pointing into 
the mirror is then able to provide the backlighting necessary for the CCD. This diode is then set to 
deliver a 1 OOns pulse, 1 Hz slower than the drive frequency. Then we are able to observe 30J.l.s 
bubble collapses over a period of one second. This setup IS unique and allows us to obtain both 
fight output and bubblesirriultaneously [Figure 1.]. 

This whole apparatus is then strapped to the floor of NASA's low-gravity KC-135 aireraN which 
flies in a parabolic trajectory giving cycles conSisting of about 20 seconds of Og and 45s of 1.8g. 
During the flight we monitor many parameters, besides the light output and the video data, we 
also record pressure and tempera1ure within the chamber, drive transducer voltage, listener 
transducer voltage and acceleration. These are recorded at a rate of 20Hz using LabView 
software. 

In order to simulate a change In pressure due to the varying gravity lab experiments were also 
done. The sealed chamber was attached to a small volume of low pressure, this was then used 
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to draw the ambient pressure around the bubble down 5mmHg from atmospheric. Then the 
pressure was released simulating the change in pressure due to gravity. This data was analyzed 
in the same manner as the flight data. . 

Data Analysis 

The 20Hz parameter data is averaged using a sliding average over 0.5 seconds. The video data 
Is less straightforward, since the optical system used limits the contrast of the images. First the 
frames are deinterlaced, and then background subtraction is done. After that a FFT filter is applied 
to reduce high frequency noise. An edge finding program Is used to extract the radius and location 
of the bubble. Events such as turning on and off the PMT and the backlighting simultaneously are 
then used to line up the two data sets. 

Results and Conclusions 

Note: Accompanying graphs of radii show peaks not smooth lines. This is due to time scale 
differences, each peak is actually an acoustic cycle showing the growth and collapse of the 
sonoluminescing bubble. At this scale these appear as spikes. 

Preliminary analysis shows, as confirmed elsewhere6
, that the IiQht output increases as the 

gravity is reduced [Figure 2.]. We have also shown that the maximum bubble radius increases 
along with the light output [Figure 3.}. The bubble also moves, but not in a vertical direction as we 
would expect by just removing the buoyancy. It moves instead in a diagonal direction. For further 
insight into these results we can look to the ambient pressure tests done In the laboratory. 

The tests done in the lab to mimic the pressure changes due to gravity show very similar results. 
Ught output increases and maximum bubble radius increases [Figures 4 and 5.]. This suggests 
that the increase in Ii~ht output is due, at least in part, by the change in hydrostatic pressure. As 
for the bubble's location, it also moves in a similar diagonal way as the bubble in the flight. This is 
more difficult to interpret, but it suggests that the sound field In the cell is changing in manner not 
anticipated as the pressure changes. In attempting to predict results the assumption is made that 
the geometry of the acoustic field is symmetrical and static. This may not be the case, as the 
changes in pressure and gravity may be altering the field near the conter of the flask. 

In conclusion, any changes in the light output due to buoyancy will not be easy to detect. 
Changes in the ambient pressure and the acoustic field make buoyant effects and the symmetry 
of the collapse difficult to measure. Running the experiment at a lower frequency (I.e. a larger cell) 
would produce bubbles with higher volume and hence greater buoyancy. This upscaling may 
allow the observation of buoyant effects. However, the bubble's response to ambient pressure 
may prove at least as Interesting as the changes in buoyancy. 
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Figures 

Rgure 1. Top View of Microgravity Sonoluminescence Experiment Showing PMT, Laser Diode, 
and Piezoelectric Devices. 

Figure 2. Gravity and Light Output 

Figure 3. Gra\fityand Bubble Radius 

Figure 4. Pressure and Light Output 

Figure 5. Pressure and Bubble Radius 
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Rayleigh - Plesset equation fit to radius data at low g, showing 
increasedRO .. 
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This series of images is taken from the video data at reduced gravity. 
Each frame represents about 2 microseconds of time. It is actually 
strobed data taken with a standard video camera; therefore each 
image is actually thousands of images averaged together. 

The frames are deinterlaced and a blank frame is chosen as a 
background image and subtracted from the remainder of the frames . 
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Approximate changes 

-

flight lab data 
data 

Ambient ~Po/Po -0.45% -0.70% 
Pressure -

Light Output ~III 5% 15% 
.. •.. _.-

Maximum Bubble ~Rmax/Rmax 5% 5% 
Radius .. --.~--- - . 

Ambient Bubble ~Ro/Ro 25% 27% 
Radius 

< , ,-, 

fl ig ht data -
Data taken on the KC-135 from two cycles 

20s apart the first at 1.8g and the second at Og. 

lab data-
Data taken in the labJrom two cycles 10s 

apart, the first at atmospheric pressure and the 
second .007 bar below that. 

N ASAICP-2000· 2104 70 1545 



Conclusions 

- Lig ht output is not quenched with reduced 
gravity. 

- Light output increases with reduced gravity_ 

- Maximum bubble radius increases with reduced 
gravity. 

-

- Ro increases with reduced gravity 

- Diffusion models and lab experiments suggest 
that much of the light and radius increases may 
be due in part to hydrostatic changes. 

- Asymmetries in the acoustic field make buoyant 
effects d ifficu It to detect. 
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Optical manipulation of bubbles in water using solid-state 
laser technology 

P. S. Jian 

W. E. T orruellas * 
D. B. Thiessen 

Philip L. Marston 

Department of Physics 
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Laser Crystal: 

Neodymium doped Yttrium-Vanadate (Nd:YV04) 

Wavelength = 1064 nm 

Pumped with water cooled CW diode lasers 

Second Harmonic Crystal: 

Lithium-TriBorate (LBO) 

Second Harmonic Wavelength = 532 nm 

CW Power Output: 5.5 W 

Laser and second-harmonic generation model in: 

"Generation of doughnut-like patterns in intracavity-second
harmonic-generation ll submitted to JOSA B. 

R. Iliew, P. Jian, Y. Frignac, W. Torruellas, F. Lederer 

Support for laser development: NSF, WSU, NASA 
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ATOMIZATION PROCESSES IN FLUID-FLUID FLOWS: PREDICTION 
OF THE FREQUENCY OF THE PRECURSOR SOLITARY WA YES 

M. J. McCready, B. D. Woods, D. T. Lei~hton 
Department of Chemical Engineering, University of Notre 

Dame, Notre Dame, IN, 46556,USA, 
mccready.1 @nd.edu 

ABSTRACT 

Atomization is an important issue for both process scale fluid-fluid flows on earth and possible 
energy exchange devIces in microgravity. Currently the fraction of entrained liquid in process 
flows (e.g., annular gas-liquid flow) is predicted with correlations [1] b<!s~d on dimensional 
analysis and tuned wIth data over limited ranges of parameters. These correlations, while the 
best available, are generally inaccurate and unreliable as theyare pot based on_ the fundam.entflI 
mechanisms. Improvements will require better understanding of atomization, that occurs from 
the crests of the largest waves and deposition which depends on the turbulent structure and tHe -
droplet concentration of the dispersed flow within the center of the pipe. A further crucial issue 
is prediction of the frequency of solitary waves, that strongly affects the atomization rate and for 
which there are no current theories. 

Our work on this topic is intended to examine all aspects of the atomization pr9.~~s .. Linear and 
nonlinear theory is applied to the two-layer base film with the intention of predicting WAve 
formation. Evolution equations are applied to the finite amplitude waves to determine if they 
will grow to large amplitude. Experiments are used to verify the wave fom1ation mechanism and 
to verify the scaling with system parameters. The mechanism of atomization is directly 
examined experimentally in our matched-density, two-fluid rotating Couette experiment. 

This poster will reporton-cnir theoretical and experimental efforts characterize the frequency of 
the waves from which atomization occurs. The first issue in any wave formation problem is 
prediction of the linear stability of the gas-liquid basestate. We have used a separated flow 
model, that uses measurements of turbulent flow over wavy surfaces to predict the pressure and 
shear stress boundary conditions. The liquid phase is computed from the Orr-Sommerfeld 
equation. We have also used a k-£ turbulence model and solved the Orr-Sommerfeld equations 
for both phases. For both cases we present general scaling relations for the growth rates and 
fastest growing wavelengths. This mfom1atlOn is used with measurements of solitary wave 
frequency to develop a predictive procedure for the frequency of solitary waves. ,!S a function of 
shear and fluid propertIes. It is found that the turbulence stability models give growth rates 
much higher (e.g., factors of5 or more) than would be predicted by any laminar theory at similar 
interfacial shear. Wavelengths of the fastest growing waves also differ from laminar predictions. 
A correlation for solitary wave freg,uency that relies on the liquid substrate thickness and the 
balance between dispersion and nonlInear sharpening of a solitary wave is compared to a method 
that uses only linear stability predictions. 

REFERENCES 

[I] Schadel, S. A., G. W. Leman, J. L. Binder and T. J. Hanratty, ''Rates of atomization and 
deposition in vertical annular", Int. J Mull. Flow, 16,363-374 (I 990). 
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RECENT DEVELOP:MENT IN THE STUDIES OF ANNULAR TWO

PHASE FLOW AT MICROGRA VITY 

Kamiel S. Rezkallah and Pieter deJong, Microgravity Research Group, University of 

Saskatchewan, Saskatoon, S7N-5A9 CANADA 

ABSTRACT 
Two-phase flows regularly occur in heat transfer systems operating in both terrestrial and 
space environments. Of particular interest is the annular flow regime which commonly 
occurs in power plants, heat transfer equipment and chemical processes. In such a flow, 
the heat transfer rates and the pressure drop are strongly influenced by the film structure. 
The film structure itself is very much dependent on the gravitational acceleration and the 
liquid and gas/vapor properties and mass fluxes. 

An experimental study of the film structure in annular two-phase flow was carried out at 
reduced gravity conditions made available onboard NASA's zero gravity aircraft. Film 
thickness and pressure drop measurements were taken under conditions of minimum 
gravitational pull on the film, and over a wide range of liquid and gas mass flow rates. 

DATA SOURCE 
Data was collected in a 9.525 mm inside diameter test section. Gauge and absolute 
pressure measurements were taken] 8.8 cm ( -200) downstream of the mixer. This was 
followed by a pair of viewing sections and a capacitance type void fraction sensor. The 
film thickness sensor has dual probes 30 mm (-3D) apart, located 1.05 m (-11 OD) 
downstream of the mixer. The two-phase flow temperature and gauge pressure at the 
outlet of the test section are taken 1.24 m (-1300) downstream the mixer, which extends 
the differential pressure measurement over 1.052 m (-1100). 

Data was collected at liquid mass fluxes ranging from 55 to 318 kg/m2s, and gas mass 
fluxes ranging from 2.3 to 25 kg/m2s. The original data included only the film thickness 
time traces. Further analysis of the film thickness time traces show variations in terms of 
the average wave height, the substrate thickness, the average film thickness, the wave 
frequency, and the wave velocity. 

SAMPLE RESULTS 

A sample of the film thickness time trace collected in microgravity is given in Figure 1 a. 
A corresponding earth gravity in vertical upwards flow sequence is shown in figure 2a. 
Video images of the flow pattem associated with the film thickness traces are shown in 
Figures lc and 2c, respectively. The probability distribution functions of the film 
thickness traces at Il-g and l-g are shown in figure] b & 2b, respectively. 
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Figure 1: Sample results at microgravity: (a) Film thickness time trace; (b) Probability 
Density Function; and (c) sample image. 
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Figure 2: Sample results at earth gravity: ea) Film thickness time trace; (b) Probability 
Density Function; and (c) sample image. 

The average film thickness is a time average value that is calculated over the length of the 
measurement window (0.2 to 0.7 nml seems typical). 

REFERENCES 
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FLUID/SOLID BOUNDARY CONDITIONS 
., .t 

IN NON-ISOTHERMAL SYSTEMS 

fI: Daniel E. Rosner r Prof. ChE/ME Yale University, ChE Dept. 
Collaborators: A. V. Fllippoy, M. Zurlta-Gotor 

The '.!hermsl creep' bound,rv condiUol! relates the fluid 'slip' velocity to 

the mnsjeiitill fluid temperature gradient one infp from a solid wall. 

'Creep.drlven' flows are responsible for particle 'phoresis', as well as 

circulatory flows In crystal growth ampoule., even in zero-fll 

If one defines: etc!! Vx,ttuid/{ v [(11T)(dT I dx)) and Kno e 1/0' 

then we can state our GOALS: 

• How does ete depend on <lmom, kT/E, '·lgrad(lnT~ Kna? 
--~ 

• Implications of dense-vapor kinetic theory for ordinary 
particles, "nano-p8rtTcleS~and 'heavy-m-oreculir
'solutes'?(Enskog-Boltzmann for hard spheres (HS)) 

• Dependence of suspended particle phoresis on 
morphology, orientation and thermal conductivity? 

• Combined effects of thennophoresis and Marangonl 
convection for small liquid drops; eg, In 'spray' flames, ••. 

• Implications for future microgravity eX~JjmeJlts 
(inferences--of etc via photopnoretic 'space-race'), and for 
ground-based nano-materials processing (ThFFF ,u.)7 
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FLUID/SOLID BOUNDARY CONDIIIONS 
IN NON·ISOTHERMAL SYSTEMS (cont) 

Computational Techniques: 

• Quasi-Me· free-molecule simulations 
• Direct-Simulation Monte-Carlo (DSMC) 

-. Truncated multi-pole expansion method* 
(aggregates) in near-continuum limit 

• Higher-order Enskog dense hard sphere 
vapor kinetic theory 

Recent results collected below for: 

• fractal aggregates in gases at both Kn 
extremes; effects of Of, pre-factor and 
thermal conductivity ratio 

• straight chains of spherules in the fm limit; 
orientation effects (drag, thermophoresis) 

• dense vapor kinetic theory for and isolated 
nano-sphere or 'heavy' molecule (PAH?) 

'II see: FiliPPov, A.V., Zurita M" and Rosner, D.E.(2000), "Fractal-like 
Aggregates: Relation Between Geometry and Physical Properties" I 
(J. Colloid Interface Sci.; in press 2000 ) 
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FLUID DYNAMICS OF BUBBLY LIQUIDS 

D. L. Koch, Y. Tsang, R. Zenit 
School of Chemical Engineering, Cornell University 

Ithaca, NY 14853 
A. Sangani 

Department of Chemical Engineering, Syracuse University 
Syracuse, NY 13244 

Experiments have been perfornled to elucidate the average flow properties of bubbly liquids. The 
experiments examine a particular class of inertially dominated multiphase flows that are particularly 
amenable to theoretical analysis. High-Reynolds-number, low-Weber-number bubbles produce a 
fluid velocity disturbance that may be approximated as a potential flow and extensive theoretical and 
nuniericaIsimulation work has been perf()rmed hased on this approximation. We studied the behavior 
of monodisperse suspensions of bubbles with diameter of about 1.4 mm rising in water in vertical and 
inclined channels. Measurements of the liquid phase velocity fluctuations were obtained with a hot 
wire anemometer. 

0 

The shear stress at the wall was measured ush"lg a hot film-probifluslinlounted 011 

the wall. The gas volume fraction, bubble velocity, and bubble velocity fluctuations were measured 
using a dual inlpedance probe. Digital image analysis was penornled to quantify the small 
polydispersity of the bubbles as well as the bubble shape. 

A rapid decrease in the average bubble velocity in vertical channels with bubble concentration in 
very dilute suspensions is attributed to the effects of bubble-wall collisions. The more gradual 
subsequent hindering of bubble motion is in qualitative agreement with the predictions of 
Spelt and Sangani (1998) for the effects of potential-flow bubble-bubble interactions on the mean 
velocity. The ratio of the bubble velocity variance to the square of the mean is 0(0. I). For 
these conditions Spelt and Sangani predict that the homogeneous suspension will be unstable and 
clustering into horizontal rafts will take place. Evidence for bubble clustering is obtained by 
image analysis of video inlages. The fluid velocity variance is larger than would be expected for a 
homogeneous suspension and the fluid velocity frequency spectrum indicates the presence of 
velocity fluctuations that are slow compared with the time for the passage of an individual bubble. 
TIlese observations provide further evidence for bubble clustering. 

Illclination of the chmmel at angles of 2 to 10 degrees to gravity, produces a variation in bubble 
volume fraction across the channel. TIle resulting buoymlcy variation drives a shear flow in the 
-chmlnel and provides a convenient memlS of observing the effects of weak shear on a bubbly liquid. 
The tendency of buoymlcy driven motion to cause the bubbles to accumulate on the upper wall is 
balmlced by lift forces mId by m} effective hydrodynmnic diffusion of bubbles, leading to a modest 
bubble volume fraction variation across the gap. The magnitude of the shear flow produced by the 
bubbles cm} be interpreted in teTIllS of a balance between buoyancy forces and ml effective viscous 
stress. The effective viscosity is more thml 100 times larger thml the viscosity of the suspending 
water. TIle effective viscosity is large because it arises from Reynolds stresses in the liquid which are 
much larger than the stress due to fluid viscosity at high Reynolds numbers. TIle Reynolds stress is 
further enhanced by the presence of bubble clusters. 
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SONOLUMINESCENCE IN SPACE: THE CRITICAL ROLE OF 
BUOYANCY IN STABILITY AND EMISSION MECHANISMS 

R. Glynn Holt (rgholt@bu.edu) and Ronald A. Roy (ronroy@bu.edu), Boston University, Dept. 
of Aerospace and Mechanical Engineering, 110 Cummington St, Boston, MA 02215 

INTRODUCTION AND MOTIVATION 

Sonoluminescence is the term used to describe the emission of light from a violently collaps
ing bubble. Sonoluminescence ("light from sound") is the result of extremely nonlinear pulsa
tions of gas/vapor bubbles in liquids when subject to sufficiently high amplitude acoustic pres
sures. In a single collapse, a bubble's volume can be compressed more than a thousand-fold in 
the span of less than a microsecond. Even the simplest consideration of the themlodynamics 
yields pressures on the order of 10,000 ATM. and temperatures of at least 10,000K. On the face 
of things, it is not surprising that light should be emitted from such an extreme process. Since 
1990 (the year that Gaitan discovered light from a single bubble) there has been a tremendous 
amount of experimental and theoretical research in stable, single-bubble sonoluminescence 
(SBSL). 

Yet there remain at least four unexplained phenomena associated with SBSL in 1 g: 
• the light emission mechanism itself, 
• the existence of anisotropies in the emitted light, 
• the disappearance of the bubble at some critical acoustic pressure, and 
• the appearance of quasiperiodic alld chaotic oscillations in the flash timing. 

Gravity, in the context of the buoyant force, is implicated in all four of these. 

We are developing microgravity experiments probing the effect of gravity on single bubble 
sonoluminescence. By determining the stability boundaries experimentally in microgravity, and 
measuring not only light emission but mechanical bubble response, we will be able to directly 
test the predictions of existing theories. By exploiting the microgravity environment we will 
gain new knowledge impossible to obtain in earth-based labs which will enable explanations for 
the above mysteries. We will also be in a position to make new discoveries about bubbles which 
emit light. 

OBJECTIVES 

The objectives of the planned investigation are: 

(1) To develop an experimental apparatus to perfoml controlled experiments aboard para
bolic flight aircraft to attempt to quantify the effect of gravity on SBSL. Measurements of the 
light emission and especially the mechanical oscillations of bubbles in 1 g, mg, and 2g will be 
perfomled. We will investigate the possibility ofJ.lg experimentation. 

(2) To model the hydrodynamic effects of acceleration on bubble dynamics and SBSL in re
alistic acoustic resonators. The primary Bjerknes force, buoyancy, drag, mass diffusion, shape 
stability and (empirically) light emission will be accounted for in the model. 

(3) To measure (as a function of acceleration during parabolic flight) a bubble's position, 
equilibrium radius, maximum radius, oscillatory radius, and spatially and temporally resolved 
light emission. This will be done for a range of dissolved gas concentrations in order to compare 
with predictions of our hydrodynamic model. 

(4) To measure (as a function of acceleration during parabolic flight) the precise values of 
acoustic pressure and equilibrium radius that leads to the extinction of a light-emitting bubble, a 
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phenomenon which occurs at a well defined critical acoustic pressure in Ig experiments. This 
will test theories which postulate either a nonlinear levitation instability, or a Rayleigh-Taylor 
instability mechanism for the bubble disappearance. 

(5) To test the prediction that chaotic and quasiperiodic timing of the flashes observed in I g 
are due to buoyancy-related effects, which could either be induced shape oscillations or a global 
levitator instability due to time-varying detuning of the levitation cell resonance resulting from 
the nonlinear bubble oscillations. 

RESULTS 
a(g) : 1 ........ ___ ·_···_····_···_··· .... ·:·_···_-··_···_· .. _···· ... ···_ .. _."'-.......... ---. 

25 45 65 85 105 

200 
........................ _u ••••••••••••• 

We have completed 1 KC-135 flight campaign in 
August, 1999 utilizing a cubic test chamber 
operating at 14 kHz. We attempted to test the 
prediction of our model [1] that hydrodynamics 
alone dictate a 5- 35 % change in SBSL intensity, 
(depending app.roximately linear!?: on the dissol~ed 
gas concentTatlOn) for the 10- g to 1.8g swmg 
typical of a K-135 parabolic maneuver. The driving 
mechanism for this effect is the small change in 
head pressure experienced by the bubble when the 
acceleration changes. Figure I shows the measured 
bubble dynamics during a single parabola for the 
August flights. The main result is that for nearly 
Og, the bubble grows and emits more light, while at 
2g the bubble shrinks and emits less light. The 
results are in rough agreement with our model. 

400 I 
Z(flmb I.:: •• -.:.:._ • ....; .•• :.-___ --_.-' ••• ;;.:; ••• ::.:; ••• .:.:..-.::.:; •.• ~ ••••• 

25 45 65 85 105 

~~)~~ \ .................. : ........ " .... :.:.: .............. :: .... : .... :, ... : .. :. 

25 45 65 85 105 

::,"': IN',':" ...... ,.m' .. 
25 45 lime (se~nd.<) 85 105 

Figure 1. Measured bubble dynamics during KC-135 
parabolic maneuver. 

MICROGRA VITY RELEVANCE 

SBSL bubbles experience a time-varying buoy
ancy (quantified by the oscillatory volume ratio 3601 

V max.N 0, see Fig. 2) which reaches maximal excur
sions precisely where sonoluminescence is ob
served. This results in a strong nonlinear coupling 140 

between volume and translatory motions. Remov- Y..,.., 
ing the acceleration of gravity from the system will Vo 

12(11 

eliminate buoyancy-driven translatory oscillations of 
the bubble. This would be a decisive test of light 
emission mechanisms, and will also shed light on 
the chemical reaction theory of mass flux for vol
ume stability as well as the resonance-controlled 
shape oscillation instability. Thus, a microgravity 

• 
D 

10 

s"n"~:::::eT~' [:::::@:t;~::::i:l~ 
15',~ salW1llion. no 

ligh1 emission 

l~~;' saturalion, 
JigbaemissiCffi 

.. / 
1.1 12 

• 
• • 

• 

Pa(h:r) 

I' 14 

13 1.4 1.5 

environment will change the geography of the pa- Figure 2. The measured ratio of V""", I Vo during 1 
rameter space, and the only hope for a clear under- acoustic cycle as a function of acoustic pressure. 

standing of the SBSL phenomenon is to perform ex-
periments which locate light emission within the context of the instability boundaries that exist in 
the parameter space. 

REFERENCES 

[I] Holt, RG, RA Roy and SC Wyatt, 1. Acoust. Soc. Am. 105, No.2, Pt. 2, p. 960. (Joint 
EAA/ASAIDAGA meeting, Berlin, 1999) 
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ATTENUATION OF GAS TURBULENCE BY A 
NEARLY STATIONARY DISPERSION OF SOLID PARTICLES 

ABSTRACT 

John K. Eaton and Wontae Hwang 
Department of Mechanical Engineering 

Stanford University 
Stanford, CA 94305 

Turbulent gas flows laden with a dilute distribution of solid particles or liquid droplets are 
common in industrial and natural environments. Experiments in simple flows such as pipes and 
channels have shown that fine particles can cause substantial reductions in the turbulence kinetic 
energy of the gas phase. For example, Kulick et al. [1] found turbulence attenuation in a fully 
developed channel air flow laden with 70 micron diameter copper particles at mass loading ratios 
around 50%. Figure I shows streamwise turbulence intensity measurements from that 
experiment, and indicates nearly an order of magnitude reduction in the turbulence kinetic 
energy at the highest mass loading ratio. 

There has been little success in modeling turbulence attenuation in situations where the 
attenuation is large. For Reynolds averaged models, there is not even agreement on the correct 
form of the Reynolds-averaged equations. Chen and Wood [2] represent the particle force on the 
fluid as a continuous force field proportional to the velocity difference between the fluid and 
particles. They then derive a turbulent kinetic energy transport equation containing a tenn 
representing extra dissipation of turbulence by particles. Eaton [3] has shown that this term does 
not produce results that agree with experiment. Crowe [4] argues that the force the particles 
exert on the fluid must be averaged over volumes. However, he neglects the fact that such 
averaging filters some of the turbulence, and must be accounted for by modifications to the 
other tem1S in the TKE transport equation. There are parallel efforts to develop appropriate 
models for large eddy simulations, but these methods have had little success in predicting the 
strong attenuation observed in some experiments. 

It is hard to understand how particles with diameters near the Kolmogorov scale can have such 
a large effect on the turbulence. We believe that particle wakes playa critical role. At typical 
particle Reynolds numbers, the wake is much larger than the particle diameter. These wakes can 
produce distortions of energy containing eddies and thus increase the turbulence dissipation rate. 
Unfortunately, this effect is difficult to study with numerical simulations which cannot resolve 
flow structures on the order of the particle diameter. 

Our research has two primary goals: First to obtain planar velocity measurements with 
sufficient resolution to observe distortion of the small and moderate scale turbulence by particles. 
Second, to conduct experiments in which the mean velocity of the particles relative to the 
turbulence is zero in order to eliminate the steady flow wake which usually occurs behind 
particles. It is desired to conduct the experiments in the simplest possible flow, homogeneous, 
isotropic turbulence. We require a flow system to provide turbulence with zero mean velocity 
and microgravity to allow the particles to also have zero mean velocity. 

NASA/CP-2000-21 0470 1641 
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The apparatus (Figure 2) uses eight synthetic jet actuators mounJ~d QnJhe comers of a square 
plexiglass box. Each synthetic jet drives an- ejector which discharges through a square-bar 
turbulence grid. Synthetic jets were chosen because they have zero net mass flow, a requirement 
for operation in typical micro-gravity facilities. This arrangement was chosen over rotating or 
moving grids to eliminate moving parts and increase the reliability. Also, the arrangement is 
spherically symmetric which enhances isotropy and virtually eliminates the mean velocity. 

We developed a custom DPIV system to acquire the velocity measurements. The system must 
be able to resolve the smallest scales of the turbulence and also have high accuracy. It must also 
be capable of measuring the fluid velocity in the vicinity of particles, where large amounts of 
light are scattered. These requirements make the optical setup and the seeding particle size 
distribution critical. Special software has been developed (Paris & Eaton [5]) to separate the 
particle and- tracer images. Optimization of the system for use in the turbulence chamber is still 
undetway. Preliminary turbulence measurements in the chamber indicate that m1S velocities 
above 1 mls can be achieved with excellent isotropy. An earlier configuration had a small mean 
velocity of approximately 0.1 m/s. We believe the present setup which is fully spherically 
symmetric will eliminate even this relatively small mean velocity. We anticipate completing the 
single phase qualification soon and the acquiring laden flow data with several particle sizes. 

REFERENCES 

[1] Kulick, J.D., Fessler, J.R., and Eaton, J.K. (1994) "Particle response and turbulence 
modification infully developed cnannelflow,"JPluid Meeh., 277109-134. 
[2] Chen, P.E. -and Wood, C.B. (1985) "A turbulence closure model for dilute gas-particle 

flows," Can. IChem: Engr, 63, 342:..360. 
[3] Elton, J.K. (1995) "TurDulence n10dification by particles in shear flows," ASME Vol. FED-
228,273-278. 
[4] Crowe, c.T. (2000) "On models for turbulence modulation in fluid-particle flows," Int. J 
Multiphase Flow, 26719-727. 
[5] Paris, A.D. and Eaton, J.K. (1999) "Measuring velocity gradients in a particle-laden channel 
flow," Proe. jrd IntlWorks7iop on Particle Image Veloclmetry,Santa Barbara. . . _ 
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Motivation 

• Strong attenuation of turbulent kinetic energy 
observed in gas flows laden with solid particles 

• Conditions typical of pulverized coal, sprays, 
pneumatic conveying 

Pp I PI =0(1000) 

mplmJ=O(O.l-l) 

d p 117 J = 0(1) 

• Attenuation not captured by existing models or 
simulation, techniquels 
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Mathematical Description 

Transport equation for turbulence kinetic energy in homogeneous flow: 

Dk _ I (:\ V ") I ") I 1 ~C( I I -'-') + (' I I , , ') + (V V. )-, -'J - - -U· Uk Ok . - VOkU. UkU. - U. U. - U. V. C U· U· - C U· V. . - . C U· Dt I I I· I P f r p I I I I I I I I I I I 

"------- .) "------.J 
V ~ 

production from dissipation 

mean gradient by viscosity 

Represents the drag on turbulent eddies by particles. Incorporated in current 

Possible Cause 

The gravitational potential energy of particles is converted to turbulent velocity 
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Objectives 

• Provide turbulence attenuation data in a simple 
homogeneous flow 
- no mean flow 

- gravitationally driven mean particle motion 

• Required data 
- turbulent kinetic energy 

- dissipation rate 

- spatial spectra 

- particle motion 
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PIV /PTV System 
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Image of Tracers & Particles 

Particles: 150 Jlm glass 
Tracers: 0.3 Jlm alumina 
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(u-U)/Sqrt(u'A2) 

-w (out of plane vel.) 

- u (horizontal vel.) 

w mean = 0.184 m/s 
w RMS = 1.23 m/s 
w skewness = -0.020 
w flatness = 2.49 

u mean = -0.142 m/s 
u RMS = 1.21 m/s 
u skewness = 0.183 
u flatness = 2.42 
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Summary 

• Turbulence chamber developed 

• Qualification nearly complete 

• Hybrid 2-phase PIV /PTV system working 

• Optimization with light flow tracers needed 
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1. Falling Particles 

a. Forced isotropic turbulence 

~ . b. Decaying isotropic turbulence 

2. Zero-G suspended particles 

a. Forced isotropic turbulence 

b. Decaying isotropic turbulence 



THERMO CAPILLARY FLOW AND AGGREGATION OF BUBBLES 
ON A SOLID WALL 

Hiroki Kasumi, Yuri E. Solomentsev1
, 

Scott A. Guelcher2
, John L. Anderson and Paul J. Sides 

Carnegie Mellon University, Department of Chemical Engineering, Pittsburgh, PA 15213, 
ps7r@alldrew.cmu.edu, 1 Motorola, Austin, TX 78721, 

2 Bayer Corporation, South Charleston, WV 25303 

ABSTRACT 

During the electrolytic evolution of oxygen bubbles forming on a vertically oriented 
transparellt tin oxide electrode, bubbles were found to be mutmllIy attractive [1, 2]. The 
mechanism of the aggregation had never been explained satisfactorily until Guelcher et al. [3] 
attributedlt to themlOcapillary flow. The gradient of surface tel1sion of the liquid at the bubble's 
surface, wnlch was established because o-f reactionheatillio ohmic heat loss at the electrode wall, 
drives flow of the liquid adjacent to each bubble; the bubble "pumps" fluid along its surface 
away from the wall. Fluid flows toward the bubble to conserve mass and entrains nearby 
bubbles in the flow pattern. The same logic would apply when two bubbles of equal size are 
adjacent to each other on a warm wall. Each bubble drives thermocapiI1ary fl~w __ and hence 
entrains the other in its flow pattern, which drives the aggregation. Our objective here is to 
perform experiments where the temperature gradient at the wall is well knO\\-11 and controlled. 
The theory can be qminlltatively tested by studying aggregation of bubble pairs of equal size, and 
by varying system parameters such as temperature gradient, bubble size and fluid viscosity. The 
results are then compared with the theory in a quantitatively rigorous manner. We demonstrate 
that the theory without adjustable paranleters is capable of quantitatively modeling the rate of 
aggregation of tWQ bubbles. 

The equations governing the themlocapillary flow around a single stationary bubble on a 
heated or cooled wall in a semi-infinite domain were solved. Both Reynolds number and 
Marangoni number were much less than unity. The critical result is that liquid in the vicinity of 
a warm wall flows toward a stationary collector bubble (Figure 1). Consequently the 
thernlocapillary flow around the stationary bubble entrains another bubble toward itself. The 
bubbles undergo hindered translation parallel to the wall with velocity IT while the fluid flow 
field is described with u. Two velocities were equated by using a wall hindrance paranleter q: 

U=qu (I) 

Colder 
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The experimental cell is cylindrical with an ID of 10 em and consists of a 1 em deep main 
cell filled with silicone oil and flanked by two thermal reservoirs. The upper thermal reservoir 
was heated and the lower thermal reservoir was cooled so that the bubbles aggregate. Two types 
of silicone oil (1] = 0.02 and 0.50 Pa s) were used. Two equal sized air bubbles were injected into 
the cell with a syringe. The center-to-center distance of bubbles was observed through a 
microscope. Bubble radius ranged from 0.40 mm to 0.65 mm and the temperature gradients 
along with the cell ranged from 1400 to 5000 KIm. 

The bubbles aggregated when heat flows from the wall to the fluid. The velocities of 
bubbles were in the range of 1 - 10 ~s. The separation r decreased more quickly when the 
temperature gradient was higher, bubble size was larger, and the oil viscosity was lower. r 
decreased more rapidly as the bubbles approached each other. Figure 2 is a plot of scaled data 
by appropriate time scale and bubble radius. Dimensionless time was arbitrarily set to be zero 
when the dimensionless center-to-center distance between the bubbles was 4. All the bubble 
trajectories fall onto one line, especially in the range of dimensionless distance from 4 to 3. This 
means the relative movement of the bubble pair is proportional to the temperature gradient and 
bubble size and it is inversely proportional to the viscosity of the oil. TIus result strongly 
suggests that the theffi10capillary flow-based aggregation mechanism is correct. 

A value of q can be estimated by fitting the scaled data to Eq. [1]. A best fit value of q 
was obtained as q = 0.26 with a standard deviation of 0.03. Independent experinlental results for 
q for a 0.5 mm radius bubble, give values of q in the range 0.11 to 0.23. The value of q obtained 
from solving the equations of motion reveals q has values in the range 0.23-0.30. Since the full 
scale of possible values of q is zero to one, the maximum deviation of independently detemlined 
values of q from the best fit value was 15% of tills full scale. Thus reasonable quantitative 
agreement between theory and experiment has been obtained. 
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Figure 2 Scaled experimental bubble trajectories trajectory. The ordinate shows the cel1ter-to
center distance of the bubbles scaled by the bubble radius, and the abscissa shows the 
dimensionless time. Solid lines are the bubble trajectory calculated from Eq. 1. 
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Motivation 
Radial specific coalescence, Sides and Tobias (1981) 

_:~I~!lr.lllii~~'I:!1 ~ • 
50/-lm 

Electrolytic Gas Evolution 

t=O t=0.15 t '6:30' Electrolyte - KOH (0.1 M ) 
Bubbles - oxygen 

diameter 5 to 50 f..lm 

optical 
Bubbles 

t=0.45 t=0.60 t=0.75 

/ ' '- t,/,! 

A TO coated glass 

'What is the n1cchanisnl? 
" 

t=0.90 t=1.05 t=1.20 [ms] 
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Therrnocapillary Flow 
The surface tension gradient drives the thermocapillary flow. 

VT 
Colder 

low y, B 

• "Moving" Bubble 

high Y 

y (1) : Surface tension 

Velocity Scale: 

dYr"""fi 
--all T u= dTLJETIJ 

2UJ 
(Young, Goldstein and Bloch, 1959) 
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i Bubble Aggregation 
-
~ Bubble radius = 0.42 ffiffi, temperature gradient = 3400 KIm 

-0\ 
0\ 
w 

Viscosity of Silicone oil = 0.02 Pa s 

t=23 t=26 t=28 [ s ] 
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Bubble Separation 
Bubble radius = 0.52 Illill, temperature gradient = 2600 KIm 

Viscosity of Silicone oil = 0.02 Pa s 

t=O t=8 t=16 

t=24 t=32 t=40[s] 
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Scaling parameters 

Velocity Scale 

-~~vTD 
u= 4!lJ 

(Young, Goldstein and Bloch, 1959) 

Length scale 

a 

• Velocity is proportional to 
1. Temperature gradient 
2. Bubble size 
3. Inverse of fluid viscosity 

Time scale 

a 21J r-------
- U - _ dY1\lTI 

dT 00 

·Check linear scaling of bubble trajectories 
with these parameters 
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Note: Bubble aggregation scales linearly with temperature gradient, 
bubble size and the inverse of fluid viscosity 
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Wall Hindrance Coefficient q 

r """'-

U'(r) 
u(r,z) I -., 

Additional hydrodynamic effect 
due to the presence of the wall 

4na1]U q :hindrance parameter 
Fr=- q O<q<l 

U'(r) 1 qU(r) ~ Bubble trajectory 

dr = 2U'(r) 
dt 

I.e.: d = 4 @ t = 0 
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Theoretical calculation of q 

V·U = 0 
V 2U - Vp = 0 

B.C. 
at z = 0: U = 0 
atz = 00: U ~ 0 

p ~ constant 
On bubble surface: 
u = Vi ·0 n r 

L ·(1-00) = 0 

0-

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

-This work 
• Zinchenko 
)( Meyyappan 

10-7 10-6 10-5 0.0001 0.001 0.01 0.1 

Normalized gap between the bubble and the wall (h) 
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Independent measurement of q 
Bubble radius = 0.49 mm, room temperature 

Viscosity of Silicone oil = 0.5 Pa s 

19 

FbI! = ~ Jra3~pgsin (e) ~ q= 31]U 

4naTJU ~pga2sin (e) Fr = q 



~ 
'JJ 
> 
?5 
'I 
IJ 

§ 
t~ 

l2 
-.J o 

-C\ 
-.J 
0 

I I I I IIIIII 1111111 1:1111 IIIIIII1 IIIIIII1 !'IIIIIIIIIIIIIII III 

Tilted Wall Experiment 
Bubble radius = 0.49 mm, room temperature 

Viscosity of Silicone oil = 0.5 Pa s 
0.25 

~ 

0.2 I~ f + 

+ 
0.15 r + 

0-

0.1 ~ • 

0.05 

Velocity range of aggregation experiments 
~ ~ 

o I , , I 

o 0.5 1 1.5 2 2.5 3 3.5 
Tilt angle [ degree] 
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o 5 10 15 
Velocity [ )..l m/s ] 
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Theoretical calculation 

Tilted wall experiment 
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bubble size [ mm ] viscosity [ Pa s ] 

o 

• OAO 5000 0.5 
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Conclusions 

• Bubbles aggregate when there is temperature gradient. 

• Bubble aggregation scales linearly with temperature 
gradient, bubble size and the inverse of fluid viscosity . 

Therefore, thermocapillary flow drives bubble aggregation. 

• The effect of the hindrance from the wall explains well 
the behavior of the bubble aggregation trajectory. The 
hindrance parameter was determined by two methods 
and fitting to the data. 



TRANSITION FROM POOL TO FLOW BOILING 

- THE EFFECT OF REDUCED GRAVITY 

V.K. Dhir 

University of Cali fomi a Los Angeles, Department of Mechanical and Aerospace Engineering, 
Los Angeles, CA 90095, U.S.A, e-mail: vdhir@seas.ucla.edu 

ABSTRACT 
Application of boiling heat transfer in space can be found In the areas of thermal 

management, fluid handling and control, and power systems, on-orbit storage and supply systems 

for cryogenic propellants and life support fluid, and for cooling of electronic packages for power 

systems associated with various instrumentation and control systems. Recent interest in exploration 

of Mars and other planets, and the concepts of in-situ resource utilization on Mars highlights the 

need to understand the effect of gravity on boiling heat transfer at gravity levels varying from 

The objective of the proposed wok is to develop a mechanistic understanding of nucleate 

boiling and critical heat flux under low and micro-gravity conditions when the velocity of the 

imposed flow is small. For pool boiling, the effect of reduced gravity is to stretch both the length 

scale as well as the time scale for the boiling process. At high flow velocities, the inertia of the 

liquid determines the time and the length scales and as such the gravitational acceleration plays little 

role. However, at low velocities and at low gravity levels both liquid inertia and buoyancy are of 

equal importance. At present, we have little understanding of the interacting roles of gravity and 

liquid inertia on the nucleate boiling process. Little data that has been reported in the literature does 

not have much practical value in that it can not serve as a basis for design of heat exchange 

components to be used in space. 

NASAICP-2000-21 0470 1674 



The proposed work consists of both experimental and complete numerical simulations of the 

low velocity, low-gravity nucleate boiling process. A building block type of approach will be used 

in that first the detachment process of a single bubble and flow and heat transfer associated with the 

sliding motion of the bubble over the heater surface after detachment will be studied. Thereafter, 

the complexity of the experiments with respect to the number of nucleation sites will be increased in 

steps. Liquid subcooling and flow velocity will be varied parametrically. The experiments are 

proposed to be conducted at 1 ge, 10-2 ge and 10-5 ge. The experiments at 10-2 g will be conducted in 

the KC-135, whereas those at 10-5 ge will be perfomled in the Two Phase Flow Facility of the space 

station. In the laboratory experiments, particle yelocimetry and holographic interferometry will be 

used to obtain data on velocity and temperature fields associated with a bubble prior to, and after 

detachment and during sliding motion. Numerical simulations modeling the micro and macro 

regions of the bubble will be carried out in three dimensions. Scaling the effect of gravity will be a 

prerequisite of the model. The results of the experiments will be used to validate 

analyticaIlnumericalmodels. 

NASA/CP-2000-210470 1675 
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Synopsis 
• Experimental and Numerical Study of Low Velocity, Low 

Gravity Nucleate Boiling Process 

• Single and Multiple Bubble Dynamics Subjected to Flow 
along the Heater and Gravity Nonnal to or along the 
Heater 

• Experiments are to be Conducted in Laboratory, KC-13 5, 
and in the Space Station 

• Visual Observations along with Data for Temperature 
Field and Velocity Field during Bubble Sliding Motion 
(only at earth nonnal gravity) will be Taken 
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Experimental Apparatus: Flow Loop 
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EXP'ERlM,ENTAL RESULTS 
-- Flow and Heat Transfer Associated with Sliding Bubbles 
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NU'MERICAL SILMULATIONS 
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- SatU.rate-d D.Ow boiling model and boun.dary conditions 

z 
u(z) 

z 

.. 
---IiI'-

) ~ ------------
... 
X 

x f·· .. j 
'\:,.t 

I... L ~I 

Boundary conditions: 

x= 0, uniform flow; x= L, volume conservation; 

y= O. slip, insulated boundary; y= W, slip, insulated boundary; 

z= 0, no-slip boundary,T=Con.; z= H, slip, insulated boundary. 
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- Calculated domain and relative parameters 

II n" ~ I D·· • . ImenSloness ..... o:mal.U S.lze : L=2.0 H~1 .. 0 : W=O.5 . , ... . - . ,. 
• Reference parameters: 

Lo=2 .. S (mm), Uo=O.16 (mts], to=16(m.s] 

gil • Unity inlet flow: u(y,z) = 1.0 

ATwaU==7.0 K 

<t> = 38° 

• Wall superheat: 

• Contact angle: 

• Initial bU.bbl.e pos.ition. and si.ze: 
center ofx-y plane and Dini=O.197 

• M.esh size and time step: 129*65*33, At=S*104 
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CONCLUDING REMARKS 

• • Experimental studies of single bubble dynamics 
, under low velocity pal"allel to the heater have boon 
:: ~. ·t- t d' : 101 'Ia : .. e ..•• 

~ II,· P'reliminary results show that lift. force resulting 
_ from relative velocity between the"bubble a.D.d the 
. I- -d .' · rt t .&, ~ 'Iqul .: IS an Impoan : -,orce • 

. • Three dimensio,nal numerical simulations of bubble 
; dynamics and as:soeiat.e·d heat tran.sfer under fo·reed 

Dow have also been initiated. 
, ~ F, .. Au~ ~. f~w k .Lyff...-...4 ~ tL2y~'~ -tJ ~ 

,. .4i::I QO!£.... ~ ~t/t.' .t'"7> '" ~ 
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INERTIAL EFFECTS IN SUSPENSION DYNAMICS 

ABSTRACT 

G. Subramanian and J.F. Brady 

Division of Chemistry and Chemical Engineering 
California Institute of Technology 

Pasadena, CA 91125 
e-mail: ganesh@its.caltech.edu, jfbrady@caltech.edu 

The present \'v'Ork analyses the dynamics of a suspension of heavy particles in shear flow. 
The magnitude of the particle inertia is given by the Stokes number St = m~/67r77Q, which 
is the ratio of the viscous relaxation time of a particle Tp = m/67r1]Q to the flmv time 1'-1. 
Here, m is the mass of the particle, a is its size, 1] is the viscosity of the suspending fluid and 
l' is the shear rate. The ratio of the Stokes number to the Reynolds number, Re = Pl1'a 2 /TJ, 
is the density ratio pp/ Pj. Of interest is to understand the separate roles of particle (Sf) 
and fluid (Re) inertia in the dynamics of suspensions. In this study we focus on heavy 
particles, pp/ PI ~ 1, for which the Stokes number is finite, but the Reynolds number is 
sufficiently small for inertial forces in t.he fluid to be neglected; thus, the fluid motion is 
governed by the Stokes equations. On the other haml, the probability density governing 
the statistics of the suspended particles satisfies a Fokker-Planck equation that accounts 
for hoth configuration and momentum coordinates, the latter being essential for fillite St. 
The solution of the Fokker-Planck equation is obtained to O(St) via a Chapman-Enskog 
type-procedure, and the conditional velocity distribution so obtained is used to derive a 
configuration-space Smoluchowski equation with inertial corrections. The inelJial effects are 
responsible for asymmetry in the relative trajectories of two spheres in shear flmv, in contrast 
to the \vell known symmetric structure in the absence of inertia. Finite St open trajectories 
in the plane of shear suffer a clowmvarcl lateral displacement resulting from the inability 
of a particle of finite mass to follow the curvature of the zero-Stokes-number pathlines. In 
addition to the induced asymmetry, the O(St) inertial pert.urbation dramatically alters the 
nature of the near-field trajectories. The stable closed orbits (for St = 0) in the plane 
of shear now spiral in, approaching particle-particle contact in the limit.. All trajectories 
starting from an initial offset of O(Stl/2) or less CwhIch remain open for St = 0) also spiral 
in. The asymmetry of the trajectories leads to a non-Newtonian rheology and diffusive 
behavior. The latter because a given particle (moving along a finite St open-traject.ory) 
suffers a net displacement in the transverse direction after a single interaction. A sequence 
of such uncorrelated displacements leads to the part.icle executing a random walk. The 
inertial diffusivity tensor is anisotropic on account of differing strengths of interaction in the 
gradient and vorticity directions. Since the entire region (constituting an infinite area) of 
closed orbits in the plane of shear spirals onto contact for finite St, the latter represents a 
singular surface for the pair-distribution function. The exact form of the pair-distribution 
function at contact is still, however, indeterminate in the absence of non-hydrodynamic 
effects. It should also be noted that finit.e St non-rectilinear flows do not support a spatially 
uniform number densit.y mving to the cross-streamline inertial migration of particles. 

NASA/CP-2000-210470 1705 
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Problem & Motivation 

• Understand the effects of inertia on the behavior of concentrated 
suspensions. 

• Inertial effects are important in many natural and industrial 
suspensions flows, e.g., fluidized beds, drilling fluids, debris flow, 
etc. 

• There is a considerable body of knowledge for small particle 
suspensions -low Reynolds nUlnbers - and a quantitative 
understanding/predictive ability is emerging. The advanc.es have 
come from an intimate interplay among experiment, theory and 
simulation. 

• For suspensions where inertial forces are important much less is 
kno\vn and our predictive ability is severely limited. 
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Need for microgravity 
There are two distinct inertial efl-eets in suspensions: 

• Particle inertial: characterized by the Stokes number 

St == ppUa 
1} 

• Fluid inertial: characterized by the Reynolds nuntber 

Re == pjUa 
1} 

• Of course, St == pp/ pjRe ,but we would like to vary independently 
the effects of particle and fluid inertia. This can only be done in 
microgravity because of the gravitational settling that occurs when 
the particle and fluid densities do not Inatch. 

" 
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Related work 

• Considerable body of \vork on very dilute dispersions (<t> « 0.1) of 
heavy particles moving through and modifying turbulent flows. No 
(or very limited) particle-particle interactions. 

• Very nice, and ever expanding, body of work on granular flows -
essentially infinite Re and St - that is, there is no fluid. 

8 • LintitedexperiInents on the rheology of inertial suspensions, e.g., 
Bagnold's (1954) experiment~ are still the most complete. 

• Emerging simulation studies of concentrated inertial suspensions 
(e.g., D.D. Joseph and co\vorkers). 

• Theory and simulation for finit.e St, zero Re suspensions in 
sedimentation and shear by D.L. Koch and co\vorkers. 
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• Analytical theory for zero Re, small St dilute 
suspensions in shear flo,v. 

• Dynamic simulation of zero Re suspensions in shear 
g flow for arbitrary St and cp. 

1111: II'IIII!II l'IIIIIIIIIIIII'llllllIlIIImll'lll 

• Dynamic simulation for nonzero Rie" Sf, and <P in 
shear flow. 
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Analytical theory: Re = 0, O(St) 

Fokker-Planck Equation: PN(x, u, t) 

[)PN + 'Vx,xPN + 'Vu.uPN = 0 

. 
X==U it = m- 1

. [-R(x).u + FO(x) - D(x)· 'V u in PN 1 
~ \ ~. 

hydrodynamic Brownian motion 

drag shear/interparticle D == kT R· Tn-I 

force 
FO == 61fT/at· x 

Integrate out the momentum variables using the method. of multiple scales 
(Chapman-Enskog-type expansion) to derive the configuration-space 
Smoluchowski equation \vith inertia. 
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Method of Multiple Scales 

T ~ rr: /61TTJa } 
t ~ ,-1 

Conditional Probability 

. 
St == m, «1 

61TTJa 

p ( x, U, t, T) == 9 ( x, t) pI ( U, T I x, t) 

Expand: p' (u, Tlx, t) == p'(D) + St pl(l) + ... 

:l 

For large 't, P'(O) is a Max\vellian about (u - R-1 
. FO) , and P'(l) gives the 

first inertia) correction to the Max,vellian. Integration over the velocity 
coordinates gives the inertially corrected Smoluchowski equation: 

~~ : "Vx·(R-1.FOg) StVx·(Vg) 
, , 
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SiDlpie Shear Flow: 0(<1>2) 

The pair-distribution function, g( x,t), determines the suspension structure. 
In the absence of inertia, the Dlicrosturcture has fore-aft symmetry, the 
suspension is Newtonian (no norInal stresses) and there is no shear
induced diffusion. Inertial breaks the symmetry as illustrated below. 
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Closed Trajectories 
Inertia increases the region of bound trajectories. In the plane, all 
particles starting off with an offset of O(St1/2) or less spiral in tow'ards 
contact with the reference sphere. 

Typical bound trajectory Up stream offset 
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Shear-induced diffusivity: Dyy 

J (t6.y)2 
Dyy rv d(Yoo/a) T rv (1Yoo/a)-1 

Yoo ~ O(a) I ___ .!::.y ~ 0 (a:~t) 
~ ... , 

. . .. .. /~~;;:::~":=>~:::~::~> . ---- 2 S t 1-f3 

Yoo rv 0 ( a St(3) __ ",-~""~<, .. ,,.;/// ~ ~~~>:::, --. -,'. ~Y rv 0 (a , ) 
".,._"",,",,~.~- . /0- ~ %\ ..... :: .. ,,--. Y 00 

/ . ~, 

/ 

..,.....':"-~.: ... ~ ~ ..... 'V. .... :::~~~ ...... ..-., .......... ~ 

Y 0 ( a St 1 2) ~,.,....... . j 'Y...... """"",.~",~",, 
~ .. ~.....,.;""""'" :::: ................. ... 
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Yoo rv O(a): Dyy rv O( rya2 St2
) 

Yoo rv O(aSt(3;{3 < 1/2): Dyy rv O(rya2St2 1nSt) 

YCXJ rv O( a St 1
/

2
): Dyy rv O( rya2 St2
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Inertial DynalDics SilDulation 
Early results on the shear viscosity and first and second normal stress 
differences as a function of St. 

, -r- -, .. - ----.-- , , ------r 4 
6~ /"" Inertial Dynamics Simulation 

5r- /// N=512, <1>=0.3 

3 't = 1000, Y = 1000 /'" 

>- • N} 4l ~rtial Dynamics Simulation ~ • N2 
~ / N = 512,'t -1000, Y -1000 

........... 
N 

Z 2 ~ 3' • <I> = 0.1 (no force) 
>-'"-8''' <I> = 0.1 ~ 

--k-- <I> = 0.3 ........... ...... 
2f- Z 1 

I ................................................... · .......... " ............. · .. · .. • .. ·· .... • ........ ····,,_· .. ·lIJ I • 
1~ 

I. • 
0 Ok t 

0 1 2 3 4 5 6 0 1 2 3 4 

St St 

11111111_111 1.IIJ111mn " I I '1IInlllllllRmllm.111 11111,11111111111111 II 111I11_~IIIIII.UIllIIIIIIlIlIIlIIIIIIIIIIi I 1111111 __ "11111"",.", .. ",,,,, ,,.,, ..... _-,-

• 

• 

5 6 



~ 
U'J :.-
n 
'I 
§ 
tJ -i2 
--..l 
o 

--..l 

--..l 

Conclusions 

• Derived the O(St) inertially-corrected Smoluchowski equation. 

• In simple shear flow the region of closed trajectories is enlarged 
by particle inertia, and the trapped particles spiral in. 

• The shear-induced self diffusivity in the gradient direction is 
,predicted to scale as St2 InSt for small St. 

• Inertial Dynamics Simulations with an O(N bt N) method have 
been initiated. 



PLASMA DUST CRYSTALLIZATION 

John A. Goree 
Department of Physics and Astronomy 

The University of Iowa 
john-goree@uiQwa.ed!b http://dusty.physics.uiowa.edu/~goree 

ABSTRACT 

A dus~ plasma is an ionized g~s, con~aining small partic.les of solid matter, which are 
charged and iriteract through a Coulomb repulsion.· Dusty plasmas are ljke colloidal 
susperlsions, except that the interparticle medium is a plasma rather than a liquid, and 
therefore the damping rate is reduced as much as a factor of 105. The particles are 
typically 6 11m polymer microspheres, and they acquire a charge of approximately 1 04 e. 

The dusty plasma is said to be "strongly-coupled" or a 'plasma crystal" when th-e-
interparticle potential energy Q2 / 4JtEO a is greater than the particle kinet{c energy kBT. 
Expressing this as the Coulomb coupling parameter,To = Q2 / (41tEO kBT a), where a is 
the inter-particle spacing, the strong-coupling regime is To > I. Under these conditions 
the plasma behaves like a liquid or solid, unlike most plasmas, which are like agas. It is 
easy to attain a large value To> 103 in a dusty plasma, because Q is large, while the gas 
background cools the particles to a low T. This yields a solid-phase suspension. 

The field of dusty plasmasis growing rapidly. 
Figure 1 shows that the publication rate in 
major U.S. joumals is increasing at an annual 
rate of approximately 25%. It is also a highly 
interdiscipl inary field, with a mixture of 
astronomy, applied, and basic science. In 
astronomy, the rings of Saturn, interstellar 
clouds, comet tails, and many other objects 
consist of dust particles mixed with plasma. In 
industry, semiconductor and solar cell 
manufacturers have found that contaminating 
dust pat1icles are synthesized in the chemical 
plasmas used to etch and deposit thin films of 
materials on silicon substrates. In basic 

160 r--"""""'----:;.----------, 

PACS codes 52.25.lb and 52.25Vy 

'1999 data for Jan - Oct; 
:g total 1999 publications 
.g are larger tharl shown 
.~ here. 
:g 80 
Cl. 

o 
ci 
c: 

90 91 92 93 94 95 96 97 98 99' 

Fig. I Dusty plasma publications in APS & AlP journals 

science, researchers have focussed on strongly-coupled dusty plasmas, including 
structural studies like those for 2D colloids as well as dynamical studies that exploit the 
low damping rates of dusty plasmas. 

In this project, we have been led laboratory studies of 20 strongly-coupled dusty 
plasmas, and we have collaborated on 3D experiments undermicrogravity conditions. 

NASA/CP-2000-210470 1718 



The microgravity experiments are PKE (Plasma Kristall Experiment), which has flown 
on sounding rockets! and will be uploaded to the ISS in December 2000 for experiments 
by the first crew of ISS. The PI for PKE is Prof. Greg Morfill 
of the Max Planck Institute in Garching Germany. At Iowa, we 
are also preparing fo_r 12ar~~()lic flight campaigns. 

Under laboratory conditions, the charged particles in a dusty 
plasma suspension have no buoyancy, and consequently they 
sediment rapidly to the bottom of the vacuum chamber. This 
results in a 2D suspension, which provides excellent 
opportunities to explore 2D physics topics, such as melting and 
waves in 2D crystals. Performing experiments in 3D, however, 
requires the elimination of gravity. 

In the laboratory, we have made several discoveries~ As an 
example, Figure 2 shows Mach cones, which are V -shaped 
shock waves produced by a supersonic object. Although Mach 
cones are familiar in gasdynamics, they were almost unknown 
in solids until we found them in our plasma crystal. Mach 
cones are also predicted to occur in the dusty plasmas of 
Saturn!; rings, where they might be observed by spacecraft 
Cassini. 

The future of microgravity experiments with dustyplasmas lies 
with IMPF, the proposed International Microgravity Plasma 
Facility? Presently funded by the DLR, IMPF will be ausers 
facility on ISS. We plan for IMPF to become an international 
facility, drawing on resources from multiple ISS partners. 
Basic and applied experiments by various scientists worldwide 
will be rotated on a 6-month cycle. 

Figure 2. Mach cones in a 
2D plasma crystal. 
(a) particle positions 
(b) particle velocities 
(c) particle speed map 
(d) particle number density. 

G.E. MorfilI, H.M. Thomas, U. Konopka, H. Rothermel, M. Zuzic, A Ivlev, and J. Goree 
Condensed Plasmas under Microgravity 

2 

Physical Review Letters Vol. 83, pp. 1598-1601 1999. 

Representative publications: 
D. Samsonov, J. Goree, Z.W. Ma, A Bhattacharjee, H.M. Thomas, and G.E. Morfill 

Mach Cones in a Coulomb Lattice and a Dusty Plasma 
Physical Review LettersVo!' 83, pp. 3649-3652 1999. 

U. Konopka, D. Samsonoy, AV. IyleY, J. Goree, V. Steinberg, and G.E. Morfill 
Rigid and Differential Plasma Crystal Rotation Induced by Magnetic Fields 
Physical Review EVo!. 61, pp. 1890-1898 2000. 

S. Nunomura, D. Samsonov, and J. Goree 
Transverse Waves in a Two-Dimensional Screened Coulomb Crystal 
Physical Revie~'v' Letters Vol. 84, pp. 5141-5144 2000. 

IMPH home page is http://www.microgiirvitY~net 
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CHARACTERIZATION OF ACOUSTO-ELECTRIC CLUSTER AND 
ARRAY LEVITATION AND ITS APPLICATION TO EV APORA TION 

R. Apfel and Y. Zheng 
Physical Acoustics Laboratory, Department of Mechanical Engineering, Yale University 

New Haven, CT 08520-8286, USA 
-~ 

ABSTRACT 
An acoust~-el~~tric fe~iiator has been developed to study the -behavior of liquid drop and solid 
-particle clusters -and- aITays~-Ulliike m1 ordinary acoustic-levIt£iTor that uses only a standing 
acousti~ wave to levlt-~fe a smg;Te-d!op or particle, th.is-"de"icell~§aIl extra electric statk-field 
and the acoustic field simultaneously to generate and levitate charged drops in two-dimensional 
arrays in air without any contacttoa solid surface. TIllS cluster and array generation (CAG) 
instrument enables us to steadily po~ftlon-drops and arrays to stUdy tIle-behavior of multiple drop 
and particle systerns -such-as spray and aerosol systems reIeva11ttoiheenergy, enviroIll1entaI, 
alLd material sciences. 

APPARA TUS AND ARRAY FORMATION 
Our acousto-electric levitator has a sandwiched ultrasOIllc hom and a concave reflector, between 
which there is established a standing acoustic wave (see Fig. 1) [1]. The distance between the 
hom and the retlector is about the twice the acoustic wavelength so that we can levitate three or 
more layers of drop arrays. A hlgh DC voltage is applied between the hs>iiialJdtbereflector to 
fonn a static electric field. TIns electric field can charge drops and also provide an extra 
levitation force. A CCD camera is mounted above or on the side of the levitator to record the 
motions and changes of the drops. 

~ 
PVDF ~_ r-----, IMAGE ANALYZER 

GLASS 1 1~~::.J----=:::i.=====i~-1 W1NDOW-I-~ 

REFLECTOR ~--r-----
DP.OPS _I ____ .... , 
TEST ---/ 

CHAMBER I 

Fig. 1 Apparatus. Fig. 2 The driving mode of levitator 
- one surface moving, one fixed. 

If liquid like ethanol is placed on the surface of the ultrasonic hom, it atomizes into very small 
seed droplets whose dianleters are around 25 to 50llm. These seed droplets fly into the levitator 
and fonn small 2-D clusters. Some of these flat clusters may contain a very large number of 
droplets, as many as 240. When the acoustic field increases, the droplets in a cluster will 
coalesce into a big drop. All of these larger drops fonn a stable 2-D array at a position near the 
pressure node. Several layers of these 2-D arrays can be levitated. The size of the drops, the 

NASA/CP-2000-210470 1766 



spacing between drops, and the total number of drops in one array can be controlled by varying 
the values of the voltage and the acoustic field intensity. Another high frequency acousto
electric levitator is also being developed to form a quasi 3-D drop array, in which the drop 
spacing and the distance between two layers are almost the same. 

FEM NUMERICAL MODELING OF ACOUSTIC FIELD 
The vertical levitation forces are the acoustic radiation force plus the electric force. The force 
that holds the array in the center of tbe levitator is the lateral acoustic force. hl order to analyze 
the forces on the drop arrays, we employ a fInite element method with numerical perfectly 
matched layers [2] to model the acoustic field in this open-sided acoustic resonator with a 
concave reflector. The results are shown in Fig. 2 for the driving mode. The forces on drops can 
be calculated from this acoustic profile. 

EV APORA TION STUDIES 
This device has been used to study the evaporation of single and multiple component drops. The 
theory of evaporation of a pure isolated drop follows the d2 law if a quasi-steady state is 
assumed, which means that the diameter squared of the drop decreases linearly with time when 
the evaporation continues [3]. For a multi-component drop, both the equation of energy and 
continuity should be applied to each species. We also assume fast mixing processes inside the 
drop and use Raoult's law for the vapor pressures around the drop. Since the temperature, liquid, 
and gas components change with time during evaporation, we have to solve several coupled 
differential equations numerically. The materials in the evaporation study are heptane, octane 
and dodecane, which are the primary components of gasoline fuel. Sinceit is inlpossible to 
charge pure alkanes, an additive called Statis 450 is added to the alkane samples to increase their 
conductivities. Experiments show that a small amount of Statis 450 does not change the 
evaporation rates of alkanes. To avoid acoustically induced flows, a minimum acoustic force 
plus the electric force are used to levitate drops. The minimum acoustic field also reduces the 
defoffilation of the drop's shape. Using both fIelds provides the flexibility for controlling the 
position of drops. Results of single component drops with minimum acoustic field show that the 
evaporation is similar to the results of drops suspended by a thin glass fiber; whereas with a 
strong acoustic field the evaporation rate is somewhat affected. Experimental results for 
mUlticomponent drops of octane and dodecane agree reasonably well with theoretical 
calculations. Experiments on multi-component drop arrays are currently in progress. 

REFERENCES 
[1] R. E. Apfel, Y. B. Zheng, and Y. R. Tian, "Studies of acousto-electrically levitated drop 

and particle clusters and arrays," Journal of the Acoustical Society of America 105 (5), Ll
L6 (1999). 

[2] Z. S. Sacks, D. M. Kingsland, R. Lee, and J. F. Lee, "A perfectly matched anisotropic 
absorber for use as an absorbing boundary condition," IEEE trans. Antennas Propagat., 
vol. 43, 1460-1463 (1995) 

[31 K. Ann am al ai , and W. Ryan, "futeractive Processes in Gasification and Combustion .1. 
Liquid-Drop Arrays and Clouds", Progress in Energy and Combustion Science, 18 (3), 
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Outline 

• Introduction 

• An acousto-electric levitator 

• Acoustic field profile in a levitator with an acoustic 

~ open resonator (a finite element approach) 

• Cluster and array generation 

• Evaporation of drops and arrays 

• High frequency levitator 

• Conclusion and future work 
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Introduction: acoustic levitation 

• An acoustic levitator uses a standing acoustic wave 

to levitate a drop or particle. 

• The acoustic levitation force for a small single 

:j incompressible drop in a one-dimensional standing 
o 

acoustic field is 

F cx:: - a P < Vp)t 
'i 

• In air, this force always p!oints to a pressure nod,e. 

The~ drop is susp,ended a little bit below the pressure 

node. 

III I III '11111_' 1,1.1 11_111'11'.1_1 ••• _1111111111 __ 11 •• 11111111111111111111111111111111111111 I '111111"11'11111111111111 lUll III I I 111111111111'."111111'11'1'1 .. """""'I""" ..... II.""."."'.,~"''''''~'''_ .. ' •. _,''.''''''., .. , .. ,.", .. , ..... ,"., •• ,,, .. "','," ... '· .. "1 , ••• ,,, ...... _ .. _l. 
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An acousto-electric levitator 

• An acousto-electric levitator uses both a vertical 

acoustic standing wave and an electric static field. 

• Liquid drops or metal-coated solid particles are 

~ charged by the ele'ctric fie:ldi. 

• The levitation force is provided by the acoustic 

radiation force and the electric force, which give us 

more flexibility to control. 

• Drops or particles are separated by Coulombic force 

and form arrays. 
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o Experimental apparatus 

• Transducer frequency: 28 to 100 kHz 

• Acoustic wavelength in air: 1.23 to 0.34 cm 

~ • DC voltage range: 500 to 3000 V 
"'" 
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FEM analysis of the acoustic field 
• 2-D finite element analysis of an open acoustic 

resonator with a concave reflector and artificial 
anisotropic perfectly matched layers (PML) 

1'1111111111111 IIIII 

Reflector 

Transducer 

Perfectly 
Matchied 
Layer 
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Resonance mode of the acoustic resonator 

• The fourth resonance mode of our acousto-electric levitator 
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Acoustic field driven by the vibration of 
the transducer 
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Acoustic field with a levitated Imm particle 
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Cluster and array generation 

There are two ways to generate drop arrays. 

• Liquid atomization 

• Liquid is first placed on the transducer surface 

:j and atomized to small ,charged seed droplets. In 
00 

a stronger acoustic fielld, seed droplets form 

stable b'ig drop arrays. 

• Direct drop spray 

• Directly spray charged drops into the levitator. 

Goold for drop· evaporatiOln stu1dy. 

1111111111111111111111.111 I IIII1III1III' I II IIIII 
11,.,111 111'11 I IIIII I II II II '1111 1", IIIIMHII' 'I ' 11" IIIIIIII 11111 111111_,._1 •• ,11111111.111111111.11 •••• 11.,111111111,.,11111.,.1111111111 I I '. I.''''''.,'''''''''''' 
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'rwo.planes of collected ethanoldmps .near the acmmtic 
pressure nodes In the ncollslo-'deciric kvitator 

A mist of sged droplets (25-40 fltn) rising 
from the tx..)ttom plate of the r¢soniltOr 

\Vhen the ac.oustic intcm;ity increases a little hit, the seed droplets aggregate together 
into a two dimensionaJduster.as jihown in thc.abovi..~ two-figure sequence. 

Be.cause of the smaH eleclriC::l! charg9 on each drop. they do nc'l: immedialely c<Xtlt.':'S('e. 
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Droplet duster coalescence. On th~ left 
is an 85 drop cluster; on the right is the 

drop resulting from the coalescence. 
Charged drop array. varying pressure in a const.ant electric Jieh1. 

Drop s.ize is sensibly constant whereas spacing changes. 

Charged drop array, varying electric t.idd in a constant pressure field. 
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Application to drop evaporation study 

• Materials 
- Heptane, Octane and Dodecane 

Primary components of gasoline fuel 

• Addiitive 
- Stadis 450 

It is added to alkanes to increase the conductivity 
so that alkanes can be charged. A every small 
amount of Statlis 450 (0.3% by weig:ht) does not 
affe'!ct the ev.ap. '1.lorat.~'pn qf alllka'ln~s. 

ii I 
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Evaporation of Pure Heptane and Heptane with 

Stadis 450 
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Single component evaporation 

• d2 1aw 
The mass and energy equations of such an 

isolated drop are 
dY 

mY 4npDr2 = m 
dt 

2 dT ( m£ T)rs 4nKr - -mL 
dt 

where m is the mass gasification rate at the drop 
surface. With a quasi-steady assumption, its 
evaporation follows the d2 law, where d is the drop 
diameter and 1( is the evaporation constant. 

d2 = do2 - 1( t 
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Experiment with minimum acoustic field 

Even in the single drop evaporation study, both 

acoustic and electric levitation forces should be used. 

• The acoustic field should be minimum to reduce the 
flows around the drop such as acoustic streaming, 
which affects the evaporation rate. 

• Using both levitation forces can reduce the 
deformation of the drops. 

• Easy to control the position of the drop when 
evaporation continues. 
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Experimental results for evaporation of pure octane 
drops levitated bya glass fiber, both electric and 

acoustic forces and only acoustic force 
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Multi-component drop evaporation 

• Evaporation of an isolated mUlti-component drop can 
be solved by using the mass conservation law for 
each species and applying Raoult's law to the gas 
phase. 

• The fast mixing process inside the drop' is assumed. 

• The drop temperature, liquid and gas phase 
component fractions all change with time and are 
updated at each step of calculation. 

• Newton-Raphson and Runge-Kutta methods are 
used to solve coupled differential equations 
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~ High frequency levitator for 3-D arrays 

• The operation frequency of the acousto-electric 

levitator has been increased to more than 100kHz. 

~ • The spacing of 2-D drop layers is reduced to 1.7mm. 

• Try to form a possible stable 3-D array for 

combustion study in drop tower or any stable 3-D 

array in microgravity environment in space. 
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Conclusion 

• The acousto-electric levitator can generate and stably 

levitate drop and particle arrays. 

• Finite element analysis with anisotropic perfectly matched 

~ layers is successfully used to c,alculate the 2-D acoustic 

profile of an acoustic levitator in order to study acoustic 

forces on 2-D drop arrays. 

• The data for isolated mUlti-component drops with 

minimum acoustic levitation are in reasonable agreement 

with the theory including both mass and energy transfer. 
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Future work 

• Stable 3-D arrays for studies in drop tower and 

Space Station. 

• EstabUsh a benchmark experiment for both single 

and multiple component drop array evaporation. 
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PARTICLE SEGREGATION IN A FLOWING SUSPENSION SUBJECT TO 
HIGH-GRADIENT STRONG ELECTRIC FIELDS 

Andreas Acrivos and Anne Dussaud 
The Levich Institute, City College of the City University of New York 

140th Street & Convent Avenue, New York, NY 10031 

Boris Khusid 
New Jersey Institute of Technology, University Heights, Newark, NJ 07102 

INTRODUCTION 
If a spatially non-uniform electric field is applied to a suspension, in which the particles and the 
suspending fluid have different dielectric permittivities and/or conductivities, the particles 
migrate to the regions of high or low electric fields depending on the sign of their polarization. 
Numerous applications of this phenomenon, called dielectrophoresis, include a great variety of 
processes that involve the control and manipulation of particle motions [1, 2]. In spite of 
tremendous advantages of electro-technologies little is known either of the mechanisms, or of the 
important parameters responsible for the electric field driven effects in a flowing suspension 
under the action of strong fields. Here we present the main results of a study of the motion of 
individual particles in a suspension subject to high-gradient ac electric fields. 

EXPERIMENTS 
We fabricated a transparent channel in which a flowing suspension is subjected to a high
gradient_str()nlLac elec;tric field (~ several kV/mm), generated by altemating energized electrodes 
with grounded ones (Fig. 1). We designed the electrode array such that the elechic-field lines 
and the dielectrophoretic force were along the plane perpendicular to the streamlines of the main 
flow. This channel is equipped with a laser-sheet particle visualization system which enables us 
to monitor _and record the field-driven particle motions and pattem fom1ations. By adjusting the 
frequency and the strength of the applied field we were able to eliminate the undesirable 
secondary effects on the suspension flow through the channel due to electro-convection and 
thermal convection in the suspending fluid. Experiments were performed on very dilute 
suspensions of neutrally buoyant hollow ceramic spheres (about 50 ~m in diameter) in oils 
which exhibited negative dielectrophoresis. Since our suspensions could not be treated as a 
perfectly insulating or perfectly conducting medium, we needed to know the frequency 
dependence of the real part of the particle polarizability in order to compute the dielectrophoretic 
force. To calculate the particle polarizability, we measured the concentration dependence of the 
complex permittivity of the suspension in a spatially unifom1 low electric field (~ several V/mm) 
and then employed the Maxwell-Wagner model to evaluate the particle polarizability. 
We found that the application of a high-gradient field to a quiescent suspension caused the 
particles to move away from the electrodes and then to concentrate above the grounded 
electrodes forming a distinct boundary between the clean fluid and the remaining suspension. 
This same field, when applied to a flowing suspension, caused the particles to concentrate within 
thin stripes parallel to the flow above the grounded electrodes and to travel with the suspending 
fluid within these stripes. Figure 2 shows the particle distribution across the channel for a 
suspension subjected to an electric field of 2150Yrms, 10Hz at a flow rate of 1.6 mllmin. 
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THEORY 
Since a flowing suspension is exposed to an ac field with a frequency greater than the inverse 
time-scale of hydrodynamic phenomena, we can use the time-average of the electric forces. The 
theoretical model concerning the particle motions and pattern formations presented includes only 
two forces acting on the particles, namely, the dielectrophoretic force [1] and the viscous drag, 
and requires no fitting parameters: 

311 dr - Uf(r) = a2cOCf Re[p(ro)) E2(r) rlt=o =ro (I) 
dt 

where ~ is the complex polarizability of the particle, a is the particle radius, Er is the fluid 
dielectric pern1ittivity, Eo is the vacuum pern1ittivity, 11 is the fluid viscosity, Uj(r) is the local 
fluid velocity, and ro is the initial position of a particle. To calculate the right-hand side of 
Eq.(1), we solved Laplace's equation within our channel (Fig. 1). 
The computed particle motions and pattern forn1ations were found to be in a good agreement 
with experimental data (Fig. 3). These results demonstrate that the expression for the 
dielectrophoretic force which employs the value of the particle polarization measured in low 
fields canbe used for describing the partiCle-motions i11 strong fields. This approachenables one 
to model a broad range of electro-hydrodynamic phenomena in suspensions. 

Image acquisition 
t image snalysls 

('CD cam er~ 

f1uwing 

Figure 1. The channel and optical arrangement for 
image generation, collection, and analysis. 

References 

Figure 2. A flowing suspension. 
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Figure 3. The particle front between 
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(right) electrodes; 2150 Vrms, 10Hz, 
13.4 mllmin 
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ELECTRO-MANIPU LATIO 
--- - - -------

OF PARTICL S~ 
- --

The ponderomotive electric force acting on a 
particle subject to a gradient e'-ectric field is 

~ 
Fe =QE+(P·V)E ~ 

--
- -,- - - :;; -

E lectro ph 9r:~$. j§_~l~~tlte 
motion of a charged 
particle in a DC field 

Dielectrophoresis is 

~ HIGH-FIElD REGION ~ 

E~~ 
the motion of a neutral (' LOW.fIELD REGION 
particle in gradient DC ~ .J 

and AC fields 

The time average 
dielectrophoretic 
force in an AC field 
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Positive Re(B»O 
dielectrophoresis 

Negative Re(B)<O 
dielectrophoresis 



THE M I DIFFICUL TIE 

When the particles and the liquid are not 

perfectljr insulating or llerfectly conducting: 

1. There is 110 quantitative verification of the 

expression for the dielectrophoretic force. 

2. There are n.o constitutive relations for 

the energy and ponderomotive force in 

concentrated suspensions. 
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EXPERIMET AL PROCEDURES 
- ----------

~gm~~~.:&MM!i$MwJ.:;:;w . .).~ ..•. $M, 

@ Requirements to valiCiate a theoryc .. ~" 

Neutrally buoyant • no sedimentation 

particles 

Low particle 

concentration 

AC electric field 

- --------

-- - -- --

----. no interparticle 

interactions 

----. no electrophoresis 

* Suspe~_~!§~ of monodi~perse holl()w ceramic 

spheres in oil (56 cp) 

$ the Maxwell-Wagner expression for the 
* * complex permittivity 
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EXPERIMEN AL ET-U 

Laser sheet 
~. 

3mm~ --.. ~~ .... ~~ 
SOmm Electrodes 
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T RETICAL MODEL 

* The balance of the Stokes drag force and 

the time a-veraged dielectrophoretic force 

'ii The field-induced particle disJ}lacem!!Jli 

dr =U 
dt 

o The characteristic time of dielectrophoresis 
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COMPUTATION 
OF THE ELECTRIC FIELD 
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PARTICLE REDISTRIBUTION IN 
A QUI C NT U ION 

NASAICP-2000-21 0470 

Vmax=2150 V rms, 10 H~ ____ _ 

(a) initial, (b) 80 s, (c) 2 min, 
(d) 5 min, (e) 7 min, (f) 10 min 
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P TICLE FRONT IN 
A QUIESCENT SUSPENSION 

en 
en 
Q) 1.5 -c: 
o --en1 
c: 
Q) 

E __ 0.5 

C 

o 
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Vmax=2150 V rms, 10 Hz 

200 400 600 

Time (s) 

t=37s for Re(~) =-0.048 

t=22s for Re(~) =-0.080 
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PARTI 
IN F 

LE REDISTRIBUTION 
WING SUSPENSIONS 

(a) no electric field 

Vmax=2150 V rms, 
10Hz 

Flow rate: 13.4 (b), 9 (c), 4 (d), 1.6 (e) ml/min 
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PARTICLE FRONT IN 
FLOWING SUSPENSIONS 

Vmax=2150 V rms, 10 Hz 

2-.--------------------, 
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o 
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FLow rate (ml/min) 

~=31s for Re(p) =-0.074 
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PARTICLE POSITION IN 
CHANNEL CR S- ECTION 

(a) tau=31 5 
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COlnputed particle 
positions 

Re(~) ==-0.074 

Re(~) =-0.037 

Vrnax=2150 V rrns, 10 Hz; Flow rate: 13.4 rnl/min 
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LIMI ATIONS OF GROUND· 
BASED EXPERIMENTS 

Requirements 

<:1 Neutrally buoyant suspensions 

- • ., Matching the densities 

<ll Transparent suspensions 

--., Matching the refractive indices 

<§ Visualization techniques 

-.~ Relatively large particles 

Impossible to ,rary--the particle 

polarization over a significant range ! 
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APPLICATIONS 

ELECTRO-FILTER FOR CLEANIING 
CONTAMINATED FLUIDS 
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APPLICATIONS 

MICRO-FLUIDIC DEVICE 

174 chambers on a 4"- silicon wafer 
3rnrnx6rnrnx3llrn, 54 nL 

Negative dielectrophoresis of cells 
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ENGINEERING NOVEL BIOCOLLOID SUSPENSIONS 

Daniel A. Hammer l
, Amy L. Hiddessen l, Steve Rodgers l, and David Weitl 

IDepartment of Chemical Engineering, University of Pennsylvania, Philadelphia, PA 19104 and 
2Division of Engineering and Applied Science, Harvard University, Cambridge, MA 02138 

ABSTRACT 

The diverse use of colloidal suspensions in materials such as paints, lubricants, food, 
pham1aceuticals and optoelectronic devices has fostered extensive development in the fabrication 
of colloidal particles. These colloidal particles may be assembled into complex materials, such as 
gels or solids, driven by interactions between the particles. For single component repulsive 
particles, substantial work has been done to characterize the phase behavior of the colloidal 
suspensions as a function of volume fraction and temperature. Much of this work focused on the 
phase behavior of model hard-sphere suspensions where the interparticle interaction is infinitely 
repulsive at contact and zero otherwise I. In this paper, we explore the use of specific lock-and
key biomolecules to assembly of colIoidal materials through attractive interactions, holding 
promise for the assembly of novel structures at low total volume. Ideally, the ability to control 
both the strength and specificity of the specific interaction should make it possible to control the 
formation of a large variety of material structures with a diverse array of potential applications. 

Bio-adhesion molecules make readily feasible the possibility of making binary colloidal 
alloys. The use of single-sized particles having identical properties ultimately limits the variety 
of structures and useful materials that can be made. Although one may vary the properties of the 
single particle, the range of material structures is always restTicted by the single particle size. 
Bidisperse col1oidal suspensions increase the flexibility in the structure and applications of 
colloidal materials. In a binary suspension, one has control over the material properties of each 
of the two colloidal species, the ratio of particle sizes, the volume fractions of the two species, 
and the total volume fraction. These additional parameters greatly increase the range of possible 
structures that can fonn. In fact, many more crystalline states can be formed from bidisperse 
colloidal materials than from monodisperse materials. As a result, considerable attention has 
been paid to the fommtion of binary alloys using mixtures of colloidal particles. By placing the 
lock on one type of bead, and the key on the other, one can direct the ordered assembly of unlike 
particles through the specificity of the lock-and-key interaction. 

In this paper, we have used a relatively weak biological adhesion interaction to assemble two 
types of colloidal particles. Our laboratory has worked with selectinlcarbohydrate interactions for 
many years; these molecules are found in the immune system and mediate blood cell adhesion to 
blood vessel walls2

• While specific, they are weak, with off-rates on the order of several sec-I; 
thus one can expect that binding would be reversible at low densities. At high densities, the 
adhesion would be irreversible. Thus, the structure orthe colloidal system containing these 
molecules would be tunable, depending on the density of molecules used. 

We developed bidisperse biocolloidal suspensions consisting of 0.94 11m (further denoted as 
"A" particles) and 5.5 11m (further denoted as "B" particles) polystyrene microspheres coated 
with E-selectin (further denoted as a) and the carbohydrate sialyl-Lewisx sLex (further denoted 
as P) molecules, respectively. USIng this unique system, we haveconfinned our hypothesis that 
binary structures can be formed through attractive, heterotypic, biological interactions. 
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Moreover, we have shown that a variety of binary structures, from colloidal micelles (a 
single large particle coated with smaller particles) and binary colloidal clusters (panel A, with a 
number ratio ofNNNB = 200), to clusters (panel B, NAI'NB = 100), to elongated chains (panel C, 
NNNB = 10 & panel D, NA/NB = 2), can be made by decreasing the number fraction of small to 

A 

D 

NASAICP-2000-210470 

large particles. The adhesion is specific, and can 
be reversed by the addition of a calcium 
chelator, since selectin interactions depend 
critically on the calcium concentration3

. We 
project that additional manipulation of the 
number ofE-selectin (a) and sLex (~) 
molecules per particle will allow us to use this 
same system to test our hypothesis that weaker 
(low affinity) interparticle interactions can lead 
to the fom1ation of equilibrium (perhaps 
crystalline) states, rather than kinetically
trapped non-equilibrium structures. 

In more recent experiments, we have shown 
that the aggregation of small and large particle 
can spontaneously reverse itself at low densities 
of the of the molecules. We have observed small 
particles moving by Brownian motion into 
contact with large particles, docking, and then 
releasing within seconds to minutes. Thus, it 
appears we have achieved our original goal of 
making binary colloidal alloys using reversible 
bioadhesion, and it remains to be seen if the 
reversibility will allow us to achieve the self 
assembly of crystalline materials. 
References: 
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ABSTRACT 

NON-COALESCENCE IN MICROGRA VITY: 
SCIENCE AND TECHNOLOGY 

G. P. Neitzel 
The George W. Woodruff School of Mechanical Engineering 

Georgia Institute of Technology 
Atlanta, GA 30332-0405 

~~ --~-~ -

The existence of either a permanent non-coalescent state between two bodies of the same 
liquid or a non-wetting state between a liquid and a solid normally wetted by that liquid is 
something which has come to light only recently. Research by Dell1\. versana et at. [1-3] has 
demonstrated that the physical mecnanism responsible for both the non-coalescence and non

CAli 
chp 

Figure I. Schematic of the self-lubricating 
mechanism. 

wetting phenomena i§ the existence of 
lubricatingfill11 ()f gas preventing the subject 
liquid surfaces-or the liquid and solid 
surfaces from coming into contact with one 
another. This gas film may be provided via 
standard lubrication techniques of forcing 
relative tangential motion between the 
surfaces in question or driven by 
thermocapillary effects due to the 
temperature difference between the bodies 
(see Figure 1). For cases in which 
thermocapillarity is the responsible 
mechanism, we have referred to such 
systems as self-lubricating. 

It is clear from Figure 1 and from a knowledge of lubrication theory that the film sustaining a 
non-coalescent or non-wetting state is supporting a load. Further, this load is clearly 
dependent on the properties of the liquid and the surrounding gas. Our recent work has 
begun to quantify these dependencies and also to explore ways in which self-lubricating 
systems might be employed in a technological fashion. Two of the most attractive 
characteristics of such systems are i) the load-carrying capacity just mentioned and ii) the 
fact that the lubricating film provides a virtually frictionless "contact" between the two 
surfaces in question. 

We have found that the loads capable of being carried by self-lubricating systems in 
terrestrial environments are at least several times the weight of the liquid droplets employed 
and that this load scales with the radiusR of the droplet. While the sizes of these systems are 
naturally limited in terrestrial environments, establishment of self-lubricated systems of 
several centimeters in size has already been demonstrated in microgravity[ I] and these 
theoretically possess the capability of supporting quite massive loads. This is one of the 
potential technological applications weshall examine. 
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Although we have learned much in the course of our previous research, there are still 
unanswered scientific questions which must be considered along with the development of 
self-lubricating systems as a technology. For instance, we have observedl)] for large drops 
in "contact" with baths of the same liquid that, under certain conditions, the flow in the drop 
becomes unsteady. It is presumed that this unsteadiness is a result of the same hydrodynamic 
instability responsible for the transition from steady to oscillatory flow in liquid bridges. 
While we have also observed this for non-wetting situations but not for drop-drop non
coalescence, this has not yet been examined in a systematic way. Its importance from the 
standpoint of the technological application mentioned above is c1ear--- one would not want 
flow oscillations transmitted to the load being supported. While a theoretical treatment of 
this stability problem is feasible, the level of disagreement between theoretical and 
experimental results for the liquid-bridge problem suggests that such an analysis may not be 
adequate to guarantee the avoidance of oscillations in practice. Hence, these studies shall be 
experimental in nature to map out regimes to be avoided in practice. 

Also of interest is the response of self-lubricated systems to an external vibratory 
environment. The existence of ''g-jitter'' aboard manned microgravity platfonns is well
known and the subject of fonner and curre_nt study due to its potential impact on fluid 
systems [4, 5]. Of interest to the potential technological development of self-lubricated 
systems is the influence of g-jitter on the mechanical stability of the system (i.e., is there 
faiTur-e-of the lubricating film or of the pinned contact line in such cases?) as well as the 
potential damping characteristics of such oscillations and how effectively or ineffectively 
these vibrations are transmitted to the suspended package. 

One ultimate objective ofourresearchii to develop a set of flight experiments to 
demonstrat~ one or mor~ technologicaT-Capplications 'of self-lubricated systems in 
microgravity' environments. Tn order to best -design these experiments, further scientific 
questions regarding the behavior of self-lUbricating systems need to be addressed and 
answered. The need~for a inicrogravity environment to pursue questions of technological 
development of self-lubricated systems is clear. The benefits to be gained from the 
successful completion of this research are alsp evident. Tn addition to increased quantitative 
knowledge of the behavior of self-lubricated systems, potentially useful technologies will 
result which could have positive implications for future microgravity experimentation and 
space exploration. 
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Abstract 

Critical Velocities in Open Capillary Flow 

Uwe Rosendahl, Michael E. Dreyer, Hans J. Rath 
Center of Applied Space Technology and Microgravity (ZARrvf) 

University of Bremen, Germany 
Email: rosend@zarm.uni-bremen.de 

A forced liquid flow through an open capillary channel with free liquid surfaces is investi
gated experimentally under low gravity. Since the free surfaces can only withstand a certain 
difference between the liquid pressure and the ambient pressure the flow rate in the channel 
is limited. The maximum flow rate is achieved when the surfaces collapse. The aim of the in
v(""3tigation is to determine the limitation of the flow rate and the corresponding critical flow 
velocity. The investigations were performed on board the sounding rocket mission TEXUS 
37 providing a microgravity environment of 1O-4g in all axis for 6 minutes. 

Introduction 
As shown in Fig. 1 the channel consists of two parallel plates and the liquid volume inside 
forms free surfaces at the sides. The liquid is pumped through the channel with a constant 
volume flux Q. Due to friction and change" in cross section the liquid pressure decrease'> 
in flow direction s depending on the flow rate. To achieve stationary flow condition,> the 
difference to the ambient pressure Pa has to be balanced by the capillary pressure of the 
free surface. The capillary pressure is proportional to the curvature of the free surface and 
consequently the curvature decreases in flow direction. 

volume flux Q 

Figure 1: Model of the channel consisting uf two 

parallel plates. 

QI QI 

Figure 2: Schematic drawing of the TEXUS ex

periment modllie. 

Thus the radius of curvature R at the outlet is smaller than the radius at the channel 
inlet. 'Vhen Q is increased the radius of curvature at the channel outlet decreases further. 
The limit approximately is reached, when R equals half the plates distance. The surfaces 
collapse and stationary flow is no longer possible. Gas ingestion occurs at the outlet.. 

TEXUS experiment 
For determining the maximal volume flux a TEXUS experiment module was developed. The 
core of the module, shown in Fig. 2, consists of the fluid reservoir, the compensation tube 
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and the capillary channel (length 47 mm, breadth 25 mm, plates distance 5 mm). Two gear 
pumps adjustable in 0.05 ml/s steps enable the flow through the channel. The supply pump 
drives the liquid of volume flux Q1 through an annular gap at the bottom into the fluid 
reservoir. Via a nozzle especially designed to achieve best velocity distribution the liquid 
accelerates into the channel. A second pump withdraws the liquid at the outlet. Differences 
in volume fluxes are balanced by the compensation tube (i. d. 45 mm). For evaluating 
the surface contour by digital image processing the channel view is divided into two picture 
details each observed by a CCD camera. All experiment procedures can be hand controlled 
via telescience. 

Q = 6.0 mils Q = 8.5 mils Q = 9.1 mils Q > 9.1 mils 

Figure 3: Liqllid flow betweell two parallel plates at different volume flux (upper camera view). The 

camera view is perpendiclliar to the top plate referred to the model in Fig. 1. Since the plates are 

trFln><parent the free surface appears as a dark contour. The flow at Q > 9.1 mils is no longer stationary. 

After the experiment was launched the channel and compensation tube had to be filled at 
first. The filling procedure worked well without any loss of liquid into the observation cham
ber. Starting with a stationary flmv at low Q the volume flux was increac;ed in large steps 
(0.5 mIls) up to the critical value. The_first three pictures in Fig. 3 show the increase of 
the free surfaces's curvature leading to reduction in flow cross section, but stationary flow 
conditions are still prec;ent. The volume flux refcrring to the lac;t picture is above the critical 
value and leads to a collapse of the free surface. 

Results 
For the fine approach the step size wac; changed to 0.05 mIls and the critical volume flux 
wac; determined as Qc = 9.1 ± 0.1 ml/s (Silicon Fluid 200 DOW Corning 0.65 cSt at 20°C). 
This result ac; well as the evaluated surface cQl1tours not discussed in detail here show good 
agreement with theoretical predictionfi availablc from a 1<1 model [1] and 3d computations. 
Further work ac;suming the critical fluid velocit.y as a characteristic signal velocity ifi under 
preparation. 

The funding of the TEXUS 37 flight by the European Space Agency (ESA) and funding 
of the research project by the German Aillospace Center (DLR) is gratefully acknowledged. 
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Geophysical Flow/Experiments in Rotating ~~iierical Capacitors 

John Hegseth, Department of Physics 

University of New Orleans, LA 70148 

ll1ennal convection in spherical geometry includes many important situations in 
physics, chemistry, and engineering. Spherical geometry is especially important in 
geophysical flows, a class of flows providing insights into geology, meteorology, and 
planetary science as well as inspiring such concepts such as detemlinistic chaos and two
dimensional turbulence. In planetary atmospheres, oceans, mantles, and cores the rapid 
rotation, the density stratification, and the spherical geometry are considered fundamental 
features in large-scale geophysical fluid dynamics. The latitude dependent Corio lis force 
and the strongly non-linear equations of motion in geophysical fluid flows have lead to a 
dependency on asymptotic mathematical methods and computational methods for 
theoretical Wlderstanding. Much of the data regarding geophysical flows has come from 
direct planetary observations. These observations are made with little or no control over 
the many complicated factors influencing the flow. Although no experimental system is 
perfect, an experiment never misses a nonlinear interaction and may be accessible to a 
wide range of parameters. At the very least, a well-controlled experiment can provide 
important infonnation to help validate numerical models. 

In our proposed experimental system, a central-force is applied to, 
incompressible, compressible, and two-phase fluids in spherical geometry. The central 
force is created using an AC electric field in a spherical capacitor filled with dielectric 
fluid between the spheres. A fluid may be made compressible or two-phase by controlling 
a sample fluid's density and ambient temperature. In other words, our system is filled to 
the critical density and is placed near its liquid-gas critical point by controlling the 
ambient temperature. Because of the temperature dependence of the dielectric constant 
and the temperature dependence of the fluid denSity, a buoyancy force drives a flow 
when the inner sphere is heated to a higher temperature than the outer sphere. Our 
previous work was limited in geophysical similarity because our system was not rotated 
and it is also subjected to the usual gravitati®huoyancy force from the earth that breaks 
the spherical synmletry. Our proposed new system will be rotated in micro-gravity. In 
this talk I will survey our previous results and discuss our proposed experimental system. 

Real time holographic interferometry and shadow-graph visualization are used to 
study convection in the fluid between two concentric spheres when two distinct buoyancy 
forces are applied to the fluid. The heated iODer sphere has a constant temperature that is 
greater than the outer sphere's constant temperature by ~T and an AC voltage difference, 
Ll V, is applied between the inner and outer spheres. The resulting electric field gradient in 
this spherical capacitor produces a central polarization force. The temperature 
dependence of the dielectric constant results in a radial buoyancy force that is especially 
large near the inner sphere. The nonnal buoyancy is always present and, within the 
parameter range explored in our experiment, always results in a large-scale axi
synmletric cell with the axis along the vertical. We have found that this flow becomes 
unstable to toroidal or spiral rolls that travel vertical1 y upward when Ll T and ~ V are 
sufficiently high. These rolls start near the center sphere's equator and travel vertically 
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upward. The onset of this instability depends on both the temperature difference ~ T and 
the voltage difference ~ V and these two quantities appear to be related, within the 
parameter range accessible to our experimental system, by a power law. Measurements of 
the heat transfer show that these traveling rolls increase the heat transfer at onset. Far 
above onset the heat transfer may actually decrease with increasing ~T. The traveling 
roll's frequency increases with increasing ~ T near onset and with increasing ~ V far above 
onset. These results have been interpreted in temlS of the flow structure that includes a 
themla1 boundary layer-like behavior with a width that increases from the bottom pole to 
an unstable "latitude" near the equator where the rolls appear: 

By varying the ambient temperature of the capacitor tilled with near-critical fluid, 
we have observed the effects that an applied voltage has on the fluid during a parabolic 
flight. Although we had hoped to observe and verify that a spherical density gradient is 
produced in the fluid, the actual conditions in flight did not allow this to happen. We did, 
however, see clear evidence of the existence of the influence of this force on the fluid. 
Below the critical temperature the liquid was clearly attracted by the polarization force 
while the gas was repelled. Figure I shows the this repelling effect on a bubble that is 
pushed to the outer sphere. As can be seen the electric field attracts the higher density 
liquid toward the center electrode where the electric flux is higher. 

In the Og to 2g part of a parabolic flight and above the critical temperature, a 
supercritical fluid fomls a vertical density gradient because of its very high 
compressibility. The resulting horizontal near-critical fluid layer is clearly modified by 
the electric field, i.e., the higher density fluid is attracted toward the inner sphere. Figure 
2 shows that the initially horizontal layer is defomled by attracting higher density fluid 
toward the inner sphere while the lower density fluid moves away producing the curved 
layer shown. 111ese experiments clearly suggest that geophysical analogies using near
critical fluids in micro-gravity are possible when this system in heated and rotated. 
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THE EVOLUTION OF TENSILE STRESSES 
IN UNIAXIAL ELONGA TIONAL FLOWS OF DILUTE POLYMER SOLUTIONS 

SUBJECTED TO A KNOWN PRESHEAR HISTORY 

Shelley L. Annal and Gareth H. MckinIey2 
IDivision of Engineering and Applied Sciences, Harvard University, Cambridge, MA 02138, 

2Department of Mechanical Engineering, M.lT. Cambridge, MA 02139 

INTRODUCTION 

Complicated deformation histories make the extensional behavior observed in many strong 
flows of polymeric liquids extremely difficult to characterize precisely. TIle generation of a 
homogeneous uniaxial deformation flow in a microgravity environment is the goal of the 
Extensional Rheology Experiment (ERE). hl advance of obtaining flight data from this 
experiment, we attempt to gain insight into the effect of complex deformation histories by 
imposing a known and controlled preshear history on a liquid bridge prior to imposing a nearly 
ideal tmiaxial elongational flow in a Filament Stretching device. The instrument can apply either 
steady shear flow perpendicular to the stretching direction, or oscillatory squeeze flow parallel 
to stretching. We observe that oscillatory, parallel pre-straining accelerates strain hardening in 
dilute polystyrene-based polymer solutions, while steady, orthogonal preshearing delays strain 
hardening. These results are qualitatively consistent with the predictions of the fmitely 
extensible nonlinear elastic (FENE) dumbbell model. 

Recent experimental and numerical studies of stretching DNA chains by Chu & co-workers 
[1,2] show that the transient evolution of the polymeric microstructure is very sensitive to the 
initial configuration of the chains. Larson [3] recently reported results of Brownian dynamics 
simulations investigating the effect of preshearing on the molecular configuration of the chain. 
The simulations showed that preshearing reduces the occurrence of folds and kinks in the chain 
conformations observed during subsequent uniaxial elongation. Simple shear flow 
perpendicular to the stretching direction yielded a faster approach of the transient tensile stresses 
to the steady state plateau. 

The filament stretching rheometer presents new possibilities for investigating preshearing 
effects more quantitatively than has previously been possible. We examine the effects of 
(i) steady shear flow perpendicular to the stretching direction, and (ii) oscillatory squeeze flow 
parallel to stretching, on the transient stress growth in a dilute polymer solution. 

EXPERIMENTAL CONFIGURATION 

c:??'zI ~ 

_

R 

L1.JM/'::::::r: r R(z, 

F,(t) ~ 
(a)~ 

L(f) 

Figure 1. Schematic diagram of filament stretching with prior 
deformation imposed. Pre-deformation is either (a) orthogonal, 
rotational preshearing. or (b) parallel, oscillatory pre-straining. 
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In a filament stretching device such as that 
shown in Figure 1, a small cylindrical fluid 
sample fills the gap between two circular 
endplates, which are then moved apart using 
an open-loop control strategy [4] such that the 
mid-filament diameter decreases exponentially: 

Dmid (t) = Do exp( -0.5£0/), (1) 

where Do is the plate diameter, and En is 
the strain rate. The tensile force on the 
endplate, Fn(t) is monitored along with the 
diameter and, after applying an appropriate 
force balance on the fluid column to account 
for surface tension and gravity [5] the 
dimensionless extensional viscosity, or 
Trouton ratio Tr, is computed from the raw 
quantities: 

1869 



T ( ) = r;+ (Eo,!) _ [Tzz - Trr] _ Fp(t) 
1 r E - -. - 2 ' (2) 

110 110 EO 11oEo n( Dmid(t)j2) 

where rr+ is the transient extensional viscosity, and 110 is the zero-shear-rate viscosity. The 
Trouton ratio is measured as a function of the deformation in the filament, or the Hencky strain, 

E, which is computed from the mid-filament diameter profile, E = -2 hl( Dmid(t)j Do). Finally, 

the Trouton ratio is measured as a function of the dimensionless stretch rate, or Deborah 
number, where Az is the Zimm (longest) relaxation time of the fluid determined from linear 
viscoelastic measurements. 

Our filament stretching device has been modified to impose the two types of pre-deformation 
history mentioned earlier. To achieve oscillatory squeeze flow parallel to the stretching 
direction, a cyclic motion profile is downloaded to the linear motors that control the elldplates. 
To generate a steady shear flow in which the principal flow direction is orthogonal to the 
direction of stretching, the upper plate is rotated using a DC motor. The range of rotation rates 
attainable is approximately 1.5 :s; !2 :s; 30 rad/s. 

RESULTS 
Filament stretching experiments were carried out using a dilute polystyrene solution at a 

fixed Deborah number, De i! 11, and a range of oscillatory or steady preshear rates. The value 
of De was chosen to minimize effects of sagging due to gravity on the stretching ftlament under 
I g, and also to maximize the Hencky strain achievable within the physical limits of the 
rheometer. At this Deborah number, a final Hencky strain of EI i! 5.6 is realized, allowing the 
transient tensile stresses to approach a steady state value. Transient tensile forces are shown in 
Figure 2 for the oscillatory pre-straining experiments. TIle tensile force profiles measured 
during subsequent stretching show similarqualiiative shapes, but the quantitative response of 
the fluid shows a 'memory' of the pre-oscillation frequency. 

~ ;~~ ~~~~~~~m~\ J' I:.t.. 0.0001T' . Y ~ 
-0.004 

De=ll 
-O.OOR 

-0.012 ~_~L •• ~ •. 1 I.~~.~ 

27.0 28.0 29.0 30.0 31.0 32.0 33.0 34.0 
1 00 _L._~-L...-~ 

0.0 1.0 2.0 3.0 4.0 5.0 6.0 

Time [sec] Hencky Strain 

Figure 2. Effect of parallel, oscillatory pre-straining on tIle Figurf' 3. Effect of parallel, oscillatory pre-straining on the 
transient tensik forces for PS025. (0, Wi! = 0;0, Will = 2.39; transient extensional viscosity of PS025. (0, Will = 0; 
0, Wii = 12.2; 6, Wii = 61.1) 0, W~ = 2.39; 0, Wii = 12.2; 6, Will = 61.1) 

The evolution in the transient Trouton ratios computed from the measured force and radius 
profiles are shown in Fig. 3. Without pre shearing, dilute polymer solutions yield transient 
Trouton ratios that are nearly independent of Deborall number. The shape of the Trouton ratio 
curve is dependent on the pre-oscillation frequency. At all frequencies, the rate of stress growth 
is greater than it is in the no pres hear case, and the steady state plateau value is reduced; 
however, the dependence is not monotonic. Preliminary calculations show that tIils non
monotonicity is consistent with the predictions of the FENE constitutive equation. 

REFERENCES 
[1] DE Smith and S. Chu, Science (1998) 281 1335-1340. 
[2] R.G. Larson, H. Hu, DE Smith and S. Chu, 1. Rheol. (1999) 43 (2) 267-304. 
[3] R.G. Larson, (2000) preprint for submission to Rheol Acta. 
[4] S.L. Anna, C. Rogers and G.H. McKinley, J. Non-Newtonian Fluid Mech. (l999)~ 307-335. 
[5] P. Szabo, Rheol. Acta (1997) 36 277-284. 
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ACOUSTIC STUDY OF CRITICAL PHENOMENA 
IN MICROGRA VITY 

M. R. Moldover,! K. A. Gillis,! and G. A. Zimmerlf 
!Process Measurements Division, NIST, Gaithersburg MD 20899-8360 

2National Center for Micrgravity Reserch, MS 110-3, Cleveland OH 44135 

We plan an acoustic study of xenon near its liquid-vapor critical point in microgravity. We will 
use a novel, compact acoustic resonator in microgravity to detennine both the speed of soundc 
and the bulk viscosity <;. In lowest order, the resonance frequencies detem1ine c and the "quality 
factors" of the resonance modes detem1ine <;. In micro gravity , the data for c; will be a factor of 60 
closer to the critical temperature T

" 
than is possible on earth. TI1e microgravity data will provide 

the most rigorous possible test of the fundamental theory for <;, i. e. the theory for the time
correlations of pairs of critical fluctuations. By using both Helmholtz and organ-pipe modes of 
the same compact resonator, the acoustic data will span a 30: 1 frequency ratio at unusually low 
frequencies: 120 Hz to 4 kHz. Within 6 mK of Te> where the reduced temperature t == (T - Tc) I Tc 
< 2x 1 O's, the critical fluctuations are so slow that the equilibrium condition: (acoustic frequency) 
x (fluctuation lifetime) « 1 is violated, even at 120 Hz. In this very-near-critical region, cis 
frequency-dependent and the attenuation of soundis dominated by <;. Further from the critical 
point, where t> 2x 10-5

, the low-frequency speed-of-sound data obtained in microgravity will 
detem1ine the constant-volume heat capacity Cv , perhaps with higher resolution than direct 
measurements of Cv. If so, the acoustic data will further constrain the theory for the "crossover" 
of Cy from an asymptotic divergence with the critical exponent (a) to non-critical behavior. The 
quality-factor data will test the theory of the thennal boundary layer in heretofore inaccessible 
ranges of frequency and fluid properties. 

The planned experiment will exploit hardware tliaflwo of PIs (Moldover and Zimmerli) helped 
develop for the Critical Viscosity of Xenon (CVX) experiment. The CVX flight package 
consisted of two "Hitchhiker"canisters that can be accommodated by many Shuttle missions. In 
1997, the package was flown in the cargo bay of the shuttle Discovery (STS 85). The package 
success fully measured the shear viscosity of xenon 100 times closer to Tc than ground-based 
experiments and it produced the first reliable measurements of visco-elasticity near any critical 
point. With minor modifications, the proposed experiment will use the CVX flight thennostat 
and hardware for temperature measurement and comrol. 

Two of the PIs (Gillis and Moldover) developed the double Helmholtz resonator (now called the 
"Greenspan acoustic viscometer") to measure the viscosities of gases accurately. To date, no 
acoustic viscometer has been operated with a near-critical fluid. TIms, the first task is to design 
an acoustic viscometer for use with a near-critical sample of xenon. This may require modifying 
electro-acoustic transducers and developing a surface coating for the viscometer's interior. 
Extensive tests will be required to verify that the viscometer operatesin accord with the theory for 
the instrument. Then, the viscometer will be used to make the best possible measurements of c 
and c; on earth over the full range of accessible frequencies, These measurements will be used to 
define the micro gravity experiment and they will be used to compare ground-based and 
microgravity data. 
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Acoustic Study of Critical Phenomena.in Microgravity 

What is the Problem? 

bulk viscosity 

liquid-vapor critical points 

Proposed experiment· 

requirements 

low frequency, fine temperature resolution 

fine bulk viscosity resolution 

Greenspan acoustic viscometer (Helmholtz resonator) 

We are imitating CVX: a successful measurement of the 

critical anomaly of the viscosity of xenon in microgravity 

cvx hardware 

cv>( results 
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Definition of shear viscosity 1] and "bulk" or " second" viscosity ( 

in terms of pressure tensor P a~' the stress tensor Sa~' the unit tensor UaP 

p ; pu- 2'1S - (( :,.v)u 

Why is bulk viscosity often ignored? 

(1) low densities: 

p ---) 0; 11 -+ constant (l\1axwell) 

P -+ 0; _ t; -+ 1'/ X p2 = 1'/ x -4 

(
volume of mOleCUles) 2 0 
volume of container -

(2) high densities 

liquid xenon: ( ~ 0.3 fJ, but liquids are "incompressible" 
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When is bulk viscosity important? 

(1) low densities: 

polyatomic gases andhigb if /p) 

sound absorption 

tJ ( ( 1) c 2 C relax Wi ) +-+-+y-
P P . CO Cpl +'(an)2 

t \f 
heat cond ~ bulk viscosity t 

viscosity internal modes relaxing 

Equilibrium 
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When is bulk viscosity important? 

(2) critical point: 

monatomics behave like huge polyatomics with a distribution of relaxation times. 

r == 6nYf(3/(kBTc) .rot -v(3+~) ~ r t -1.93 
o 

In a very loose sense, near-critical xenon behaves like a gas composed of polyatomic molecules. The density fluctuations in near
critical flujds arc characterized by size ~, the .corrclation length, and a relaxation time 7:, The relaxation time is defined in terms of, 
and 17 by [Here, T is the temperature, t:: (T - T JITc L'i the reduced temperature measured from Te.] As t-O, the correlation length and 
the viscosity diverge as , = ~ofv lOj'ol-O·63 and 11 to: l1of°.CI41 • 

lO·1 ~ ~-,",-0 .p+ :::::;-:::: 

~ 10-' r 3': - 0!Iu.k;l - Oou.ki 

1 
- FM. uymplOtic 

- FM.:uymp!Otic 
10.2 

- - FM. non-asymptotic 

~ 
- - FM: bOQ~ymptacic: IMfu 

0'.:).. He4 

He4 WR.M: 

D(w·) 10'3 RWM go! o 0.5 MHz. I 
o 0.5 

10'2 ~ + L.O 

1 + 1.0· 

v+ , 

v 1.5 

v ].5 GDM: 

10-4 • 3.0 
• 1.0 MHz 

- s.o 

10,3 
I I t I I 10'5 10-3 10-2 10-1 10° 101 102 103 }O4 lOS 106 

10'2 10,1 100 .101 102 
103 104 105 

CO.. 2rri/ r( E) \ I" 0 J" '" '6-- hef r .J 
!~ or? (J). -2ml r( e) 

Fig. 4. The comparison of the sound attenuation data versus the reduced Fig. 5. The comparison of dispersion data versus the reduced frequency w* 
frequency Q)* for "He a~d 4He from different ex.periments, Roe el al. for .~Hc and He' from ~ifTerent experim.ents. ~oe elal, (RWM). (~M) and 
(RWM). (RM) ~d DOIron et al. (DGM),9-1 1 and comparison with DOiron 1:1 aI, (DGM). \ II and companson with theory by Onukl and by 
~eory ~Y On,ukt ~nd by Folk and Moser (FM):u The uncertainty Folk and Moser (FM),"s 
In the . He dispersIon data at all frequencies is JD = + 1 x 10 -4 fori. 
e < 0.01. This reduced temperat1J,re corresponds to co* = 0.07 and 0.7 fOf' 
f"", 0..5 MHz and 5 MHz. (See Table 1 and Aopendix B.) 
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The critical point 

The critical point is the highest temperature where 
liquid and vapor can coexist in the same container. 

10110 ':.L 

100 k" 
liquid critical 

10 point 
vapor 

1 

0.1 -fi5~~~----r---.,.---,.-------1 

-200 -100 o . 100 

. T'emperature (~ie.) 

Near the critical point: 
-Density fluctuations are greatly amplified, thus 
affecting the fluid's properties, including viscosity_ 
-The fluid becomes extremely "soft" and compresses 
under its own weight in Earth's gravity. 
-Heat diffuses extremely slowly_ 
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Density stratification 
in Earth's gravity' 

-All fluids compress under their own weight. 

-Compressibility diverges ~ear the critical point. 

p(ap 1-- - -p ap 
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air at ambient temperature 

. xenon at Tc + 30 mK 

xenon at 7;; + 0.3 mK 

gravity 
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Critical Viscosity of Xenon 
Microgravity measurement 

of viscosity near the 
liquid-vapor critical point 

CVX flew on Space_Shuttle flight STS-85 
. in August 1997. 

Microgravity allowed: 
-Measurements 100 times closer to the critical point 
-First direct observation of the increase of viscosity . 
-First measurement of viscoelasticity (complex viscosity) 

Principal Investigators: 
Robert F. Berg and Michael R. Moldover 
National Institute of Standards and Technology 
Gregory A. Zimmerli 
National Center for Micrgravity Research 

Project Management & Funding: 
NASA Lewis Research Center 
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Comparision of ultrasonic and Helmholtz techniques 

method Ultrasonic Helmholtz 

Resonator 

frequency range 0.5 MHz - 1.5 MHz 120 Hz - 3800 Hz 

mr=l@t= 3xlO-3 2.4 x 10-5 

resolution in ~ ",,5% 0.5 %? 

frequency ratio 3:1 ·32 : 1 

temperature ratio . 1.8 6 

min t @ 1 g (1 cm) 8x10-4 8xlO-4 
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GRC Microgravity Science Program 

Fluids and Combustion Facility 

On-Orbit Assembly Through Phase 2 

4 



N
A

S
A

/C
P

-2
0

0
0

-2
1

 0470 
1913 



z » 
(/) 

~ 
§ 
I:":' 

~ 
--l 
o 

\Cl -+-

,Ii 

GRC Microgravity Science Program 

Fluids and Combustion Facility 

ISS in 2007 

• 2M lines of flight code 

- 4M lines of ground/test code 

• Integrated logistics program consisting of: 

- 5 different vehicles visiting"'" 14 times each year 

• STS (5), Progress (5), Soyuz (2), HTV (I), ATV (1) 

- 4 launch systems in different countries 
I 

• Shuttle, Ariane, Soyuz, HII 

- More than 40,000 items to track on orbit at any given time 

- 2 crew rescue vehicles attached to ISS 

• (CRV /Soyuz) 

- 10 - 20 EV As per year 

• Russian, U.S. 
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GRC Microgravity Science Program 
Fluids and Combustion Facility 

ISS, The Overall Challenge 

Building and assembling the ISS is a major undertaking with no parallel in 
the history of space flight 

• Involves 16 countries, 47 major elements, and more than 100 smaller ones 

• Requires 47 space flights just to assemble (38 shuttle and 9 Russian) 

• At assembly complete, ISS will consist of 1 million pounds of hardware 
orbiting the earth every 90 minutes with 6 laboratories available full time to 
conduct research for at least 10-15 years 

More than a half million pounds of hardware has been delivered to the 
Space Station Processing Facility at KSC, where it is undergoing integrated 
testing and preparation for launch 

• Hardware for 9 of the next 10 flights is currently at KSC with more on the way 

• Testing and preparation of the hardware is complete for some elements and 
progressing well for the remainder 

• The hardware will be ready to meet the launch schedules for the upcoming . 
mISSIons 
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• Cell and Tissue Science· 
• Advanced Medical and 
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GRC Microgravity Science Program 
Fluids and Combustion Facility 

Facility for World-Class Research U.S. Laboratory Module Interior 

II'III!IIIIIIIIII 11'1 11111'1111 ___ ,_1_11111.'11 ql'II'I'I"I"''!III!nII.II~lllllIlllnlllllllll 111111 I 11111111'11 •• 1'111~1.llln"'1I1 II 1111._' ,.,.",,11" 

11 



~ 
CIJ ;po 
n 
'I 
t-..l 

§ 
tJ 

i2 
-..J 
o 

..... 
\0 
t-..l 
o 

Payload 
Integration 
Equipment 

Middeck 
Locker 
payloads 

" 

GRC Microgravity Science Program 

Fluids and Combustion Facility 

Expedite the PRocessing of Experiments to Space Station -
EXPRESS 

''"Dra~ei'· .... : ... 
Class 
Payloadfi 

Rack 
Essentials 
Package 

International 
Standard 

Payload Hardware 

Developed by: MSFC 

Launch Date: 2001 

I 
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GRC Microgravity Science Program 

Fluids and Combustion Facility 

Microgravity Science Glovebox 

Work Volume: 255 liters 
Power Available: 1 KW (for PI usage) 
Containment: 2 Levels 
Video: 3 Color Cameras 

1 B&W Camerq 
4 Digital Recorders 

Managed by: MSFC 

Developed by: ESA 

Launch Date: September 2001 
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Variable Background illumination 

Variable Lightsheet (f. Velocimetrie, PIV) 

Schlieren 

Wollaston/Shearing Interferometer (var. Sensitivity) 

Electronic Speckle Pattern Interferometer (ESPI) 

Holographic Interferometer (with TPC) 

Holography 

Standard Recording with dig. CCD (1 K_, 30 Hz) 

Frontmounted CCD Cameras (Highspeed, Highres., Film) 

Experimentspec. Diagnostics (Tomograph., LDA, spher. 
Optics, direct Laserbeam, etc.) 

• digital + analog Videointerfaces at Exp. Container 

Video Management Unit: 

• Simultaneous Management of 3 CCD-Cameras 

• Intermed. Recording of Video Data (36 GB HDD, Tape)' 

• Variable Videodata Compression (JPEG) 
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Combustion 
Integrated Rack (CIR) 

GRC Microgravity Science Program 

Fluids and Combustion Facility 

Shared Accommodations Fluids Integrated 
Rack (SAR) Rack (FIR) 
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GRC Micrbgravity Science Program 
Fluids and Combustion Facility 

Mission: Fluid Physics Research 
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GRC Microgravity Science Program 

Fluids and Combustion Facility 
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Proto flight Unit 

GRC Microgravity Science Program 

Fluids and Combustion Facility 

FCF Hardware Development Plan 

/ 

:... '1«-, ..... 

ISS 1US Lah{):x;,lt:ory 

~ 

Engineering Development 
Unit 
Remodeled Engineering Unit 

,--mq -
~MSFC 

KSC Diagnostic Simulators 

Ground Integration Unit 
Identical to Protoflight Unit 

Payload 
Training 
Center 
(PTe) Trainers 

20 



~ 
>= n 
"I 
IJ 

§ 
t'-' 
l2 
-..J 
o 

\0 
t..l 
\0 

GRC Microgravity Science Program 

Fluids and Combustion Facility 

Integrated FIRISAR System 

The FCF :concepf.lncludes. th:ede-oelopmentoj.supportsub:syst¢ms . 
and laboratory style diagnostics commonta the discfplinespecific 
researchers. and. then supplements the laboratory with unique 

. sCierl.Ce hardul(JYedeveiopedfor each Prirtciparbtvestigdtor (PI).·. The 
Phmiquehardware cusfomizesthe!adlity in auniqu~I{l~orf}.~C!ry 
configuration to perform a gi'venPIs research effectively. ....... .. .. .. . 

SAR 
FIR 

PI Specific Samples 
• Samples with 

supporting hardware 

Multi-User Apparatus 
• Science Infrastructure 

(hardware/software) items that 
uniquely meet the needs of the 
PIs 

Fluids Integrated Rack/ 
Shared Accommodations Rack 
• Power Supply 
• Avionics/Control • Specific Conditioning 

• Specific Diagnostic • Common Illumination/Lasers 
• Unique Diagnostics 
• Specialized Imaging 
• Fluid Containment 

• Optics Bench 
• Imaging Capture 
• Environmental Control 
• Command and Data Handling 
• Active Rack Isolation 

21 
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GRC Micro,gravity Science Program 

Fluids and Combustion Facility 

FCF Fluids Integrated Rack Overview 

Electrical Power 
Control Unit (EPCU) 

Input/Output Processor 
(lOP) 

Image Processing Packages 

SAMS FF 
Triaxal Sensor 

Head 

Camera 
Packages -----. 

Active Rack Isolation 
Subsystem (ARIS) 

Laptop 
Computer 

Science Avionics 
Package 

Environmental Control 

Illumination & Laser 
Packages 
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GRC Microgravity Science Program 
Fluids and Combustion Facility 

The FIR and SAR Build Upon CIR Subsystems 
Door 

Thermal Control 

Input/Output Process 

Electrical Power Control Unit 
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High Pressure 
Oxygen Gas 

Diluent/ 
Pre-Mix 

Gas 

Removable 
Adsorber 
Cartridge 

GC 
Bottles 

Combustion 
Chamber 

GRC Microgravity Science Program 

Fluids and Combustion Facility 

Combustion Integrated Rack Overview 

Static 
Mixer Assembly 

(Front View) 

Fuel 
Manifold 

Exhaust 

Nitrogen/ 
High 

Pressure 
Manifold 

GC 
Instrument 

Package 

FOMA 
Control 

Unit 

PI Avionics 
Package 

(Rear View) 

Vent 
Manifold 
Assembly 

~~ 

Science 
Diagnostics 

Image 
Processing 
& Storage 

Exhaust 
Vent 

Pumps 
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GRC Microgravity Science Program 

Fluids and Combustion Facility 

FCF Shared Accommodations Rack Overview 

Environmental Control 
Subsystems 
• Water Thermal Control 
• Air Thermal Control (Fan/Hx) 
• Fire Detection and Suppression 
• Gas Interfaces 

Rack 
• ARIS 
• 4 Post ISPR Configuration 

Utility Plate 
• Translates, Folds Out for 

Access 

§ Power Controller 
• Flexible Mounting 

Configuration 
w 

• Electrical Power Control 
• 120 VDC to 28 VDC Conversion 
• Configurable by User Loads 

Rack Door 
• Provides Thermal Containment 
• Provides for Fire Detection 
• Acoustic Noise Containment 

• 16 PU Plate 

Input/Output Processor 
• 4 PU lOP 

"-;;--......---- Rack-to-Rack Umbilicals 

Facility Laptop Computer 
• Station PCS Compatible 

• Fiber 
• Configurable From Front of Rack 

Power, Data, Environmental Control and Structural Subsystems in SAR 
Patterned After Those in FCF Combustion Rack and FCF Fluids Rack. 

1'111111 
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Basic Services 
.PI Volume: 460 liters 
• Rotating Optics Bench 
• Electrical Power 
• Remote Operation CapabilitYil 
• Environmental Control 'i 

• ISS Command and Data Intertac 
• Con trol /Timing 

Illumination & Laser 
Packages: 
• White Light via fiber Weave 
• LED Array 
• Laser Diodes (680 and 780 mm) 
• Nd: YAG 

GRC Microgravity Science Program 

Fluids and Combustion Facility 

FIR Accommodations 

Image Processing & Storage Units 
.Two Independent Image Processors 
·Support for High Resolution Digital Came] 
·18.2 GB Hard Drives 
• Data Compression 
·Motion Control for A 

.. d 1 
_ ... ~."<":':'i::.i . ";"_,, ::i:;:' 

. .-." 

Cameras: 
• Color Camera 
• Hi Resolution 
• Ultra High Speed 

Optical Components: 
• Lenses 
• Collimators 
• Fiber optic cables 

fI' 
Lenses 

Collimating 
Optics 

Laser Diodes Nd:YAG LED Array Optical Fibers 
26 
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GRC Microgravity Science Program 
Fluids and Combustion Facility 

FCF/FIR Customized for Each New Fluid Physics Experiment 

PI Unique 
Apparatus/Diagnostics 

PI Unique Test Cells 

Commonly needed equipment, optimized 
for fluid physics experimentation, 
remains on-orbit and reconfigured 

"' 

PI unique equipment 
customizes the FIR to do the 
required science 
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Optics Bench Front 

Science 

GRC Microgravity Science Program 

Fluids and Combustion Facility 

Fluids Rotating Bench Package Overview 

Optics Bench Concept 

Fluids Integrated Rack 

Optics Bench Rear 

Science Support 

------- FIR Rotating Bench: Operational to Diagnostic Reconfiguration Orientations IIII lIIilllllillllllillllllllllllililili .. 
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GRC Microgravity Science Program 

Fluids and Combustion Facility 

Fluids Rotating Optics Bench Package: 

Optics Plate 
Rail Design 

ummmC> 

./ 

Quick cormect assembly attached Quick cormect assembly mounted 
to baseplate of package in optics plate rails 

PIa tform for PI hard ware 
- 737rn.m x 1016rn.m front bench dimensions 
- 460 liters available volume for PI hardware 

- Allows for infinite reconfigurability for PI 
hardware custom set-up 

Rota ting bench for ease of access to 
back of bench 

Internal Rail Design 
• - High accuracy positioning, 2rn.m and 2 
• degrees point to point 
- Flatness <O.5m.m 
- Quick connect interface for easy crew 
operations 

- Standard Optics Hole mounting also 
available for PI use 

29 
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GRC Microgravity Science Program 

Fluids and Combustion Facility 

FIR Laser & Illumination Packages 

Nd: YAG Laser 
- S32nm Wavelength, solid state laser 

- > SOm W Power to PI hardware 

- Coherence Length ~30m 

HeNe Laser 
- 633nm Wavelength 
- single mode, 1mW Power 

- Polarization ratio SOO:l 

Laser Diodes 
- 680 nm, 10mW and 780 nm, lSmW 

- Supplemental laser diode drive available 
for PI hardware 

LED Array 
- lS0mm x lS0mm, 640nm illumination 
strobing capability, variable intensity 

White Light Source 
Collima ting Optics 

- 2.5 mm beam, <loS milliradians 
divergence 

Diode Laser 
Illumination 

- SOmm beam, <0.8 milliradians divergence 

White Light Source 
- 140mm x 140mm fiber weave panel 

,..,... 1 1 
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FIR Cameras and Lenses 

. High Resolution 
Camera, with mod ular 
design 

Color Camera Bod y 
and interchangeable 
lens 

High Speed Cameras 
- 1024 x 1024 12-bit pixels up to 30 fps 

High Resolution Microscopic Camera 
- 8x magnification for 1 rnrn x 1rnrn field, 3 
micrometer resolution 

Color Camera 
- 484x768 pixels 
- 3 chip design for individual R,G,B readout 

- C-mount lens for interchangeability 

il Ultra- High Speed Camera (Generation 
II) 

- 1000 fps w / significant longer duration 
and higher resolution 
- Enhanced Image ProceSSing & Storage 
Unit 

"Macroscopic Zoom Lens 
- 19rnrn - 100rnrn Fields of View (FOV) 

1 

- 200um x 200um FOV -18rnrn x 18rnrn FOV 
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INTERNATIONAL MICROGRA VITY PLASMA FACILITY (lMPF) 

ABSTRACT 

John A. Goree 
Department of Physics and Astronomy 

The University of Iowa 
john-::ggree(!liliiowa. edu 

The International Microgravity Plasma Facility (IMPFj is a flexible platform for 
experiments dealing with the new scientific fIeld of dusty plasmas. lis a facility intended 
for experimenters worldwide. 

A dusty plasma is an ionized gas containing smaIl particles of solid matter, which 
are charged and interact through a Coulomb repulsion. Dusty plasmas are analogous to 
colloidal suspensions, except that the interparticle medium is plasma rather than liquid, 
and therefore there is no buoyancy to prevent sedimentation. The particles are typically 6 
tim polymer microspheres, and they acquire a charge of approximately -1 ~ e. With a 
volume fraction of 10-5, it is easy to image an entire 3D volume. The damping rate in a 
plasma is reduced by as much as x105, as compared to a colloid. Because of 
sedimentation, only experiments with 2D suspensions are practical under laboratory 
conditions. Microgravity enables a wide class of experiments with 3D suspensions. 

The field of dusty plasmas is growin];rapi~ly, with publications increasing at a rate 
of 25% per year. It is also a highly interdisciplinary field: 

[J In basic science, so-called 'plasma crystals" are Coulomb lattices, analogous to 
colloidal crystals Suspensions can be in a solid, liquid or gas phase. Experiments 
have included structural as well as dynamicalstudies, such as experiments with 
shear waves2 and measurements of the interparticle potentia1.3 

[J In industry, there are oPPo11unities for synthesizing high-value-added materials by 
suspending particles in plasmas. On the other hand, particles in plasmas can pose 
a problem, which must be eliminated, in semiconductor manufacturing. Microchip 
manufacturers have found that dust particle contaminants grow in chemical 
plasmas used to etch and deposit thin films of materials on silicon substrates. 

[J In astronomy, the rings of Saturn, interstellar clouds, comet tails, and many other 
objects consist of dust particles immersed in plasma. The Cassini mission to 
Saturn is the next major opportunity for gathering data on dusty plasmasin space. 

I IMPF has a home page at http://www.microgravitY.net 
2 S. Nunomura, D. Samsonov, and J. Goree, Phys. Rev. Lett. 84,5141(2000). 
3 U. Konopka, GE. Morfin and L. Ratke, Phys. Rev. Lett. 84, 891 (2000). 
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Figure 1. Particle trajectories in PKE (sounding rocket). cross-sectional view. 

IMPFk predecessor is PKE (Plasma Kristall Experiment), which is a series of 
microgravity experiments led by Prof. G. Morfill and funded by the DLR. For its next 
flight, PKE will be uploaded to the ISS in December 2000 aboard a Progress rocket, and 
experiments will be performed by the first ISS crew. Russian partners including HEDRC 
win provide upload and accommodation in the Service Module. Experiments will focus 
on the structure and dynamics of 3D plasma crystals, and their melting. Earlier sounding 
rocket flight experiments were successful; but did not allow sufficient time to explore 
parameter space, or to allow a crystal to anneal throughout the entire suspension. 

The future of dusty plasma micro gravity experiments lies with IMPF, which can be 
uploaded in 2004. We plan for TMPF to become internationalized, for use by 
experimenters anywhere. We propose combining resources from multiple ISS partners, 
including-upload & download, ground-based data archiving, and on-orbit 
acconm1odation, telescience and storage. IMPF has developed a governance body 
consisting of an International Advisory Board with members from 8 countries worldwide. 

Configurations for both basic and applied 
experiments are being developed. The IMPF 
apparatus can be accommodated in one-half of an 
Express Rack, with one of the four lockers serving 
as an interchangeable experimental drawer. This 
drawer will contain vacuum and optics for imaging 
and manipulating the paI1icIes. It will be exchanged 
on a six-month cycle of up/downloads. The first 
configuration will have a parallel-plate radio
frequency plasma, which will allow both basic and 
applied experiments. The second configuration will 
have a dc plasma. Ground-based work will develop 
of 'lJipeline" of future experiments for the facility. 

IMPF:4MDL 

Figure 2: Locker-type accommodation 
in an Exoress Rac~ 

4 G.E. MorfiIl, H.M. Thomas, U. Konopka, H. Rothermel, M. Zuzic, A. rvlev, and J. Goree 
"Condensed Plasmas under Microgravity," Physical Review Letters 83, pp. 1598-160 I 1999. 
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Space Commercial Opportunities for Fluid Physics and Transport 
Phenomena Applications 

R. Gavert 

NASA Headquarters 
Space Utilization and Product Development Division 

ABSTRACT 

Microgravity research at NASA has been an undertaking that has included both science and 
commercial approaches since the late 80s and early 90s. The Fluid Physics and Transport 
Phenomena community has been developed, through NASA's science grants, into a valuable 
base of expertise in microgravity science. This was achieved through both ground and flight 
scientific research. Commercial microgravity research has been primarily promoted thorough 
NASA sponsored Centers for Space Commercialization which develop cost sharing partnerships 
with industry. As an example, the Centcr for Advanced Microgravity Materials Processing 
(CAMMP) at Northeastern University has been working with cost sharing industry partners in 
developing Zeolites and zeo-type materials as an efficient storage medium for hydrogen fuel. 
Greater commercial interest is emerging. The U.S. Congress has passed the Conunercial Space 
Act of 1998 to encourage the development of a commercial space industry in the United 
States. The Act has provisions for the commercialization of the International Space Station (ISS). 
Increased efforts have been made by NASA to enable industrial ventures on-board the ISS. A 
Web site has been established at http://c0111mercia1.nas~:gov which includes two important 
special announcements. One is au open request for entrepreneurial offers related to the 
commercial development and use of the ISS. The second is a price structure and schedule for 
U.S. resources and accommodations. The purpose of the presentation is to make the Fluid 
Physics and Transport Phenomena community, which understands the importance of 
microgravity experimentation, aware of important aspects of ISS conunercial development. It is 
a desire that this awareness will be translated into a recognition of Fluid Physics and Transport 
Phenomena application opportunities coordimlted through the broad contacts of this conununity 
with industry. . 
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