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1 Abstract

A new approach to the analysis of systematic and random observation errors is presented in which the error statistics are obtained using forecast data rather than observations from a different instrument type. The analysis is carried out at an intermediate retrieval level, instead of the more typical state variable space. This method is carried out on measurements made by the High Resolution Doppler Imager (HRDI) on board the Upper Atmosphere Research Satellite (UARS). HRDI, a limb sounder, is the only satellite instrument measuring winds in the stratosphere, and the only instrument of any kind making global wind measurements in the upper atmosphere. HRDI measures doppler shifts in the two different $O_2$ absorption bands (a and B) and the retrieved products are tangent point Line-of-Sight wind component (level 2 retrieval) and UV winds (level 3 retrieval). This analysis is carried out on a level 1.9 retrieval, in which the contributions from different points along the line-of-sight have not been removed. Biases are calculated from O-F (observed minus forecast) LOS wind components and are separated into a measurement parameter space consisting of 16 different values. The bias dependence on these parameters (plus an altitude dependence) is used to create a bias correction scheme carried out on the level 1.9 retrieval. The random error component is analyzed by separating the $\gamma$ and B band observations and locating observation pairs where both bands are very nearly looking at the same location at the same time. It is shown that the two observation streams are uncorrelated and that this allows the forecast error variance to be estimated. The bias correction is found to cut the effective observation error variance in half.
2 Introduction

This paper is about characterizing the instrument error, improving the bias correction scheme, and obtaining the statistical information necessary for the assimilation of line-of-sight (LOS) velocities of the High-Resolution Doppler Imager (HRDI). HRDI is on board the Upper Atmosphere Research Satellite (UARS), and is the first and currently the only satellite instrument providing direct global-scale measurements of the stratospheric wind field. Figure 3 shows a single day (September 1, 1994) of HRDI wind measurement coverage.

Accurate knowledge of stratospheric winds is especially important for chemical transport which has implications on global atmospheric chemistry and climate change (Rind and Lacis, 1993). Yet, stratospheric wind information has been traditionally indirect, obtained through model-driven assimilation of satellite temperature measurements. The exception are the few radiosondes that penetrates the tropopause, that is mainly over the tropics, and which provide wind measurements up to 35 km.

The wind information that can be obtained from data assimilation of temperature measurements depend to a large expend on the error covariance model. In most implementations of data assimilation schemes the error covariance models were developed for tropospheric assimilation. They have isotropic error correlations, assumes geostrophy, and become univariate in the tropics (i.e. temperature and wind measurements are uncoupled). Error statistics in the stratosphere which are generally obtained by the lagged-forecast method (Parris and Derber, 1992) turn out not fit well the covariance model formulation and thus, shed some doubts on the effective use of temperature measurements in current implementation of stratospheric data assimilation schemes.

One of the most important use of the HRDI observations is then in the assimilation of the wind data to create an accurate portrait of stratospheric winds. These winds are particularly important for the creating high quality forecasts of chemical species in the stratosphere (Stajner, et al. 2000). (Menard et al. 2000(a,b). It also helps to improve our knowledge of error statistics in the stratosphere. However, due to the complexity of the retrieval and the required accuracy of measurement, the HRDI retrieved (u,v) wind data have fairly large errors, both systematic and random, that exceeds the atmospheric signal. This significantly diminishes the impact of the HRDI winds on the Stratospheric analyses (Boorman, et al.)
To reduce both systematic and random errors, a bias correction scheme and a sequential estimation method along satellite tracks have been developed (Ortland et al. 1996). The sequential estimation method do, in particular, introduce a significant horizontal and vertical smoothing in the data product (Ortland et al. 1995).

In this study, we are for the assimilation the LOS velocities rather than the \((u,v)\) wind retrieval. The primary quantity that is used in the bias correction and sequential estimation schemes are the LOS velocities, which are obtained by displacing and fitting a particular spectroscopic line shape. The assimilation of LOS velocities will avoid completely the use of the sequential estimation scheme, and should provide a better understanding of the observation error statistics. In preparation for the assimilation of the HRDI LOS velocities we have improved the bias correction scheme, and estimated the error variance of the different channels and viewing angles, as well as their correlation, and correlation with the forecast model output. In particular, we improved upon the bias correction scheme by adding a cold/warm side dependence, which in effect as also reduced the random error variance, and found that there is no correlation between the different channels and between the forecast error and observation error.

The organization of the paper goes as follows. In section 3 we describe how the LOS velocities are obtained and discuss the main sources of errors. In section 4 we how that observed-minus-forecast residuals can be used effectively to estimate the observation error bias, and improve upon the existing scheme. In section 5 using the method of maximum likelihood we obtain statistical information on the random error component. Finally a conclusion is given in section 6.

3 Description of the HRDI wind measurements

The HRDI measurements consist of counts on a 32-channel detector that represent the brightness in the spectrum of light entering the telescope at a discrete set of wavelengths. Measurements are taken while the HRDI telescope is pointed along a line of sight whose tangent point (the point closest to the center of the earth) is located at various altitudes within the stratosphere. The measured spectrum provides information on the wind in the atmosphere through the Doppler shift that this wind produces in the features of this spec-
trum. In order to deduce the wind from the measurements, a model of the instrument and the physical mechanisms that produce the spectral features must first be constructed. Errors in the wind determination arise from both random fluctuations in the detector counts and systematic errors that result from inaccurate knowledge of parameters in the model. Full details of the HRDI instrument and its operation may be found in Hays et al., (1993), Skinner et al. (1994) and Grassl et al., (1995), while details of the model and of the wind retrieval method may be found in Hays and Abreu (1989) and Ortland et al. (1995; 1996). This section summarizes those aspects of HRDI measurements that are important for understanding the nature of the systematic errors. The point of view used here for describing the retrieval of atmospheric properties from HRDI measurements is adopted from Rodgers (1990).

3.1 HRDI forward model

The relationship of the HRDI measurements to the atmospheric wind vectors is described in terms of the forward model $y = F(x, b) + \epsilon$, where $y$ is a measurement vector that represents the detector counts, $x$ is a state vector that represents the wind speed along the line of sight as a function of altitude, and $b$ is a vector that represents all the model parameters that are assumed to be known. These model parameters include such things as the instrument viewing geometry, the internal state of the instrument, and various properties of the atmosphere. All of the model parameters that significantly affect the determination of the winds will be described below. The vector $\epsilon$ represents random fluctuations in the measurements, which for HRDI follows the Poisson statistics of photon counting, and is well known. The statistics of random errors in HRDI measurements will be examined in Section 5 below.

The signal detected by HRDI arises from sunlight scattered into the telescope field of view. The scattering is accomplished by the atmospheric gas molecules, aerosol particles, the earth surface and cloud tops. Along the route on its way from the sun to the telescope, some of the light is absorbed within a narrow range of wavelengths by $O_2$ molecules, thereby producing the line shape measured by the HRDI instrument. The motion of both the absorbing $O_2$ molecules and the particles that scatter light into the telescope field of view are responsible for the Doppler shift in the line shape that is used to determine the winds.

A single-scattering model, modified to take into account scattering from the earth surface,
is used to simulate the HRDI measurements. The single scattering approximation is accurate for the region of the atmosphere through which the HRDI line of sight passes. In the HRDI model, radiation that propagates up from the troposphere is treated as if it were reflected from a Lambertian surface with some effective albedo and height. The scattering and absorption properties of the atmosphere are characterized by scattering cross sections for the atmospheric molecules and aerosols, the scattering phase functions, which give the probability that light will be scattered at a particular angle, and absorption cross sections for the O$_2$ molecules. The aerosol and surface scattering properties are a function of latitude, longitude and altitude. The magnitudes of the absorption cross-sections are proportional to density, and the variation of the absorption cross section with wavelength depends on the atmospheric pressure. The pressure governs the width of the absorption line shape (pressure broadening), as well as the wavelength at which the line shape is centered (pressure shift). The viewing geometry is completely specified by the solar zenith angle, the scattering angle, and the LOS tangent height.

In addition to the single scattering model, which describes the physics of how light enters the HRDI telescope, a model of the instrument that describes the production of the signal on the detector is also required. In this model, the counts $C_j$ produced on channel $j$ of the instrument is represented in terms of the integral

$$C_j = \int I_j(\lambda - \lambda_0)B(\lambda)d\lambda$$

where $I_j$ is the instrument response function and $B$ is the brightness of light entering the telescope at wavelength $\lambda$. The reference position $\lambda_0$ is a parameter that determines the location of the peak of the instrument response function, and thereby determines exactly where the spectral line shape will fall on the detector. The reference position does not depend on the channel number, but does depend on how the instrument is tuned, as described below. The exact value of the reference position is not known, and is the primary source of error in the HRDI forward model that this study seeks to eliminate. The reference position may also be considered to be a function of instrument temperature, which is precisely controlled and slowly varies as the UARS orbit precesses, as well as the relative motion of the satellite with respect to the earth. The dependence of the reference position on these parameters is
well known, and described in Grassl et al. (1995).

3.2 LOS velocity

The retrieval of the wind velocity components from HRDI measurements involves the construction of an inverse model \( x = f(y, b, c) \) expressed in terms of the same parameters as the forward model and an additional set of inverse model parameters \( c \). The HRDI inverse model is derived from a least-squares fit of the forward model to the measurements. Because the inverse problem is underdetermined, a system of constraints is used to enforce smoothness conditions on the recovered profile and to constrain the small-scale structure of the recovered wind profile that cannot be determined from the measurements. The inverse model parameter vector \( c \) represents these constraints. Suppose that the wind profiles recovered in this way are used for data assimilation into a dynamical model. The wind field of the dynamical model will then not only be constrained to conform to the HRDI measurements, but will also be implicitly subject to the constraints that are part of the inverse model. Since this is undesirable, the best way to proceed is to use only the HRDI measurements together with the forward model as a means for constraining the assimilation model winds.

It is impractical, however, to use the HRDI measurements on the 32 channels as the data employed in the assimilation. This is because there are not 32 independent pieces of wind information contained in the measurements obtained from a single line of sight. To see this, consider the set of measurement vectors \( y \) that is obtained under the forward model mapping \( y = f(x) \) by varying the state vector \( x \) over all possible (and reasonable) wind profiles. This subset of the measurement vector lies close to a 1-dimensional subspace. In other words, variation of the wind profile mainly has the effect of shifting the measured spectrum on the detector without any significant change in its shape. Therefore, it is useful to distill the 32 measured values down to a single parameter that measures this shift.

The parameter that accomplished this is called line-of-sight wind velocity, or LOS velocity for short, and denoted \( V_{LOS} \). The forward model is used to compute the reference line shape \( C_0(\lambda_i) \) that describes the brightness that would appear on channel \( i \) when the wind profile is uniformly zero, where \( \lambda_i \) is the wavelength at the center of the contribution function for channel \( i \). The LOS velocity is determined by first finding the parameter \( \Delta \lambda \) that achieves
a best fit of the expression $C_0(\lambda_i + \Delta \lambda)$ to the measurements $C_i$, and subsequently defined as $V_{\text{LOS}} = c \Delta \lambda / \lambda_0$, where $c$ is the velocity of light and $\lambda_0$ is the wavelength at the center of the spectral line. The LOS velocity determination is equivalent to fitting the forward model with a constant wind profile with wind speed $v_{\text{LOS}}$, and is also equivalent to specifying the location of the line center on the detector.

The LOS velocity $V_{\text{LOS}}(z_{\text{tan}})$ can be related wind profile $u(z_i)$ in the direction of the LOS via the formula:

$$V_{\text{LOS}}(z_{\text{tan}}) = \sum K(z_{\text{tan}}, z_i) u(z_i),$$

(2)

where $z_{\text{tan}}$ is the tangent height of the line of sight, and the sum is over the set of altitude grid points $z_i$ that are used to represent the velocity profile. The function $K$ is called the LOS velocity kernel, and is obtained by linearization of the forward model about the zero wind profile. Figure 4 provides an example of the LOS kernel functions for a set of measurements in a full limb scan. The velocity kernel may be viewed as a set of weights that determine how much the wind at each altitude contributes to the value of $V_{\text{LOS}}$.

In the next section, HRDI LOS velocities will be compared to LOS velocities that are computed by substituting the GEOS velocity components along the line of sight for $u$ in (2). Systematic differences between the HRDI and GEOS LOS velocities will be examined, and these differences will arise from either a systematic error in the HRDI or GEOS LOS velocity. The main goal of this paper will be to determine both the HRDI systematic error and the GEOS wind biases by means of these comparisons. A systematic error in the HRDI LOS velocity arises from inaccurate knowledge of the forward model parameters, and is a goal of this section to completely characterize how these systematic errors can arise. A systematic error in the GEOS LOS velocity will stem from either systematic bias in the GEOS winds or a systematic error in the LOS velocity kernel used to calculate the GEOS LOS velocity.

Errors in the GEOS LOS velocities that arise from the LOS velocity kernel will mainly be due to inaccurate knowledge of the properties of the aerosols and surface albedo. These atmospheric properties control the relative proportions of signal produced along the line of sight that reach the HRDI instrument. It is unlikely that the uncertainty in the aerosols and surface albedo is large enough to significantly affect the LOS velocity kernels. Moreover,
any inaccurate assignment of the LOS kernel weighting that does occur will only have a significant effect on the GESO LOS velocity if the GEOS wind profile has a large vertical shear. It is therefore unlikely that a significant error will appear in the global averages that are employed in this paper, and potential source of error in the GESO LOS velocities will subsequently be ignored.

3.3 HRDI mode of operation

The systematic errors in the HRDI LOS velocity that will be discussed below partially depend on the HRDI instrument configuration. This configuration is therefore described in detail in this subsection.

The HRDI telescope position is conveniently described via reference to a plane parallel to the surface of the earth and passing through the telescope gimbals at the origin. The x-axis in this plane may be defined as a line parallel to the UARS direction of motion and fixed with respect to the body of the satellite. The telescope azimuth angle is measured in this plane relative to the x-axis so defined.

On any given day, the HRDI telescope performs a series of limb scans with the telescope pointed alternately at two different azimuth angles. The pair of angles either consists of 45/135 or 225/315 degrees. This provides a set of forward and backward looking lines of relative to the satellite velocity vector. These particular pairs of angles are chosen so as to provide orthogonal view directions and thereby enable the two components of the horizontal wind vector to be measured. They also imply that the tangent points of the lines of sight in the backward set coincide with the tangent points from the forward looking set taken 9 minutes earlier. The location of all the tangent points define a tangent point track that lies either to the north or south of the satellite track, with the 45/135 azimuth pair on one side and the 225/315 pair on the other.

This viewing geometry is illustrated in Figure 1, which shows the two tracks and the view directions for a set of positions along the tracks. The orientation of the tangent point tracks and view directions with respect to the latitude circles are fixed, but the section of the track that lies in daylight varies both seasonally and as the orbit precesses. The tangent point track used for observations is typically alternated from day to day in order to maximize latitude coverage. An example of the global coverage of HRDI measurements is shown in
Figure 3.

Because of the orbit precession, UARS performs a 180-deg. yaw maneuver every 36 days in order to keep the solar array pointed at the sun. The interval between the yaws defines periods of forward or backward flight as determined by the relative orientation of the x-axis and the UARS velocity vector. The 225/315 pair of azimuth angles lies on the same side of the satellite as the solar array, and is designated the warm side. Which of the two tangent point tracks is the warm side track thus changes after every yaw maneuver. Also, which of the two view directions in an azimuth pair is in the forward or backward direction changes after every yaw.

The HRDI mode of operation consists of a sequence of limb scans with the telescope alternately pointed in one of the two azimuth directions as described above. During a limb scan, the HRDI telescope zenith angle is varied in such a way that the line of sight tangent height covers a range from 10 to 40 km at 2.5-km intervals. The limb scans are performed in a sequence consisting of a pair of forward scans followed by a pair of backward scans. The first scan of each pair is made with the instrument tuned to observe a gamma band line in the O2 spectrum, and the second with the instrument tuned to observe a B band line. A pair of different lines is chosen in order to maximize the information content as a function of altitude. The B band line is a strong line that provides information at high altitude, but saturates at low altitudes, while the gamma band line provides the best information at low altitudes.

The HRDI interferometer must be tuned in such a way that a given spectral line will appear on the detector. The tuning is changed when alternating between the B and gamma band line measurements, and is also changed between forward and backward look directions because of the large Doppler shift that results from the satellite motion. Each of these four different tunings has an associated unknown reference position as described above.

3.4 Sources of systematic error

The LOS velocity will contain systematic errors that arise from inaccurate knowledge of the model parameter inputs into the forward model calculation of the reference line shape $C_0$. The LOS velocity error is with respect to the true LOS velocity that would be obtained if all the model parameters used in the forward model were correct, and there was no mea-
surement noise. Some of the model parameter estimates have a random error component, especially those that pertain to the atmospheric state, and will not contribute significantly to a systematic error when averages over a large set of LOS velocities is taken.

The main source of systematic error in the LOS velocities will arise from inaccurate knowledge of the reference positions, which are a function of the four different instrument tunings. In the calculations of the HRDI LOS velocities discussed in the next section, a fixed estimate of the reference positions that is correct to within 100 m/sec was used in the forward model. Since a wind velocity of 380 m/sec will shift the line center by the distance that separates adjacent channels on the detector, these estimates are correct to within a quarter of the channel separation.

Another potential source of systematic LOS velocity error arises from the pressure shift. The pressure shift increases with pressure, so those measurements whose signal has a significant contribution from the lower part of the atmosphere are most affected by it. The pressure shift therefore affects measurements taken with lines of sight with tangent heights below 20 km, and taken over regions with large surface or cloud top albedo. The pressure shift can also lead to LOS velocity error if the aerosol properties are incorrectly specified in the forward model. Some of these errors will vary randomly over a large set of LOS velocity samples. As will be shown below, there does appear to be a systematic bias between HRDI and GEOS LOS velocities that has an altitude dependence, and the source of this bias is possibly due to pressure shift effects. However, the bias between HRDI and GEOS could also be the result of a bias between the GEOS and true winds that depends on altitude.

A third source of LOS velocity error can arise from an incorrect characterization of the HRDI instrument in the forward model, particularly the sensitivity specification for each channel. These sensitivities can vary with the telescope azimuth because the optical system that transmits light from the HRDI telescope to the detector passes through the telescope axis. Inhomogeneities in the image that falls on the detector will be twisted as the telescope turns, and there is no way to incorporate this effect into the forward model. Once again, it will be shown below that there is a systematic bias between HRDI and GEOS LOS velocities that depends on the telescope azimuth and that may arise from inaccuracies in the HRDI forward model. The HRDI viewing geometry also depends on the telescope azimuth in a systematic way, as shown in Fig. 1, so it is also possible that the bias between HRDI and
GEOS is the result of a bias between GEOS and the true winds.

As a result of the dependence of HRDI/GEOS LOS velocity bias on azimuth, together with the dependence on tuning but neglecting the dependence on altitude, these biases therefore depend on 16 different configurations of the HRDI instrument. The characterization of the instrument configuration may be made in a variety of ways, as is made clear in Table 1. The line of sight of a measurement may occur on the warm or cold side of the satellite, and may be occur with the satellite flying forward or backward. The HRDI data used in the next section covers all of September 1994, and UARS underwent a yaw maneuver on September 12. Before the yaw, UARS was flying forwards.

<table>
<thead>
<tr>
<th>Azimuth</th>
<th>Look direction</th>
<th>Side</th>
<th>Yaw</th>
<th>Track</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>Forward</td>
<td>Cold</td>
<td>Before</td>
<td>North</td>
</tr>
<tr>
<td>135</td>
<td>Backward</td>
<td>Cold</td>
<td>Before</td>
<td>North</td>
</tr>
<tr>
<td>225</td>
<td>Backward</td>
<td>Warm</td>
<td>Before</td>
<td>South</td>
</tr>
<tr>
<td>315</td>
<td>Forward</td>
<td>Warm</td>
<td>Before</td>
<td>South</td>
</tr>
<tr>
<td>45</td>
<td>Backward</td>
<td>Cold</td>
<td>After</td>
<td>South</td>
</tr>
<tr>
<td>135</td>
<td>Forward</td>
<td>Cold</td>
<td>After</td>
<td>South</td>
</tr>
<tr>
<td>225</td>
<td>Forward</td>
<td>Warm</td>
<td>After</td>
<td>North</td>
</tr>
<tr>
<td>315</td>
<td>Backward</td>
<td>Warm</td>
<td>After</td>
<td>North</td>
</tr>
</tbody>
</table>

Table 1. LOS configurations as characterized by the telescope azimuth, the line of sight look direction relative to the spacecraft velocity, the cold/warm side designation, whether the configuration was in effect before or after the yaw on Sept. 12, 1994, and whether the given configuration corresponds to an observation taken on the the north/south tangent point track as illustrated in Figure 1.

4 Determining HRDI LOS velocity biases

The mean LOS observation error or LOS observation bias

\[ b_{los} = \langle \epsilon_{los}^2 \rangle \]  

(3)

is defined relative to the true state, i.e. where the observation error \( \epsilon^o \) is given by

\[ \epsilon_{los}^o = V_{los}^o - V_{los}^t = V_{los}^o - h(V^t). \]  

(4)

Here \( V_{los} \) is the observed line of sight velocity calculated from the Doppler shift. \( V_{los}^t \) is the true LOS velocity using the true wind vector \( V^t \) at atmospheric model grid points, and
The observation operator is linear and consist of three operations or operators: 1- $H_I$ a bilinear interpolation of the wind field to a profile wind at the longitude and latitude of the observation, 2- $H_P$ a projection operator of the horizontal wind to the line of sight,

$$H_P = -u \cos(\phi) - v \sin(\phi),$$

where $\phi$ is the viewing angle measured clockwise due south, and 3- $H_R$ a vertical averaging using the LOS velocity kernel or contribution functions, Equation (2). The contribution functions, derived using the single scattering model described in section 3.2. The scattering model has 60 altitude levels, starting at 0.5 km, 1.0 km apart, and there are 13 LOS level measurements Figure 4 shows a typical set of averaging kernels or contribution functions for a 13 level wind measurement.

Since the observation error is defined with respect to the unknown true atmospheric state, an additional source of information is needed for its determination. Using collocated and time-coincident radiosondes observations would result in too few coincidences, and data limited to below 35 km. Instead, we use meteorological analyses linearly interpolated in time to the time of the HRDI observation, and take the difference between the observed LOS velocity and the simulated LOS velocity obtained by applying the observation operator on the meteorological wind analyses. These differences are analogous to 'observed-minus-forecast' (O-F) residuals, frequently used in data assimilation, with the difference that a meteorological analysis is used instead of a short-term forecast. Still, we will adopt this terminology for our differences, as they will strictly apply when assimilation of HRDI LOS velocities will take place. Observed-minus-forecast residuals,

$$d_{los} = V'_{los} - V'^f_{los}$$
$$= (V^0_{los} - h(V^t)) - (V'^f_{los} - h(V^t))$$
$$= \epsilon^0_{los} - \epsilon'^f_{los}$$

are a combination of observation and forecast errors. The mean O-F residual is then

$$\langle d_{los} \rangle = \langle \epsilon^0_{los} \rangle - \langle \epsilon'^f_{los} \rangle$$
$$= \hat{b}^0_{los} - \hat{b}^f_{los}$$

(7)
We define $b_{los}^{o}$ and $b_{los}^{f}$ as the observation and forecast biases respectively. If the forecast bias is small enough to be neglected, as we will argue, then

$$b_{los}^{o} \approx \langle d_{los} \rangle$$

While there is no guarantee that the forecast can be neglected, we will argue that the mean O-F is independent of the forecast. In fact, we will show in the following section, that O-F biases computed using GEOS-DAS analyses or ECMWF analyses are very similar.

First let us examine the correlation between $d_{los}$ and the LOS velocities. In Figure 5, a scatter plot between $d_{los}$ and $V_{los}^{f}$ is depicted in panel (a), and a scatter between $d_{los}$ and $V_{los}^{o}$ is depicted in panel (b), both for a single day (01-09-94). The O-F residual is largely uncorrelated with the forecast velocity while it shows a strong correlation with the observation velocity. In general plots like these are by no means proof that the bias originates mainly in the observations. It is entirely possible that the forecast greatly underestimates the magnitude of the wind, creating the large bias which appears to correlate with the observations. However, since the measurements are made in a number of different directions, it seems very unlikely that the forecast wind component in the LOS direction is always substantially smaller than the observed velocity. We are left with determining what part of this bias is the result of systematic forecast error. We investigate this by finding all of the significant measurement and retrieval parameters and plotting the errors against them.

If we plot this same set of O-F's vs the observation altitudes (Figure 6), we see that the variance increases substantially with altitude, but overall may be reduced if the bias is determined as a function of measurement parameters. Figure 7 shows O-F's for the same day in the B band (cold side, backward tuning) (a) and the gamma band (warm side, forward tuning) (b). The error variance for each band is qualitatively seen to be smaller than the whole data set, and only the gamma band suffers from a significant increase in variance with altitude. By separating out the observations by measurement parameters we can remove the bias as well as reduce the error variance.

In order to determine which parameters have the potential to significantly effect measurement and retrieval errors, we examine the derivation of the line-of-sight winds from HRDI measurements. Grassl et. al. (1995) derived the LOS wind velocity from the measurement of the centroid of an absorption line on the HRDI detector:
\[ V_{\text{los}} = V - V_0(\nu, \phi) - \alpha(T - T_0) - f(t) - V_s \cos(\xi) \cos(\beta) - \frac{2\pi R_e}{T_e} \sin(\psi) \cos(\phi) \] (9)

Here \( V_{\text{los}} \) is the retrieved line-of-sight wind component and \( V \) is the measured LOS wind. The rest of the terms are corrections in the wind for the zero wind reference \( V_0(\nu, \phi) \), zero position adjustment for change in instrument temperature \( \alpha(T - T_0) \), instrument drift due to changes in the space environment \( f(t) \), the component of the spacecraft velocity in the LOS direction \( V_s \cos(\xi) \cos(\beta) \), and the component of the Earth's rotation in the LOS direction \( \frac{2\pi R_e}{T_e} \sin(\psi) \cos(\phi) \). Difficulty in estimating the zero wind reference may contribute significantly to the observation bias. The HRDI retrievals used global geophysical constraints, including, for example, the requirement that global winds be constant over short periods of time. That the biases remain so large indicates that the zero wind reference has not been successfully determined.

We expect that the rest of correction terms to be smaller, but not necessarily insignificant. The spacecraft velocity \( V_s \) is known to within \( 1 \text{ms}^{-1} \), but errors in the elevation (\( \xi \)) and azimuth (\( \beta \)) angles make \( V_s \cos(\xi) \cos(\beta) \) relatively important. We expect there to be differences in bias between forward and backward scans. The HRDI alternates scans between the warm and cold sides of the spacecraft on alternate days. This means that the temperature correction term \( \alpha(T - T_0) \) should vary daily, and that any inaccuracies in the correction will cause a difference in bias between hot and cold side scans. There could also be a transient period at the start of each orbit when the instrument temperature is warming up that will effect this component of the correction. Inaccuracies in the long term drift term \( f(t) \) will appear as a slow rate of change of bias over time, and would need to be separated out from seasonal effects on bias. The contribution from the Earth rotation term is considered relatively small, but if significant it would appear as an east/west dependence in the bias.

Several other potential bias parameters do not appear explicitly in the correction equation. The altitude of the scan has a large impact on the measurement error. Lower altitude measurements involve contributions over a bigger range of altitudes, and tend to get a greater impact from cloud and surface reflection. These all make modeling of the zero wind reference more difficult and we therefore expect to get a larger variation in biases at lower altitudes.
At the very highest altitudes there is very little absorption/scattering and the accuracy of the measurements is again likely to be poor. The B and \( \gamma \) absorption bands also result in different errors, both random and systematic. The UARS satellite is turned around by a yaw maneuver about once a month in order to keep the solar panel pointed at the sun. As a result, the HRDI instrument must be rotated by 180° as well, and the azimuth angles relating to the forward/backward scans are reversed. This can also effect the zero wind reference correction term and the physical rotation of the instruments may alter the resulting measurement.

We have found a number of other parameters to have no significant effect on biases. These include latitude, longitude, solar zenith angle, scattering angle and view direction (relative to the earth).

We next consider the biases for the entire month of September 1994, separated into the 8 parameter permutations of forward/backward scans, and hot/cold side scans. In order to determine whether the bias is relatively constant over this short time interval we calculate a daily bias for each set of parameter values, shown in Figure 8. There is a substantial jump in the biases between Sept 11th and 13th, indicating that on these days at least, we have missed a significant parameter, while during the rest of the month the biases are relatively constant. As it happens, the UARS satellite underwent a yaw maneuver on September 12th, so that both hot/cold and backward/forward scans are reversed. Because the retrieval model must account for the motion of the satellite, there is a component of the bias introduced by this part of the model. When the orientation of the satellite is reversed, the backward/forward biases should also be reversed. This can be seen in varying degrees in the B and Gamma bands.

We therefore include a fourth parameter before/after yaw, which will ensure that the biases remain reasonably constant over a period of 10-15 days. In addition we include altitude as a fourth parameter, which is divided into 12 intervals.

The result is a set of 16 curves, each with 12 values, which show the bias dependence on these parameters. Figures 9,10 contain all of these curves, with the before/after yaw curves given on the same plots. The B band shows a very consistent relationship between the biases before and after the yaw maneuver, with respect to the forward/backward scans. On both the warm and cold sides the forward scan bias decreases (5ms\(^{-1}\)) across the yaw.
while the backward scan bias increases ($3 - 4 \text{ m/s}$). This strongly suggests that a bias of around $5 \text{ m/s}$ can be attributed to the tuning.

The bias correction scheme consists of subtracting off the appropriate bias for each set of parameters and altitude range. Once the bias is subtracted from the observations, the relative invariance of the biases seen in Figure 8 results in daily biases that remain well under 1 m/s. We find this for September 94 (when the bias was determined) and for the following month, which shows that any seasonal variations in the bias are not significant over a two month period. Since the spacecraft undergoes a yaw about once every six weeks, we simply need to recalculate the bias after each yaw maneuver occurs. Finally, replotting the O-F's for the bias corrected observations (Figure 11) shows that the random component of the error is substantially reduced. We will examine this component of the errors in detail in section 5.

5 Comparison of Bias Estimates Using GEOS-DAS ECMWF Analyses

The question arises as to what part of these biases originate in the analyses. The fact that the biases presented in the previous section are such strong functions of the observation parameters is an indication that a substantial part of the bias originates in either the measurement or retrieval. However, if the forecast component of the bias is overlooked, one risks the possibility that this bias will be incorporated into the assimilation process (Dee, 1998). In the absence of known zero bias observations for winds in the stratosphere, we use forecasts from other numerical weather prediction systems to estimate the size of the forecast bias.

Figure 12(a) shows the difference in LOS that is obtained using ECMWF and GEOS forecasts as a function of altitude for September 1, 1994, which is equivalent to the differences in LOS biases. For most of the altitudes, the difference in LOS bias is small ($< 2 \text{ m/s}$). Therefore, for vertically averaged LOS winds, there is no substantial bias between ECMWF and GEOS forecasts. However, if we simply plot the difference between ECMWF and GEOS u-winds on the same day, averaged over the entire globe (Figure 12(b)), we see that the difference between the two forecasts is more substantial than the line-of-sight winds imply. The cause of this discrepancy comes from the nature of the line-of-sight observations themselves.
The u-wind bias between ECMWF and GEOS implies that the GEOS meridional wind is lower than the ECMWF wind by as much as $12 \text{m/s}^{-1}$. This difference does not show up in the line-of-sight bias calculation because the LOS winds measurements alternate between 4 directions, 90 degrees apart. When these are averaged over a large number of observations, roughly equally divided between the four directions, any systematic difference between winds in a fixed direction (u for example), will be averaged out. The reason that this kind of averaging does not remove the observational bias is that systematic measurement and retrieval errors are by definition, always in the line-of-sight direction. The implications here are extremely important for the assimilation of line-of-sight wind observations. When view directions alternate between directions that are 90 and/or 180 degrees apart forecast biases, which tend to be primarily meridional, are averaged out.

There may be some concern that since the actual bias correction scheme used here separates out warm/cold and forward/backward observations, these subsets may not completely average out forecast error. In order to check this, calculations of the bias difference between GEOS and ECMWF forecasts for each set of parameter values were carried out. In each case, the difference was never more than about $1 \text{m/s}$ confirming the absence of forecast bias in the observation bias corrections. There is therefore a clear advantage to carrying out assimilation on LOS winds rather than first carrying the retrieval to state variables (UV). If a bias correction scheme is carried out that considers all the important observational biases, an assimilation can be undertaken with the assumption that no forecast bias has been introduced.

6 Random Error Characteristics

The O-F plots in Figures 6,7 suggest a very large observation error variance, also depicted as the Δ curve in Figure 13. This apparently large error variance is due to the fact that we have not properly removed error biases as a function of appropriate measurement parameters. If the biases are calculated for each of the parameter combinations before calculating the error variances, we get much smaller standard deviations. Figure 13 also shows standard deviation as a function of altitude for Gamma band, warm side, backward scan ($\times$) and B band, warm side, backward scan ($\circ$) to be about half that of the entire data set. The existence of so many
measurement parameters most likely has increased the error variance of the measurements. but it also allows us to reduce that error by determining the relationship between the errors and the parameter space.

The observation and forecast error characteristics, as well as their correlation, if any, need to be specified for data assimilation. Generally because of lack of information, it is usual to assume that forecast and observation errors are uncorrelated, and that the primary observation measurements, which in this context would be the \( \gamma \) and \( B \) channel, would also be uncorrelated. In this section, however, we will actually establish if there is such correlations, and estimate the error variance of \( \gamma \) band observations, of the \( B \) band observations, and of the forecast (or background). This is made by using the method of maximum likelihood to estimate the correlation and variance values using O-F residuals, and due to the fact that we have nearly coincident \( \gamma \) and \( B \) band observations.

The \( \gamma \) band O-F residual, \( d^\gamma \), and the \( B \) band O-F residual, \( d^B \), are both a combination of forecast error, \( \epsilon_f \), and their respective band measurement errors, \( \epsilon_{\gamma} \) and \( \epsilon_B \), that is

\[
\begin{align*}
d^B &= \epsilon_B + \epsilon_f \\
d^\gamma &= \epsilon_\gamma + \epsilon_f.
\end{align*}
\]

(10)

For each azimuth angle, there are \( \gamma \) and \( B \) band observations that are made during the upward and downward scans (Or is it the reverse !!!!!!). These observations turn out to be never farther apart than 200 km (verify this!!!!!!), and thus are nearly coincident, so that we assume that the forecast error statistics is nearly the same. Collecting the \( \gamma \) band and \( B \) band observations at the same altitude into one vector, the O-F (or innovation) vector,

\[
b = [b^B, b^\gamma]^T
\]

should have the following covariance matrix,

\[
M = \begin{bmatrix} A & C \\ C & B \end{bmatrix},
\]

(12)

where

\[
\begin{align*}
A &= \langle b^B b^B \rangle = \sigma_f^2 + \sigma_B^2 + \sigma_f \sigma_B \rho_fB \\
B &= \langle b^\gamma b^\gamma \rangle = \sigma_f^2 + \sigma_\gamma^2 + \sigma_f \sigma_\gamma \rho_f\gamma \\
C &= \langle b^B b^\gamma \rangle = \langle b^\gamma b^B \rangle = \sigma_f^2 + \sigma_f \sigma_B \rho_fB + \sigma_\gamma \sigma_B \rho_\gamma B + \sigma_f \sigma_\gamma \rho_f\gamma
\end{align*}
\]

(13)

We note that there is six unknown statistical parameters, \( \sigma_f, \sigma_B, \sigma_\gamma, \rho_fB, \rho_f\gamma, \) and \( \rho_\gamma B \) that we will estimate from O-F residuals. For this end we use the method of maximum likelihood
estimation. Let $\alpha$ be the vector of unknown parameters, i.e. $\alpha = (\sigma_f, \sigma_B, \sigma_\gamma, \rho_{fB}, \rho_{f\gamma}, \rho_{\gamma B})$. Assuming that the O-F are Gaussian distributed according to the law of large numbers, and serially uncorrelated, the joint probability density of O-F's spanned over time $t = t_1$ to $t = t_K$ is given by

$$p(\mathbf{d}_1, \mathbf{d}_2, \ldots, \mathbf{d}_K|\alpha) = \prod_{k=1}^K p(\mathbf{d}_k|\alpha),$$

(14)

where

$$p(\mathbf{d}_k|\alpha) = \frac{1}{\sqrt{2\pi \text{det}(\mathbf{M}_k)}} \exp \left\{ -\frac{1}{2} \mathbf{d}_k^T \mathbf{M}_k^{-1}(\alpha) \mathbf{d}_k \right\}.$$  

(15)

The maximum likelihood method consists in finding the parameter values that maximize the probability density (see Dee, 1999 for further discussion and implementation). Equivalently, instead of maximizing the probability density, one can minimize the logarithm of the probability density, known as the log-likelihood function

$$L_K(\alpha) = \frac{\sum_{k=1}^K p(k)}{2} \log(2\pi) + \frac{1}{2} \sum_{k=1}^K \log[\text{det}(\mathbf{M}_k(\alpha))]$$

$$+ \frac{1}{2} \sum_{k=1}^K \mathbf{d}_k^T \mathbf{M}_k^{-1}(\alpha) \mathbf{d}_k$$

$$= \text{Cte} + \frac{1}{2} \sum_{k=1}^K \log (AB - C^2)$$

$$+ \frac{1}{2} \sum_{k=1}^K \frac{1}{AB - C^2} [d_B B d_B + 2 d_B C d_\gamma + d_\gamma A d_\gamma],$$

(16)

where Cte is a constant. Using Powell's minimization algorithm (Press et al., 1992) and O-F residuals at the altitude of 25 km, the values of the parameters at the minimum are $\sigma_f = 0.08$, $\sigma_B = 0.45$, $\sigma_\gamma = 0.17$. We note that the observation and forecast errors are uncorrelated, i.e. $\rho_{fB} = 0.00$, $\rho_{f\gamma} = 0.00$, and that the channel errors are mutually uncorrelated, i.e. $\rho_{\gamma B} = 0.00$.

The value of $L_K(\alpha)$ about the minimum in each direction of the parameter space are depicted in Figure 14. The curvature at the minimum is a function of the accuracy of the parameter estimate (Dee 1999). The panels on variance indicates that the estimates for the channel error standard deviations, $\sigma_\gamma, \sigma_B$ are more accurate than the estimate of forecast error standard deviation $\sigma_f$. Likewise, the error correlation estimate between the channels is more accurate than between the channels and the forecast.
Having established that there is no correlation between error channels and between each channel error and the forecast error yields a simple prescription to obtain the observation error variance of each channel and of the forecast error variance. We take the covariance between these two O-F residual sets, \( \text{cov}(d^B, d^\gamma) \), giving

\[
\text{cov}(d^B, d^\gamma) = \text{cov}(\epsilon^B + \epsilon^I, \epsilon^\gamma + \epsilon^I) + \text{var}(\epsilon^I)
\]  

(17)

Similarly, computing the variance of \( d^a \) and of \( d^\gamma \) gives

\[
\langle (d^B)^2 \rangle = \langle (\epsilon^B)^2 \rangle + \langle (\epsilon^I)^2 \rangle
\]  

(18)

\[
\langle (d^\gamma)^2 \rangle = \langle (\epsilon^\gamma)^2 \rangle + \langle (\epsilon^I)^2 \rangle
\]  

(19)

Figure 15 shows the square roots of \( \text{cov}(d^B, d^\gamma) \), \( \langle (d^B)^2 \rangle \) and \( \langle (d^\gamma)^2 \rangle \).

Finally, we raise the question as to what the bias correction scheme can do towards reducing the random component of the observation error. In Figure 16 we plot the error standard deviation of the O-F for the first four days of September 1994, before and after the bias correction is applied to the observations. At most altitudes, \( \sigma \) is reduced by about half. This reduction is really the result of our increased knowledge of the source of the errors, and how they vary with the observation parameters. In the upper curve, we assume no knowledge of the observation parameters and calculate the random errors for the complete set (although the altitude is retained as a parameter). In the lower curve, we make use of information on how the observation is made (B and \( \gamma \) band, etc), subtracting out biases before the random component is calculated. In theory, the remaining random errors are due to the fact that we still don’t (and really can’t ever) know everything about the source of errors in the observations.

The random errors depend on the parameter values so that if we plot them individually, we see that some cases have significantly less error than the data set as a whole. In Figure 17 the O-F standard deviations are plotted for the \( \gamma \) and B bands respectively, separated out by warm/cold side and forward/backward scans. The smallest error shown here (\( \gamma \) band at 10 km) is now less than half of the minimum for the bias corrected complete data set. This is not really an improvement since we have simply separated out the errors for the various parameter values. At the same altitude, the B band errors are much higher. Our conclusion
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from this analysis is two-fold: First, because the random component is strongly dependent on observation parameters, we believe we can make the statement that they primarily originate in the observations rather than the forecast. This result reinforces the argument that we made previously using Figure 15 and equation 17. Second, the observation errors are now more than a factor of 4 smaller than the initial standard deviation (un-corrected). For example, at 10 km, $\sigma$ for the $\gamma$ band is between 10 and 15 m/s compared to 40 m/s. The observations can be assimilated separately from the rest, with some confidence that they can have some significant impact on assimilated upper air winds.

7 Conclusions and Discussion

A detailed error analysis of HRDI LOS observations were carried out using GEOS-DAS winds. This analysis considered both the systematic and random components of the error, and showed that by dividing the observations by measurement parameters one can extract detailed information about error sources. This insures that the bias correction scheme treats these biases as systematic relative to each parameter so that these components are not treated as random errors. Since the truth is unknown, we can never know exactly how much of the bias originates with the forecast. However, calculation of biases in terms of LOS winds makes the bias determination much easier. It’s hard to imagine that a model forecast could be consistantly biased in the LOS direction. Even if a model consisantly overestimates the magnitude of the winds, the LOS measurements look in many directions, effectively cancelling out any forecast bias. This is why we don’t see any systematic LOS difference between ECMWF and GEOS winds, even though the globally averaged zonal winds show a systematic difference as much as 14 m/s. This is also the reason why we don’t use the actual LOS viewing direction (relative to a fixed direction) as an observation parameter. Wind direction is a geophysical parameter rather than an observational parameter, and we don’t expect that a measurement in the meridional direction should have a consistantly different error than one in the zonal direction. One or both of these models have a significant zonal bias that must not be removed from the HRDI observations. The forecast bias must be dealt with during the assimilation process using a technique like the one mentioned in the
introduction. When we combine Figure 5 with the above arguments, we are confident that
the LOS biases that we have removed are entirely observational bias.

We have also developed a method for separating observation error variance from forecast
variance when satellite measurements are made using two uncorrelated absorption bands.
We exploit the fact that HRDI is alternating between two different $O_2$ absorption bands
that are uncorrelated. One can then successfully isolate the forecast error variance. This
result has significant implications for other satellite measurements where multiple bands may
be used to measure the same quantity (MLS water vapor measurements are one example).
Not only does this allow one to precisely quantify the observational error variance, but new
information on the forecast error variance may be gleened from the observation.
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8 Figure Legends

Figure 1: HRDI measurement locations and view directions.

Figure 2: Schematic of the HRDI measurement geometry.

Figure 3: Typical HRDI coverage for a single day (Northern Winter).

Figure 4: Typical Contribution Functions.

Figure 5: O-F Residual vs. Line of Sight Velocity from (a) GEOS-DAS Forecast (b) HRDI Observation.

Figure 6: Altitude vs. O-F, September 1, 1994.

Figure 7: Altitude vs. O-F, B band, backward tuning, cold side (a), γ band, forward tuning, warm side (b), September 1, 1994.

Figure 8: Mean O-F calculated daily for the month of September 1994. Biases are separated into 8 parameter combinations, forward/backward scans, warm/cold side scans, and B (a) and γ (b) bands.

Figure 9: September 1994 Biases for B band, before and after the September 12 yaw maneuver. Cold side, forward tuning (a) and cold side backward tuning (b) Warm side, forward tuning (c) and warm side backward tuning (d).

Figure 10: September 1994 Biases before and after the September 12 yaw maneuver for the gamma band. Cold side, forward tuning (a) and cold side backward tuning (b) Warm side, forward tuning (c) and warm side backward tuning (d).

Figure 11: O-F vs altitude for bias corrected LOS observations September 1 1994.

Figure 12: Difference in mean O-F using GEOS and ECMWF forecasts with Line-of-Sight (LOS) observations (a) and globally averaged difference between GEOS and ECMWF zonal winds (b).

Figure 13: Error standard deviations as a function of altitude for: complete data set (△), Gamma band, warm side, backward scan (x).
B band, warm side, forward scan (o). Sept. 1-4, 1994 (all before the yaw maneuver).

**Figure 14:** Loglikelihood near the minimum.

**Figure 15:** O-F residual covariance of B,γ band O-F, and standard deviations for the individual absorption bands.

**Figure 16:** Standard deviation as a function of altitude for the O-F residual before and after carrying out the bias correction, Sept. 1-4, 1994.

**Figure 17:** O-F standard deviation as a function of altitude for the O-F residual for the γ (a) and B (b) bands. The errors are further separated by forward/backward scans and warm/cold side.
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Figure 2: Schematic of the HRDI measurement technique.
Figure 3: Typical HRDI coverage for a single day (Northern Winter)
Figure 4: Typical Contribution Functions
(a) GEOS-DAS Forecast
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Figure 5: O-F Residual vs. Line of Sight Velocity

Figure 6: Altitude vs. O-F, September 1, 1994
Figure 7: Altitude vs. O-F, B band, backward tuning, cold side (a), γ band, forward tuning, warm side (b), September 1, 1994

Figure 8: Mean O-F calculated daily (daily bias) for the month of September 1994. Biases are separated into 8 parameter combinations, forward/backward scans, warm/cold side scans, and B (a) and γ (b) bands.
Figure 9: September 1994 Biases for B band, before and after the September 12 yaw maneuver. Cold side, forward tuning (a) and cold side backward tuning (b) Warm side, forward tuning (c) and warm side backward tuning (d).
Figure 10: September 1994 Biases before and after the September 12 yaw maneuver for the gamma band. Cold side, forward tuning (a) and cold side backward tuning (b). Warm side, forward tuning (c) and warm side backward tuning (d).
Figure 11: O-F vs altitude for bias corrected LOS observations September 1 1994.
Figure 12: Difference in mean O-F using GEOS and ECMWF forecasts with Line-of-Sight (LOS) observations (a) and globally averaged difference between GEOS and ECMWF zonal winds (b).
Figure 13: Error standard deviations as a function of altitude for: complete data set (△), Gamma band, warm side, backward scan (×). B band, warm side, forward scan (○). Sept. 1-4, 1994 (all before the yaw maneuver)
Figure 14: Loglikelihood near the minimum
Figure 15: O-F residual covariance of B, γ band O-F, and standard deviations for the individual absorption bands
Figure 16: Standard deviation as a function of altitude for the O-F residual before and after carrying out the bias correction. Sept. 1-4, 1994
Figure 17: O-F standard deviation as a function of altitude for the O-F residual for the γ (a) and B (b) bands. The errors are further separated by forward/backward scans and warm/cold side.