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PREFACE

This document is a collection of technical reports on research conducted by the participants in
the 1999 NASA/ASEE Summer Faculty Fellowship Program at the John F. Kennedy Space
Center (KSC). This was the fifteenth year that a NASA/ASEE program has been conducted at
KSC. The 1999 program was administered by the University of Central Florida (UCF) in
cooperation with KSC. The program was operated under the auspices of the American Society
for Engineering Education (ASEE) and the Education Division, NASA Headquarters,
Washington, D.C. The KSC program was one of nine such Aeronautics and Space Research
Programs funded by NASA Headquarters in 1999.

The basic common objectives of the NASA/ASEE Summer Faculty Fellowship Program are:

a. To further the professional knowledge of qualified engineering and science faculty

members;

b. To stimulate an exchange of ideas between teaching participants and employees of
NASA;

s To enrich and refresh the research and teaching activities of participants institutions;
and,

d. To contribute to the research objectives of the NASA center.

The KSC Faculty Fellows spent ten weeks (May 25 through July 30, 1999) working with
NASA scientists and engineers on research of mutual interest to the university faculty member
and the NASA colleague. The editors of this document were responsible for selecting
appropriately qualified faculty to address some of the many research areas of current interest to
NASA/KSC. A separate document reports on the administrative aspects of the 1999 program.
The NASA/ASEE program is intended to be a two-year program to allow in-depth research by
the university faculty member. In many cases a faculty member has developed a close
working relationship with a particular NASA group that had provided funding beyond the two-
year limit.
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ABSTRACT

The purpose of this project was to evaluate a possible detector for a Mars
chamber. Due to theoretical considerations a Mass Spectrometer unit was decided
to be the best choice. The detector had to be design for the new role and
characterized. To do this, the original mass spectrometer of a bell jar vacuum
system was used. The original schematic had to be abandon and a new design was
formed. Gas leaks and other problems were addressed and solved. Due to the
difficulties in troubleshooting this particular system several recommendations are
put forth. The main recommendation is to replace the old mass spectrometer unit
with a new instrument.



1. INTRODUCTION

Landing on the moon, one of Man’s most celebrated achievements, was a
culmination of a steady wave of missions starting with the Mercury mission to
finally the Apollo mission. Before someone could be safely set foot on the moon,
the environment of the moon and space and effect of this environment on the
instruments and design had to be known. This was the reasons for Mercury and
Gemini missions and the unmanned satellites.

Now, a new goal is dawning, to put the first man or woman on Mars, a more
changeling achievement than any taken before. One that promises to bring
technological advances in communications, computers, life sciences, and material
sciences in addition to gaining a broader understanding of the solar system. The
trip will last years instead of days along with living on a hostile planét. Also, the
astronauts will need to make use of the resources of the planet itself to survive and
to return home. The spacecraft will not be able to carry all the food, oxygen, and
fuel necessary for the complete mission. (1) (2) This challenge is being attacked
now, and is in the “Mercury Mission” stage of development.

The Mars atmosphere is very different from the atmosphere here on Earth. The
atmospheric pressure on the surface of Mars is less than 1% of Earth’s
atmosphere. The measured composition of the Martian atmosphere is given in
Table 1. Carbon dioxide makes up the bulk of the atmosphere and there is very
little oxygen. (3) Therefore it is expected that materials will react and wear
differently in the Mars atmosphere.

Table 1: Composition of the Martian Atmosphere

Constituent Composition
carbon dioxide 953 %

nitrogen (Np) 2.7 %

argon 1.6 %

oxygen (O7) 0.13 %

water vapor 0.03 % (variable)

To overcome the before mentioned problems, experiments using the Mars
Chamber are necessary. A Mars Chamber is actually a sealed vacuum chamber
pumped to a low pressure (millitorr range) and backfilled with the appropriate gas
mixture to about 7 torr. The chamber comes in a variety of sizes and styles from
glass bell jars to large heavy steel chambers depending on the applications. Mars
chambers can address such problems as the production of plants for food at low
pressures to the wear and tear of materials.




2. DETECTOR EVAULUATION

How is the composition of the gases in the Mars chamber known? Knowing the
composition of the gas mixture in the inlet valve is not enough. The composition
slowly changes with time due to leakage. With all vacuum chambers there are
leaks, but the leakage should only give small error. Or a serious leak may occur
greatly changing the composition. Finally, the gas mixture composition may not
be accurately known. Detectors allow the monitoring of the Mars chamber for
leaks and can accurately analyze the gas mixture.

One focus of this project was to determine which type of detector would best
suited to the task of monitoring the atmosphere in a Mars chamber. The
theoretical advantages and limitations will be discussed for infrared spectroscopy,
Raman spectroscopy, and mass spectroscopy and from these discussions the
technique to be further evaluated will be chosen.

Infrared spectroscopy is useful for determining such atmospheric components as
carbon dioxide and water vapor.(4,5) Both have strong absorption peaks in the
infrared region. However, other atmospheric gases such as oxygen and nitrogen
are silent in the infrared region due to symmetry. Determination of noble gases is
impossible with infrared as well.(6) Therefore since nitrogen and oxygen are
indicators of leaks, infrared spectroscopy was not considered for general use in the
Mars Chamber. However, if only the carbon dioxide levels are needed to be
known in a Mars Chamber this method can be used since the carbon dioxide
levels would be higher in the chamber than outside in Earth’s atmosphere.

Raman spectroscopy occurs from an inelastic scattering of light. The amount of
light scattered gives a much smaller signal than absorption techniques and
therefore uses a laser to increase to initial amount of light used. This technique is
actually a compliment to infrared spectroscopy. Raman spectroscopy gives good
signals for oxygen and nitrogen, but not as intense signals for water and carbon
dioxide.(6) However, since the signals are low to begin with Raman is not a
choice technique for the analysis of gases at low pressures.

Mass spectroscopy looks at the mass to charge ratio by 1onizing the molecule or
atom than introducing the ion to either an electric field or a magnetic field. If the
ion is of the right mass to charge ratio the ion will safely navigate the field to the
detector. The field can be altered to produce to scan the masses. Mass
Spectrometers used in vacuum systems are called “residual gas analyzers” or
RGAs and have been used since 1960s. The RGAs can monitor any gas, molecule
or atom, and therefore do not have the restrictions the former techniques have.
One major drawback for the RGAs is they need a very lower pressure to operate
than the pressure of the Mars Chamber.(7) This drawback can be overcome and
this technique was one to be further investigated.




3. DESIGN

This project is to incorporate a mass spectrometer as an RGA system to a bell jar
vacuum system. The mass spectrometer was originally attached to the bell jar, but
currently was used independently with its own vacuum system. Another group
had used the mass spectrometer and had had some results with the instrument.

The original schematic is shown had the mass spectrometer separated from the
turbopump by two solenoid valves. This system also had an inlet for external
gases in order to calibrate the instrument. Since the bell jar was designed to be
used at low pressures, the RGA unit could provide good detection of leaks and
problems with the vacuum system or the turbo pump.

However, now the needs were different. Since the bell jar would be‘filled with a
Martian atmosphere at about 7 mbarrs only the vane pump would be needed. And
the mass spectrometer would not be monitoring the turbo pump but instead would
be monitoring the bell jar. These requirements called for a new design allowing
the monitoring of the bell jar and calibration of the mass spectrometer. The new
schematic is shown in Figure 1.

The mass spectrometer is separated from the turbo pump by only one solenoid
valve (V5). A turbo pump brings the pressure down to the necessary level (107 to
10°° torr). The turbo pump and the bell jar are well separated, therefore the mass
spectrometer either could be close to the turbo pump or the bell jar containing the
sample. The pathlength for the sample was minimized in order to obtain faster
response time and improve accuracy. Therefore, a vacuum hose runs from Valve
5 to the mass spectrometer.

The mass spectrometer is attached to the bell jar through two manual valves (VA
and VB). The Valve A serves to separate the bell jar from the sample line. The
Valve B is a precise microvalve providing the orifice to step down the pressure for
the mass spectrometer. This is the only stepping down that occurs because the
pressure inside the bell jar is less than 7 torr much less than atmospheric pressure.

The RGA system has two gauges. One for the bell jar attached to the cross tube
above Valve A (PA) and the second after the mass spectrometer (PB). The first
gauge (PA) is for a capacitance gauge for the relatively higher pressure in the bell
jar. This gauge ranges down to 1 mtorr. The other gauge is an ion gauge meant to
monitor the pressure of the mass spectrometer. This gauge is activated when the
pressure falls below 10 torr in the initial pump down of the system. Since this is
an ion gauge it should not be left on when the mass spectrometer is on and the
gauge is turned off before engaging the mass spectrometer.

There have been difficulties in implementing the inlet system for calibration of the
mass spectrometer. The inlet is designed to be place on the cross tube. The inlet




primarily consists of a needle valve in order to allow a small stream of gas into the
cross tube. Current inlets have large leaks. This is one of the future projects. The
procedure for calibration involves using a calibration gas with similar composition
to the Martian atmosphere. The gas is let in the cross tube with the valves to the
bell jar and the microvalve in the off position. Only 7 torr of the gas is let into the
cross tube as monitored by the pressure gauge PA. The microvalve is opened to
allow a small orifice for molecular flow into the hose to the mass spectrometer
sample port. The mass spectrometer than can be calibrated and the accuracy of
the instrument can be determined.

4. RESULTS
4.1 Leak Detection

After assembling the vacuum system and the mass spectrometer, leak detection
was performed on sections of the RGA. Initial experiments indicated large leaks.
Several modifications enacted were to replace the inlet and vent ports on the cross
tube with seal flanges. This greatly improved the performance of the RGA
system. Also an elbow joint between the large vacuum hose and valve 5 was
replaced with a straight tube to relieve strain on the vacuum hose. However, the
ion gauge nor the mass spectrometer was operable. When the ion gauge was
replaced with another ion gauge the pressure was shown to decreased to 2 x 10”°
torr (figure 3). For these experiments both pressure gauges (PA and PB) were
inline between the mass spectrometer and the large vacuum hose.

The leakage rate is the rate at which air from the room leaks into the vacuum
system. This rate is calculated by pumping the system down to a desired pressure
(in this case about 7 torr), shutting off the system under investigation, and
recording the pressure versus time. The pressure increase versus time (Leakage
Rate) for the Bell Jar and the cross tube (P1), the Bell Jar only (P2), and cross tube
only (P3) is plotted in Figure 4. Both the Bell Jar by itself and cross tube by itself
increases approximately 2 torr per hour. Together, the rate is larger 6 torr per
hour. Each trial was performed once which could account for the much higher
rate for both combined. The rates are higher than expected and methods for
decreasing the rate need to be investigated.

4.2 Mass spectrometer

Still the mass spectrometer was inoperable. Since the pressure was in range for

the operation of the mass spectrometer, the mass spectrometer itself must be at

fault. One reason for the mass spectrometer not to come online is a blown |
filament. The filament is the source for the electron beam responsible for the |
production of ions. The mass spectrometer was disassembled and the filaments |
replaced with a new set of filaments. Both sets of filaments were tested and found

to have not blown. Therefore the hypothesis about the filament was wrong.



Another source of error can come from the computer used to control the mass
spectrometer. There are several voltages and currents controlled by the computer
such as the current amount flowing through the filament. However, this current
was found to be correct. Other voltages and currents also were in torrance range.
Afterwards a fused was found to be blown. The 0.1 amp, 250 volt fuse was
replaced. The mass spectrometer came online after the pumps again lowered the
pressure to 4 x 10°® torr. However, the mass spectrometer scan did not show a
peak for water vapor or nitrogen, only background noise. This experiment was
repeated later with the same results. This may be due to the system having to
much water vapor and other volatile chemicals. If these results persist after bake
out, than there are more serious problems with the computer or the mass
spectrometer.

5. FUTURE EXPERIMENTS AND RECOMMENDATIONS

This project is far from being finished. While the mass spectrometer is still the
best type of detector, a new instrument is needed. A portable mass spectrometer,
which has been ordered, can be incorporated replacing the old spectrometer. This
should correct many of the problems this project has seen. The portable mass
spectrometer has ports for calibration, eliminating the need for an inlet port in the

cross tube. Some modifications of the vacuum line will be needed to simplify the
design.

Once the modifications are accomplished, the system can be bakeout eliminating
any contamination in the vacuum lines, pumps, or the mass spectrometer. The
result of the bakeout is a lower background noise in the signal. After the bakeout,
the system will be calibrated with a gas mixture similar to the composition of the
simulated Martian atmosphere. Particular attention will be paid to monitoring of
carbon dioxide, nitrogen, and oxygen depending on needs of the experiment.
Finally, experiments will use the bell jar system with the RGA detector
monitoring the atmosphere inside the chamber for leaks and changes in the
composition of the gases in the chamber.
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Figure 1. New Schematic for Bell Jar System
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Figure 2. Vacuum Test for Mass Sepctrometer and Vacuum
Line
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ABSTRACT

Several techniques had been proposed to enhance multimode fiber bandwidth-distance
product.  Single mode-to-multimode offset launch condition technique had been
experimented at Kennedy Space Center. Significant enhancement in multimode fiber
link bandwidth 1s achieved using this technique. It is found that close to three-fold
bandwidth enhancement can be achieved compared to standard zero offset launch
technique. Moreover, significant reduction in modal noise has been observed as a
function of offset launch displacement. However, significant reduction in the overall
signal-to-noise ratio 1s also observed due to signal attenuation due to mode radiation from
fiber core to its cladding.
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EFFECTS OF RESTRICTED LAUNCH CONDITIONS
FOR THE ENHANCEMENT OF BANDWIDTH-DISTANCE PRODUCT
OF MULTIMODE FIBER LINKS

Alfred S. Andrawis

1. INTRODUCTION

The introduction of digital television and the increase popularity for Internet services are
continually increasing the demand for higher data rate transmission on local area
networks (LANs). LAN standards have been recently upgraded to rates up to 622 Mb/s
and the standardization of a gigabit per second is currently under consideration. Such
high-speed networks are expected to be essential for the Kennedy Space Center (KSC)
backbone networks. Since the dominant fiber base currently in KSC is multimode fiber
(MMF), its modal bandwidth imposes an upper limit on the achievable transmission
speed and link distance. For such fiber, the maximum bandwidth distance product is
limited to 500 MHz.km for over-filled-launch (OFL) conditions. Transmission rates
greater than 1 Gb/s over distances beyond 1 km is not feasible on the basis of this
specification. Although alternatives, such as using single mode fiber (SMF) links exist, it
would be more economically feasible to develop high speed links using the installed
MMF LAN.

There have been several attempts to overcome the OFL bandwidth limit by selective
excitation of limited number of modes extending the bandwidth distance product [1-4].
This project is to explore the possibility of selective excitation of limited number of
modes using a technique simpler than the ones reported in literature. This technique
consists of SMF-to-MMF offset launch conditions such that only few modes are
selectively excited resulting in extending the bandwidth distance product. Single mode
fiber patch cord (10 meter long) terminated with a standard FC connector is coupled to a
standard ST connector of the multimode fiber link. The offset is in the connector-to-
connector coupling. This technique is expected to be more rugged than reported attempts
and hence it may be more suitable for KSC applications.

2. PARAMETERS UNDER INVESTIGATION

The offset launch relies on exciting only a subset of all propagating modes of the MMF
at the launch, so that the pulse broadening due to modal dispersion is lower and hence the
bandwidth is larger. However, offset connector coupling loss increases due to the change
in refractive index profile of the graded index fiber core. Furthermore, offset launch
excites higher order modes. Higher order modes radiate off fiber adding to the nominal
attenuation of the fiber. This effect will decrease signal's power at the receiving end.
Another side effect of selective mode excitation is reducing modal noise [5].

The combination of reduction of, signal's power and modal noise results in changing the
over all signal-to-noise ratio (S/N) affecting the quality of service (QoS) of the LAN.
This change could be reducing or improving the overall S/N depending on other noise
sources 1n the link.

Detailed performance studies for overall noise floor, modal noise, signal-to-noise ratio,
connector and fiber attenuation, and bandwidth all as function of offset displacement are
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investigated. Optimum connector offset position can then be determined for a desired
application according to signal-to-noise or/and fiber attenuation.

3. EXPERIMENTAL SET-UPS

Offset launch condition is accomplished in the laboratory using connectors lateral
misalignment. Single mode fiber terminated with a standard FC connector is coupled to
a standard ST connector of the multimode fiber link under consideration. The offset is in
the connector-to-connector coupling. Three experimental set-ups are shown in Figure 1.
Short description for each of the three experiments is given in the following sections.

3.1. Noise Measurement Set-up

3.2.

3:3.

This experiment, as shown in Figure 1 (a), is to measure overall system noise and to
calculate modal noise. The lightwave component analyzer is used to generate
100 MHz sinusoidal signal. The Over all signal-to-noise ratio (S/N) is initially
measured for 8 spools of Comning graded index fiber. Each spool is ~1 km long
(LDF 50/125, BW 3-dB= ~1214 MHz-km, and NA= ~ 0.2). The measured S/N
includes noise due to laser, modal, shot, thermal, and amplifier. The measurement is
repeated for five SMF-to-MMF connector lateral offsets: 0 pm, S pm, 10 um, 15
um, 20 um, and 25 pm. The experiment is then repeated without the 8 spools of
MMF and the offset connector. An optical attenuator (Anritsu MN934F) is then
inserted instead, using two SMF patch cords. The attenuator is used to attain the
same received optical powers as in the previous parts. The measured S/N in this
case does not include modal noise however, it includes all other noise sources laser
+ receiver). The S/N due only to modal noise is then calculated by substituting in

the equation:

S
N/ Modal N/ Total N/ Laser+Receiver

Attenuation Measurement Set-up

This experiment, as shown in Figure 1 (b), is to measure offset connector attenuation
as well as the attenuation of the fiber as function of the length. Similar to the
previous experiment, the lightwave component analyzer is used to generate
100 MHz sinusoidal signal. The signal emitted by the lightwave source (HP 83402
A) has a wavelength of 1.3 um and optical power equal to 0.0 dBm. The optical
power is then measured immediately after the offset connector and after each one of
the eight spools of fiber.

Bandwidth Measurement Set-up

This experiment, as shown in Figure 1 (c), is to measure the bandwidth of the MMF
after each connector. The HP S-Parameter set sweeps the spectrum starting at 300
kHz and ending at 3 GHz. The lightwave component analyzer is then used to
measure the electrical 3-dB bandwidth.

13




HP 8702 Anritsu
Lightwave Spectrum Analyzer
Component Analyzer MS 2601B
RF, rF |
HP 83402 A RF HP 85047 HP 83410
Lightwave Source S Parameter Set | | Lightwave receiver
Optical output
Offset Connector Q00
fom e it lim/l}’underle:l (8 ko)

(a) Noise Measurement Set-up

" HP 8702 |
Lightwave A8 -
i l Power Meter
R

Component Analyzer X
i AQ-1135E

HP 83402 A | re | HP 85047 |

Lightwave Source I S Parameter Set AR i

AQ-1965

Optical output

T @O

i €
MAMF under test {010 8 k)

: (—'_—': Offset Connecto

(b) Attenuation Measurement Set-up

HP 8702
Lightwave
Component Analyzer

Re)
HP 83402 A RF HP 85047 HP 83410
Lightwave Source | S Parameter Set | | Lightwave receiver

Optical outpul|

10m SMF Offset Connector MMF under test (0to 8 km)

(¢) Bandwidth Measurement Set-up

Figure 1: Experiments Set-up

14




MKR: 101. I1MH2z - 23. 53dBm Wi A
RL: - 23. 6dBm SdB/ ATOdB ST SOms D: PK
T =T T
t |
i [ 1
1 AL )
] |
[ | |
I [ 1
1) [
T T
| 1
L [ R e I e R Pa——
T |
1 L o
N 1
[ | 1
[ () |
[ ] 1
T ) 3
: WM“ \ | uJJvﬂ .I.I” M‘
|

1
SOF: S00. 1MHz

(a) 0 um Offset

- 25. 74dBm W: A

STF: 100kHz RB300kHz VB0

MKR: 101. 1MHz

RL: - 2S. 7dBm SdB/ ATOdB ST SOms D: PK
L i T
[ | |
[ 1
2 !
[ 1
I ) 1
[ [ [l
[ [} I
T | g
1 () I
e e S I e B e e e
(] [
=) I
i | !
[ 1
[ 1
il 1
T T T
i | |
I 4 by PR + }
STF: 100kHz SOF: SO0. 1MHz RB300kHz VBI10OI

(b) 5 pm Offset

MKR: 101. I1MHz - 28. 09dBm W: A

RL: - 28. 0dBm Sd8/ ATOdB ST SOms D: PK
T T T
I 1 1
1 1 1
L 1 1
| 1 1
| | |
] ] 1
1 1 1
4 T i1
1 1 1
S e Lt |__<__-__.4__-___1_—.-_.____.4
] 1 1
1 1 1
! 1 ]
| | |
| 1 |
] ] |
T T T
1 1 1
i 1 4
Lia bl Lok
STF: 100kHz SOF;: SO0. 1MHz RB300kHz VB100O

(c) 10 pm Offset

Figure 2: Signal-to-noise measurements for 8 km of MMF for different connector offsets.

MKR: 101. 1MHz
RL: - 37. 9dBm

=~ 37.71dBm Wi A
Sde/ ATOdB ST SOms 0: PK

T T 1
I 1 I
et ——
3 I
1 1 L
I ! |
) I |
I I I
LI I
T T )
i i) 1
gl RPN L LUl e e e O]

[ A |
1 ! I
LI (1) I
[ [ 1
[ ) |
! l‘l !
3 [ ] !

1 1 ]

STF. 100kHz SOF: 500. 1MHz RB300kHz VB100

MKR: 101. 1MHz
RL: - 53. 4dBm

(d) 15 um Offset

- 53.27dBm W: A
SdB/ ATOdB ST SOms 0:1 PK

T

T
I
+
|
1
I
i
i
!
T
|
—-
!

|
+
|
!
|
|
I
I
T
1
-+

R

STF1 100kHz

MKR: 101. 1MHz
RL: - 74. 9dBm

SOF: S00. 1MHz RB300kHz VBI10C

(e) 20 um Offset

- 75.07dBm Wi A
SdB/ ATOdB ST SOms 01 PK

|
(! ]
e
Tl
ksl
T T
1 ; |
B D R s e e
) 1 T
Tul I
(] 1
Ll 1
(] [
([ |
T u T
[} I
(] 1
Ll 1
STF: 100kHz SOF: 500. 1MHz RB300kHz VB100

() 25 pm Offset

Signal frequency is 100 MHz for all six cases

15



4. RESULTS

4.1. Noise Measurement Results:

Output signal spectra for different offset connectors are shown in Figure 2. Similar
measurements are repeated without including the 8 km MMF. Using spread sheet,

the S/N due to modal noise 1s calculated as shown in Table 1.

Offset (um) 0 5 10 15 20 25

Noise MMF (measured in mW) -64.5 -73.0 -78.0 -81.0 -82.0 -82.9
Noise SMF (measured in mW) -73.0 -76.0 -78.0 -82.0 -83.0 -83.2
P gnat (measured in mW) -23.4 -25.6 -28.2 -38.0 -53.4 -74.0
(S/N) juser + receiver (calculated in dB) 49.6 50.4 49.8 44.0 29.6 9.2
(S/N),p: (calculated in dB) 41.1 47.4 46.8 43.0 28.6 8.9
(S/N), 040 (calculated in dB) 417 50.4 49.8 49.8 354 20.6
Modal Noise (calculated in dBm) -65.1 -76.0 -78.0 -87.8 -88.8 -94.6
Modal Noise (calculated in pW) 35 x 104 R.5 5107 4.5 % 102 7] 1.6 x 10> 143 210° £3.4 % 107

60

Table 1: Calculations for modal noise and (S/N)
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Figure 3: (S/N),p vs. lateral offset in um due to: laser + receiver, shot, and total noise.

Offset (um)
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We conclude from Table 1 and Figure 3, that shot noise decreases with increasing
connector lateral offset. = However, connector lateral offset increases signal
attenuation as well. The combination of the two effects gives the curve shown with
the symbol 2. For 0 um offset, we notice that the dominant noise is modal noise. For
offsets larger than 15 pm the dominant noise is due to laser + receiver. Between 5
and 10 um, modal noise 1s in the same order of magnitude of the sum of other noises.
Hence, based only on S/N, the optimum operating point should be between 5 and
10 um. However, there are other factors to be put into consideration such as
attenuation and bandwidth.

4.2.  Attenuation Measurements
Optical power P, is measured immediately after the offset connector and after each

segment (each segment is 1 km) up to 8 segments. The measured values are shown in
Table 2.

Offset (um) 0 sl gl 15 k20 2s
P, @0km (dBm) | -0.4 | -1.0 | -1.0 | 24 |-24 |-155

P,@ 1km (dBm) | -1.1 | -1.5 [ -1.6 | -43 [ -10.0 | -20.5

P, @2km (dBm) [ -20 | 22 | -2.8 | -6.6 | -13.5 | -23.1

P,@3km(dBm) | -2.7 ( -3.2 -39 | -8.0 |-15.1 | -24.6

P,@4km (dBm) | 3.4 | -4.0 | -52 |97 |-17.0 | -26.7

P, @5 km (dBm) | -4.1 | -4.6 | -6.1 | -10.7 | -18.3 | -27.9

P, @6 km (dBm) | -5.1 | -5.8 [ -7.4 | -12.0 | -19.7 | -29.4

P, @7 km (dBm) | -5.8 | -6.5 | -8.2 | -12.8 | -20.6 | -30.1

Py@:8 km (dBm) | 6.7 [F-7.4"| -9.2.1"-13.8 |-21.7 | -31:2

Table 2: Optical power P, in dBm as function of connector lateral offset at different
lengths of MMF.

Table 2 is graphed in Figure 4 from which we notice that for 0 pm offset the
attenuation is linear vs length i.e. the attenuation of the first km of fiber 1s equal to the
attenuation of the 8" km of the fiber. However, for large connector (such as 25 pum)
offsets the attenuation at the beginning of the fiber is much larger than the attenuation
at the end of the fiber (more than five folds). This 1s because most of the modes
excited by lateral offset launch are “radiation modes,” these are the modes that are
not confined in the core [6]. However, zero connector-to-connector offset mainly
excites “meridional and helical modes”. These modes are guided inside the core. We
Also notice that connector loss jumps suddenly from 2.4 dB to 15.5 dB when offset is
incremented from 20 pm to 25 pm. This 1s due to the high radiation loss occurring at
the first 10 m of MMF connecting the offset connector with the Optical Power Meter.
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Received Optical Power vs Length
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Figure 4: Received optical power in dBm vs. MMF length in km for different
connector offsets.
4.3. Bandwidth Measurements
Electrical bandwidth is measured after each segment (each segment is 1 km) up to 8
segments. The measured values are shown in Table 3.

Offset (jum) 0.8 JiaiB s 20 | 28
BW @ 1 km (MHz) | 694 | 890 | 1100 | 1200 | 1300 | 1500
BW @ 2 km (MHz) | 400 | 536 | 675 | 676 | 715 | 810
BW @ 3 km (MHz) | 382 | 450 | 580 | 630 | 665| 675
BW @ 4 km (MHz) | 346 | 370 | 441 | 520 | 535| 540
BW @ 5km (MHz) | 308 | 330 | 406 | 428 | 440 | 510
BW @ 6 km (MHz) | 279 [ 309 | 389 | 396 | 405 | 460
BW @ 7km (MHz) | 193 [ 238 | 328 | 346 | 375 | 395
BW @ 8 km (MHz) | 189 | 225 | 300 | 310| 335 360

Table 3: Bandwidth in MHz as function of connector lateral offset at different lengths
of MMF.

The plot of this table is shown in Figure 5.
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Bandwidth vs. Number of MMF Segments
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Figure 5: Bandwidth in MHz vs. MMF number of segments (1 km each) for different
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Figure 6: Bandwidth in MHz vs. lateral offset in um for an 8 km MMF link.
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We observe here that the dispersion is large at the beginning of the MMF link and it
level off after few segments. This could be explained by the fact that modal
dispersion, which is dominant in MMF, is proportional to the number of modes. The
number of modes is larger at the beginning of the fiber link than at the end of the
fiber link. Propagating modes at the beginning of the fiber include radiation modes
as well as meridional and helical modes. After couple of kilometers, radiation modes
radiate off the core leaving only meridional and helical modes in the fiber core.

We obtain Figure 6 when the length is fixed to 8 km and the experiment is repeated.
We notice that bandwidth improvement for 25 pum offset is almost three fold better
that the bandwidth at on-line SMF-to-MMF coupling.  Explanation of this
phenomenon is well studied previously [1-6]

5. CONCLUSION

It is evident that extending the bandwidth-distance product of a MMF is possible. A
simple lateral offset connector could be used to selectively excite higher order modes to
extend the bandwidth-distance product. However, the optimum lateral offset depends on
signal modulation, and transmission distance. Depending on the minimum required S/N,
the optimum connector offset is initially estimated from Figure 3. Receiver's sensitivity
and maximum bit rate could then be found from Figure 4 and Figure 5. For binary
digital, transmission is achievable with S/N as low as ~20 dB. From Figure 3 we find
that the offset could be as large as 22 um for a link of 8 km. Receiver's sensitivity is then
estimated from Figure 4 for an 8 km link to be equal to ~ — 23 dBm (for an 8 km link).
Depending on the distance, the maximum bit rate transmission could then be determined
from Figure 5 (maximum bit rate ~ 2 x bandwidth). Following the same procedure for
analog transmission, connector offset is estimated to be 15 um. However, a significant
enhancement in S/N (more than 5 dB) is achievable with a SMF-to-MMF 5-10 pm offset.
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ABSTRACT
The ability to exchange information between different engineering software (i.e. CAD, CAE, CAM) is necessary to aid
in collaborative engineering. There are a number of different ways to accomplish this goal. One poplar method is to
transfer data via different file formats. However this method can lose data and becomes complex as more file formats
are added. Another method is to use a standard protocol. STEP is one such standard. This paper gives an overview
of STEP, provides a list of where to access more information, and develops guidelines to aid the reader in deciding if
STEP is appropriate for his/her use.
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STEP: WHAT IS IT AND SHOULD IT BE USED
FOR KSC’S ISE/CEE PROJECT IN THE NEAR FUTURE?

Dr. Catherine C. Bareiss

i Introduction

A. Different methods for information exchange
This paper looks into one specific way to exchange information between different engineering software packages. This
problem is similar to the problem of information exchange between different office productivity software (i.e. word
processors, spreadsheets, presentation software, databases). Even though the data for engineering models is much more
complex than that of office productivity software, much can be learned by looking at the different methods of office
productivity software information exchange.

The easiest way to exchange office documents is by using the same version of the same software. This is often done
within a company that has chosen to standardize on one package. When using one vendor (i.e. Microsoft, Lotus, Corel,
etc.) another method for exchange of information is found between different types of software (i.e. spreadsheets, word
processing, etc.). Platforms developers have designed methods to make it very easy to access information in one
document (for example, a spreadsheet) in another (for example, a paper created in a word processor). A third way to
exchange information is used when working with different platforms. The developers often include routines that allow
their package to read data created by other packages. A fourth way involves total transparent information interchange
and can be seen in database packages. Platform independent standards (i.e. SQL and ODBC) have been developed, and
most database packages have implemented these standards.

Options for information interchange in engineering packages are similar. The easiest option is for an organization to
standardize on one package. However, as in office software, it is common to need different packages to work on
different aspects of engineering modeling (i.e. word processor and spreadsheets, mechanical and electrical engineering).
The next easiest option would be to standardize within an organization on software developed by the same developer
that allows for information interchange. However, such software is rare, and the politics are such that it may be difficult
torequire all engineers associated with an organization to use software from the same developer. The next option would
be to use packages that include routines to read other data formats. But as in the case of office software, it is usual that
detailed information can be lost. Also, these can get to be a very large package because as each new file format is added
to the conversion routines, all previous file formats must be allowed to convert to and from the new one. Very quickly,
this becomes too complex and large. In addition, upgrading versions can often cause problems with transferring the
more complex data that the newer versions allow.

The fourth option (and the one presented in this paper) is to use a platform independent standard for information
interchange. The three most common are ORB, CORBA, and STEP. The first two are generic standards for any type
of communication protocol. STEP is an international standard designed to facilitate the exchange of information
specifically for engineering and product design, and is the one covered in this paper. While this option seems the best,
it is important to keep in mind that STEP is still not finished and not completely implemented commercially. This may
require additional on-site programming to support the exchange between different software packages depending on the
needs of an organization.
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B. Overview of STEP
To better understand if STEP is worth any additional required effort, STEP must be better understood. STEP (STandard
for Exchange of Product model data) is an ISO standard (ISO 10303 industrial automation systems - product data
representation and exchange). STEP is a very large and complex standard. While it is very difficult for any one person
to completely understand all of STEP, the components that are necessary to determine if it can meet KSC’s ISE/CEE
immediate needs can be understood by a single individual.

There are four major components of STEP that are of interest: integrated resources (IRs), application protocols (APs),
application modules (AMs) and EXPRESS (a description method). An AP defines the protocol for describing all the
information associated with a given area (i.e. electrical) of engineering. APs are referred to as parts 201-299. Each AP
1s made of one or more IRs. The IRs are used to describe “components’ that might be of interested in one or more AP’s
(for example, the shape of an object). IRs are further divided into 2 categories. Parts 41-99 are integrated generic
resources whereas parts 101-199 are integrated application resources. Generic resources are independent of the
applications and can reference each other. Application resources can reference generic resources and are used to add
additional constructs that might be used by a group of similar applications. AMs are used to help the sharing of
information between APs and the speed up the development of APs. They are a new concept are still under
development. EXPRESS is the data definition language for STEP and is used to define that structures of APs, AMs,
and IRs. Itis the first of the description methods (referred as parts 11-19). The other parts of STEP include Part 1
(which is the overview), parts 21-29 (implementation methods), parts 31-39 (conformance testing methodology and
framework), parts 301-399 (abstract test suites), and parts 501-599 (application interpreted constructs) which are
components of application protocols.

¢ Guide to the rest of the document
The next section will introduce STEP by covering its history. The second section explains the contents of STEP that
might be of importance to KSC’s ISE/CEE project. Itincludes a list of acronyms and terms are given to help understand
the paper and information to help understand integrated resources, application protocols, application modules, and
EXPRESS and implementation methods. The third section talks about what is involved in PDM (product data
management) software and how STEP fits in that picture. The fourth section (which is the conclusion) is designed to
help the reader decide if STEP would help meet the immediate and short term needs of the KSC’s ISE/CEE project.

2 History of STEP

Work on STEP was officially started in 1984. It was proceeded in the 1970s by three specifications: IGRES (Initial
Graphics Exchange Specification) in the USA, SET (Standard D’Exchange et de Transfert) in France, and VDA-FS
(Verband der Automobilindustrie-Flachen-Schnittstelle) in Germany.

STEP started with the following objectives.

1. The creation of a single international standard, covering all aspects of CAD/CAM data exchange.

2. The implementation and acceptance of this standard in industry, superseding various national and de facto
standards and specifications.

5 The standardization of a mechanism for describing product data, throughout the life-cycle of a product, and
independent of any particular system.

4. The separation of the description of product data from its implementation, such that the standard would not

only be suitable for neutral file exchange, but also provide the basis for shared product databases, and for long-
term archiving.
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The initial release of STEP occurred in 1995 with the following twelve parts.

Part 1 Overview and Fundamental Principles

Part 11 The EXPRESS Language Reference Manual

Part 21 Clear Text Encoding of the Physical File Exchange Structure
Part 31 Testing Methodology and Framework: General Concepts
Part 41 Fundamentals of Product Description and Support

Part 42 Geometric and Topological Representation

Part 43 Representation Structure

Part 44 Product Structure Configuration

Part 46 Visual Presentation

Part 101 Draughting

Part 201 Explicit Draughting

Part 203 Configuration Controlled Design

3. Overview of STEP
A TERMS

The following are a list of acronyms and terms that will be of help for understanding the rest of the paper.

AAM Application Activity Model

AlIC Application Interpreted Construct

AIM Application Interpreted Model

AM Application Module - an extension of an AIC
AP Application Protocol

API Application Program Interface

ARM Application Reference Model

GEE Collaborative Engineering Environment

ER Entity-Relationship

EXPRESS A data definition language defined in STEP
EXPRESS-G A graphical standard (defined in STEP) to represent a portion of EXPRESS
IR Integrated resource

TIAR Integrated Application Resource

IGR Integrated Generic Resource

ISE Intelligent Synthesis Environment

ISO International Standards Organization

PDM Product Data Management

SDAI STEP Data Access Interface

SEEP STandard data Exchange Protocol

B.

Integrated Resources

Integrated resources are used to describe components that might be of interest to one or more APs. There are two
categories of integrated resources. Generic resources are application independent, and application resources support
the needs of a group of applications. The integrated generic resources support common themes such as geometric and
topological representation, materials, visual presentation, and process structure and properties. Integrated application
resources include draughting, finite element analysis, and kinematics. While IRs are used to develop APs, they are not
sufficient by themselves to meet the needs of an appiication and are therefore not used by themselves but are only used

as part of an application protocol.
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Application Protocols

Application protocols are the primary way to interface with STEP for most users. APs define the requirements for a
specific application of product data related to a particular industry. They do this by combining both integrated generic
resources and integrated application resources. The numbering systems allows for ninety nine different APs with thirty
two being worked on, finalized, or retired. As industry needs expand, more APs will most likely be developed with each
AP possibly requiring over one year to be developed.

APs are more complex than just identifying which integrated resources to use. They start with one or more application
contexts which contain the descriptions of the functionalities, technologies, types of product, disciplines, industry
sectors, and life cycle stages that comprise the background knowledge of users. The AAM (application activity model)
elaborates the activities and flow of information between activities for given application context. These activities and
flow of information are identified by the application scope. Both the application scope and AAM are used to define
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the information requirements of the users of a particular AP. These requirements include the natural language
definitions of the application objects and application assertions using the terminology of the users. These requirements
can be displayed graphically via an application reference model (ARM).
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The AAM, information requirements, and usage scenarios are combined to define usage mappings. These mappings
identify which activities, information flow, and requirements are needed by each usage scenario. The usage mappings
are then used to define conformance classes which group specific information requirements based upon usage scenarios
that describe how the information is expected to be used. These classes are also influenced by implementation and
market considerations.

A representation mapping combines the application contexts, information requirements, and IRs to create an application
interpreted model (AIM) which is the formal specification for communication when satisfying a conformance class of
an AP. Groups of AIM constructs may represent acommon semantic in more than one AIM. These are combined into
reusable application interpreted constructs (AIC). An AIC satisfies information requirements that are common to more
than one AP.

D. Application Modules
Application modules (AMs) extend the AIC (application interpreted construct) concept by including the relevant
portions of the AP application reference model. This extension was done for five reasons.

i To reduce the high cost of developing an application protocol. (It currently takes a team of four or more people
about a year and a half to produce an initial AP specification for a typical engineering function.)

2, To ensure the ability to implement a combination of subsets of multiple APs or to extend existing APs to meet
a business need.

3. To ensure the ability to reuse application software developed to support one AP in the development of an
implementation of another AP with the same or similar requirements.

4, To avoid duplication and repeated documentation of the same requirements in different application protocols
leading to potentially different solutions for the same requirements.

SH To ensure the ability to reuse data generated by an implementation of one or more APs by an implementation

of one or more different APs.

There are three major components to an application module.

1g the scope and functional requirements;
2 the application reference model as a representation of the application domain information requirements; and
3. the module interpreted model that specifies the required use of the common resource.

The use of AMs is relatively new to STEP and is just starting. No standards have yet to be produced using AMs but
they are being worked on (esp. in terms of PDM applications). Any future development in APs should also develop
and use AMs.

E. EXPRESS and Implementation Methods
i. EXPRESS

Express is a data definition language that is describes the structure of the IR’s, AP’s, and AM’s (including the data
structure and constraints) and is used in a number of standardization projects including STEP. It does not contain the
actual data, nor is it executable.

EXPRESS supports the following modeling capabilities:

. definition of data entities, attributes, and relationships,
. the specification of local and global constraints on these, and
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. the collection of data definitions and constraints in separate schemata, supporting modular
development of data models.

An example of a data model in EXPRESS might include the following:

ENTITY car;

make : STRING;

model : STRING;

year : INTEGER;

owner : person;
END_ENTITY;
ENTITY person;

first_name : STRING;

last_name : STRING;
END_ENTITY;

EXPRESS has seven constructs: schema, type, entity, constant, function, procedure, and rule. A complex EXPRESS
schema (which is very typical) can be very hard to follow, so EXPRESS-G was developed and displays a subset of
EXPRESS graphically.

EXPRESS-G is similar to ER diagrams in that it has definitions (similar to entities), relationships, and compositions
(which allow a diagram to span more than on page). It does not support functions, procedures, or rules. It supports
simple data types, named data types, relationships, cardinality, and one or more schemas. See following diagram for
an example.

O model
Car O make
Oyear

O first name
Person £

O last name
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ii. Implementation Methods
Currently there are six implementation methods defined. The first is a physical file exchange structure. This method
uses EXPRESS-I (instantiation language) and records this is a plain ASCII file. Below is the data portion for an
instance of a car.

#1 ='CAR ( “Saturn”, “SL”; 1996, #2);
#2 = PERSON (“John”, “Doe”);

While this method is sufficient (can support all file exchange), it does have a number of disadvantages.

. It can be very slow for accessing specific information.

. It does not support concurrent access.

. It does not support distributed storage.

. It can be difficult to share information between different AP’s (since the data may be structured

differently and software would be needed to converted to the structure of the other AP).

Part 22 defines SDAI (STEP Data Access Interface) which defines how to interface with advanced data storage methods
(1.erelational databases, object-oriented database, knowledge bases, etc.). It defines the methods used by an application
to access the data. It is then up to the data storage method to support these methods. The last four parts (23, 24, 25,
26) of the implementation methods define bindings for languages. Part 23 defines the C++ language binding to the
SDALI, while part 24 defines the C language binding and part 25 defines the late FORTRAN binding. Part 26 defines
the interface definition language binding to SDAI. These are used to support language access to the STEP data. They
could be used when developing necessary code to meet any needs that cannot be met via commercially available
products.

4. PDM

The purpose of a Product Data Management system(PDM) is to help an organization track the information associated
with a product throughout its entire life-cycle. This can include multiple versions, views of parts and/or products,
managing the hierarchy of a product composition, tracking the status of parts and/or products, and/or managing the
information associated with different variations of a part and/or product.

The field of PDM software is still be refined and researched. Some of the still open questions include:

1) What is the theoretical required information to be managed?

2) Since different organizations have different life-cycles for products, what is the best way to design a system
to allow for these differences and still ensure that it will support all needs?

3) How should PDM systems be integrated with design software (i.e. CAD, etc.)?

Since the problem of PDM systems have not been completely solved, if one wants to use such a system, there are a
number of questions to ask.

1) How does my organization manage the life-cycle of a product?

2) What information is important to be tracked?

3) What software can best meet answer one and two?

4) What software can best interface with other software (i.e. CAD) being used to developed the product?

30




The fourth question is where STEP plays a role. Within the STEP community there is the PDM Implementor Forum.
This form is made up of software developers and testers who are working on PDM systems and translators based on
STEP. This form is called PDES, Inc. consortium and was started in February of 1995.

The STEP PDM Schema (as of May 19999) contains the intersection of AP 203, AP 212, AP 214, and AP 232. It
includes the following units: part identification, part classification, part properties, part structure and relationships,
document identification, document classification, document and file properties, document structure and relationships,
external files, document and file association to product data, alias identification, authorization, configuration and
effectivity information, and work management data.

5 Conclusions
A. What options exist to meet KSC’s ISE/CEE’s immediate and short-term
needs?

When trying to decide if STEP should be used for the immediate needs of the ISE/CEE environment at KSC, there are
a number of issues to look at. For each alternative one needs to consider the costs and benefits. The options are to:
Standardize on one software package

Use existing protocols to convert to standard file formats

Develop own information exchange protocols for limited needs

Use STEP and develop own software to fill in the gaps.

et L

It is assumed that options 1 and 2 will not meet the immediate requirements of ISE/CEE. If either one does, then there
1s no cost and that option should be used. This leaves two options: total internal development or the use of STEP.

B. Why one might not use STEP.
There are three primary disadvantages with using STEP: (raining, development costs, and complexity with the
complexity being the primary cause of the other two. Because of this complexity, the system developers will need to
invest a significant amount of time in becoming proficient in the use and development of APs along with the remaining
parts of STEP. Also, if the existing software and/or APs do not meet all the current requirements, there will be a lot
of time and effort necessary to develop these. Because one would be developing generalized software and APs instead
of ones designed to meet the exact needs of KSC’s ISE/CEE, more effort would be required.

€. Why one might use STEP.
There are four major advantages of using STEP: already developed application protocols, investment in the future, a
large amount of international commitment, and the existence of commercial products.

With STEP, the application protocols have either already been developed or are in the process of being developed. The
process of developing APs (either for STEP or the equivalent of own software) is a large, time-consuming task. It
involves correctly understanding the application domain, identifying all requirements in that area, creation of application
protocols, and testing the final results. There are many places in this process where errors can develop. By using STEP,
either the application protocol is finished (and “error-free”) or is being developed by a “large” group of people investing
in this process. This would tend to make the development of the application protocols more error-free in STEP then
doing it by own self given the complexity of the task. In addition, the cost of develop of APs should be decreasing as
the development and use of AMs increase. A presentation by Julian Fowler from PDTSolutions in 1997 also indicated
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that “AP interoperability” is still perceived as a problem. This is where a good deal of current effort in STEP is being
focused.

In May of 1999, the NASA CIO officially approved NASA-STD-2817, which includes the requirement for
CAE/CAD/CAM systems used by NASA to have interchange tools that support STEP. This includes making sure that
tools to enable data interchange (which are compliant with STEP, currently AP 203, AP209, AP210, AP 225, and AP
227)) be available to all CAE/CAD/CAM. users at each NASA center. In addition NASA is a member of PDES, Inc.,
which is a join industry/government consortium specifically formed to accelerate the development and implementation
of STEP. It appears as if NASA’s future includes a strong commitment to STEP. Therefore any investment in STEP
now (both learning and development of systems) is an investment in the future.

There is a large international commitment to STEP (over 25 nations), in addition to a significant commitment from
vendors and industry (a total of more than 200 companies involved). This also indicates that the initial investment in
time and energy by KSC would not be wasted.

D. How to decide.

So with these advantages and disadvantages, should KSC use STEP to meet the immediate and short term needs of the

ISE/CEE? How should KSC go about answering that question?

Step 1: Identify the needs. This includes identifying the CAx software used and the related APs in STEP.

Step 2: Determine the status of the APs. Are they still under development?

Step 3: Identify if there is existing software that implement the necessary APs and what software exists that can help
with data interchange that is not based on STEP. These steps will identify how much can be achieved via “off-
the-shelf” vs. internal development, and how much work is involved in using STEP vs internal development
vs other commercially available methods.

Step 4: Make the decision. After determining how much would need to be developed on-site, the decision on using
STEP can be made based upon the one wishes to invest in the future vs. the need for immediate solutions.
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ABSTRACT

The goal of this project was to conduct preliminary investigations to determine appropriate
samplin% strategies to measure the flux of dissolved nutrients (specifically, NH;", NO;3", NO;,
and PO, ™) and suspended particulate matter (TSS) between impoundments and the IRL in
preparation for an intensive 3-yr monitoring program. In addition to nutrients and TSS, a variety
of common water quality indicators were also measured during these preliminary studies. Six
impoundments and a single restored marsh selected for study. Over a month long period, water
samples were collected weekly at selected impoundment culverts. Water was collected in
duplicate as independent grab samples from both the lagoon side and within the perimeter ditch
directly adjacent to the culverts. Water quality indicators inside and outside the marsh
impoundments were different. Ammonium, salinity, bacteria and chlorophyll-a were higher
inside the impoundments as expected possibly as a result of the great affect of evaporation on
impoundment water. Water quality indicators responded rapidly both inside and outside the
impoundments as exemplified by the increase in NH; -N concentrations during a horseshoe crab
die-off. Water quality indicators were high variable during the month in which water samples
were collected. Because the impoundments are widely spaced it is logistically unrealistic to
sample each of the impoundments and associated seagrass beds on a single day, sampling must
be stratified to allow patterns of material movement and the annual flux of materials to and from
the impoundments to be determined.
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MEASURES OF WATER QUALITY IN MERRIT ISLAND NATIONAL WILDLIFE
REFUGE IMPOUNDMENTS AND ADJACENT INDIAN RIVER LAGOON

Linda K. Blum
1. INTRODUCTION

In much of the coastal United States, large areas of salt marshes have been impounded to control
mosquitoes and sea-level intrusion into agricultural land. At Merritt Island National Wildlife
Refuge (MINWR) marsh impoundment began as early as 1956 and was accelerated when NASA
funded the mosquito control districts in the late 1950's and early 1960's. Most of the
impoundments were completed by 1966. In 1963, NASA transferred management authority for
many of the impoundments to the U.S. Fish and Wildlife Service (USFWS). The MINWR
wetlands are presently managed by USFWS biologists under a multispecies management
program with focused on, but not limited to, fish, wildlife, plant communities, and consumptive
and non-consumptive public uses (Epstein, 1995).

To enhance biodiversity and provide better management of the MINWR wetlands restoration of
impoundment T-10-K was begun when it was drained in 1969. T-10-K was fully restored (the
dikes were removed and the perimeter ditches filled) in 1977 (Leenhouts 1982). Restoration
efforts continued when refuge managers began installing culverts to reconnect impoundments to
the adjacent lagoons in the 1970's. In addition to enhancing refuge biodiversity and restoring
wetland interaction with the lagoons, reconnection of the impoundments has created unique
opportunity for scientists to study the response of the lagoon-marsh ecosystem to restoration
efforts. Reconnection of the impoundments to the lagoon has restored the flow of materials, both
dissolved and particulate, between the marsh impoundments and the lagoon. Although Day
(1989) stresses that the flux of materials between estuaries and their adjacent wetlands is a
critical process in estuarine ecosystems because of the impact on system biodiversity and
production, little is known about how reconnection of impoundments will affect material
movement of materials to and from the lagoon and the impoundments.

As a result, SIRWMD, NASA, USFW, and a number of universities have been awarded funding
from EPA to examine a variety of questions focused on the response of the impoundments and
lagoon to reconnection. One of the primary objectives of the EPA-funded project is to examine
material flux between the impoundments and lagoon. The goal of my NASA/ASEE project
during summer 1999 was to conduct preliminary investigations to determine appropriate
sampling strategies to measure the flux of dissolved nutrients (specifically, NH;', NOs, NO;,
and PO,”") and suspended particulate matter (TSS) between impoundments and the IRL. In
addition to nutrients and TSS, a variety of common water quality indicators were also measured
during these preliminary studies.

2. MATERIALS AND METHODS

A. Impoundments: The criteria used in impoundment selection included; proximity to the IRL,
presence of culverts installed through the impoundment dike directly to the IRL (i.e., the
impoundments were reconnected to the IRL), and hydrologic management regime (Fig. 1). The
six impoundments and single restored marsh selected for study vary in size (Fig. 1) and in plant
community composition (Table 1).

Although a variety of structural marsh management techniques are used at MINWR, the two
most commonly employed methods are wildlife aquatic management (WAM) and open. The
combination of these techniques is used by MINWR biologists to maximize biodiversity and
ecosystem productivity (M. Epstein, personal communication). The primary objective of the
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WAM technique is to create habitat that favors utilization by ducks and wading birds by
encouraging the growth of submerged aquatic vegetation, especially Ruppia martima an
important food source for herbivorous water birds. R. maritima growth is promoted by flooding
the marsh surface with IRL water for approximately 8-10 months of the year. When the WAM
impoundments are flooded, exchange of water with the IRL is limited to times when sufficient
rain fall raises the level of the impoundment above that necessary for R. martima growth or
water level in impoundments falls below the water level in the lagoon and water is flow is from
the lagoon into the impoundment. Water flow is from the impoundment to the lagoon during
drawdown when the impoundment is allowed to drain allowing for consolidation of the sediment
to provide substrate suitable for reestablishment of R. martima.

*Figure 1. Black Point impoundments
at MINWR

TABLE 1. Description of impoundments selected for water quality study during
summer 1999.

Marsh Management Months Flooded % Emergent
Impoundment Type per Year Plant Cover
T-10-J WAM 8-10 90
T-10-L WAM/RIM 8-10/4-6 50
T-10-H Open 23 35
T-10-C Open 2-3 5
T-10-D WAM/RIM 8-10/4-6 2
T-10-E WAM 8-10 2

The primary objectives of open impoundment management are
to provide estuarine organisms with access to the marsh surface
and to allow movement of suspended materials to and from the
lagoon. Open management is critical to some commercially and
ecologically important fishes such as tarpon, snook, red and
black drum, spot, and blue crabs (Gilmore 1999). Furthermore,
in many lagoon-marsh systems, overall lagoon production and
biodiversity are dependent on the export of particulate organic
material from the marshes to the lagoon (Nixon, 1980) while
marshes are maintained by import of mineral particles from the

lagoon (Day and Templet 1989). The movement of materials (including organisms) to and from
the lagoon is accomplished by leaving the culverts open to natural changes in water level so that

TABLE 2. Sampling dates and the direction of water flow in the open imPOUdeeIltS are flooded aPPTOleately
culverts during preliminary water quality sampling, summer 2-3 months of year.

1999.

B. Sampling: Over a month long period, water

Date

Impoundment Sampled

Direction of Water Flow

June 22

June 29

July 6

July 13

T-10-C
T-10-D
T-10-H
T-10-E
T-10-J
T-10-H
T-10-L
T-10-C
T-10-D
T-10-H
T-10-L
T-10-E
T-10-H
T-10-J

samples were collected weekly at selected

no flow

no flow impoundment culverts. Water was collected in
tg‘;af;‘;:n duplicate as independent grab samples from
no flow both the lagoon side and within the perimeter
i9lagoon ditch directly adjacent to the culverts.
to lagoon = : s
a0 flow Logistical constrains allowed for sampling

% 131%00“ only 3 or 4 impoundments each week (Table
;;";a;fs:n 2). All samples were collected between 0830
no flow and 1130 in clean, 4-L cubitainers and held in
e ice chests until return to the lab for sample

processing.
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C. Water Quality Measures: In the field, the direction of water flow was determined visually
(Table 2). Measurements of dissolved oxygen (DO), salinity, and water temperature were made
(Table 3). Immediately upon return to the laboratory sample pH was determined in each
cubitainer and subsamples for determination of bacterial abundance were preserved in 2%
formaldehyde (Table 3). Within 4 h or less of return to the laboratory, samples were filtered for
determination of NH,", NOs~, NO;, PO,*, TSS, particulate organic matter (POM), mineral
matter, and chlorophyll-a (chl-a) (Table 3). Samples for nutrient analysis were preserved by
filtration through 0.45 um pore size Gelman supor membrane filters. Filtered nutrient samples
were frozen until analysis, which occurred with 9 days or less from sample collection (Table 3).
Samples for TSS, POM, mineral matter and chl-a were filtered collected on Whatman GF/C

filters and processed immediately upon collection (Table 3).

Table 3. Major Water Quality Measures and Method of Analysis

VARIABLE DECSCRIPTION APPROVED
METHOD

Total suspended solids  gravimeteric EPA 160.2

Organic and mineral gravimeteric EPA 160.4

particulates

NO; " and NO5” Cd reduction EPA353.1 &
EPA353.2

NH; Phenol hypochlorite EPA 351

ortho-PO,> EPA 365.1 & EPA
365.2

salinity

Chlorophyll-a acetone-DMSO extraction SM10200H

Bacteria Direct microscopic count Hobbie et. al. 1977

pH Orion pH meter

Dissolved oxygen YSI DO meter

Water temperature YSI meters

3. RESULTS

A. Impoundment Comparisons:
Examination of the entire water
quality indicator data set by PCA
showed that PC1, PC2 and PC3
accounted for 36.2%, 18.5%, and
14.9%, respectively, of the
variance in the data set or a total
variance of 69.6%. A clear pattern
was observed when PC1
(comprised of TSS, POM and
mineral particles) and PC2
(comprised of chlorophyll-a and
bacterial abundance) and PC2 and
PC3 (comprised of NH; -N) were
compared to one another (Fig. 2).

Water samples collected inside the impoundment consistently separated from those collected
outside the impoundment. This pattern was confirmed to be statistically significant by one-way
ANOVA of inside vs. outside values for salinity, pH, ammonium, bacterial abundance, and
chlorophyll-a (o = 0.05). Values for each of these variables were always lower outside the
impoundment than they were inside the impoundment. There were no significant correlations
among any of the water quality variables measured (o = 0.05).

In addition to the inside vs. outside pattern, the PC2 vs. PC3 comparison revealed that those
samples collected on July 13 (blue symbols) separated along PC3 (the nitrogen component) from
all other sampling times (Fig. 2 bottom panel). On July 13, we observed a significant increase in
the number of dead Limulus polyphemus (horseshoe crab) around the impoundment culverts.
Horseshoe crab carcasses were abundant both inside and outside the impoundments where
samples were collected. Decay of the crab carcasses was the likely cause of the 2- to 12-fold
increase in NH4 -N concentrations measured at T-10-E, T-10-H, and T-10-J observed for the

July 13 samples.

A second PCA was done without the July 13 data to ascertain if these high N samples were the
underlying cause of the patterns obtained when the entire data set was subjected to PCA. The
results of the second PCA without the July13 data were nearly identical to the first analysis,
which included the July 13 data (data not shown). The variables comprising PC1, PC2, and PC3
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for the second analysis were identical to those in when all the data were analyzed. For the second
PCA, the variance explained by the first 3 PCs was even greater (PC1=38.3%, PC2=23.2%,
PC3=13 2%, total = 74.7%) than that explained when all the data were used. In contrast to the
first PCA, the inside vs. outside separation was the only obvious pattern seen when PC1 vs. PC2

or PC2 vs. PC3 were compared.

*Figure 2. Results of principal component analysis using all data for collected on all dates
(top panel) and without data from July 13, 1999.
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No clear patterns are evident among the impoundments (Fig. 3). This is not surprising given the
limited nature of the current data set.

*FIGURE 3. Mean concentrations (1tM) of NH," for all samples collected from each of the impoundments during
summer 1999 in panel (a) where n = 2 for all impoundments except T-10-H where n = 4) and (b) where n = 2 for
T-10-C, T-10-D, T-10-L, n = 1 for T-10-E and T-10-J, and n = 3 for T-10-H. Green bars = inside the
impoundment. Blue bars = outside the impoundment.
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B. Temporal variation among samples: Impoundment T-10-H was the only site where samples
were collected each of the weeks of the experiment. Water quality measures were highly variable

across the times sampled at T-10-H (Fig. 4). The only consistent pattern during these 4 weeks

was that chlorophyll-a, and bacterial abundance were significantly different (oc = 0.05) and
always greater inside the impoundment than outside the impoundment. No significant
correlations were detected among the variables measured for impoundment T-10-H.

*FIGURE 4. Temporal variation of water quality indicators for T-10-H on the four sampling dates. Green bars =

inside the impoundment. Blue bars = outside the impoundment.
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4. DISCUSSION AND RECOMMENDATIONS

The primary objective of the work completed in summer 1999 was to determine an appropriate
water quality sampling scheme for work to be conducted with EPA funding in 1999-2001. One
of the primary concerns was and is the feasibility of sampling 7 impoundments and the
associated seagrass beds in the IRL within a time frame to allow for direct comparison among
impoundments. This concern is based on the EPA-funded project’s long-term goal to compare
the effect of WAM and open water management on the impoundments, which requires
knowledge of both the annual flux and the patterns of material (particulate and dissolved)
movement between the IRL and the impoundments. An additional goal of the EPA-funded work
is to determine what effect material flux from the impoundments has on seagrass beds adjacent
to the impoundment culverts. Ideally the impoundments and the seagrass beds should be sampled
on the same day to minimize temporal variation for comparison of flux patterns. However, based
on the preliminary work completed this summer, sampling 7 impoundments would require
approximately 5 hours. Sampling the adjacent seagrass beds would require additional time —
probably another 4 hours. An additional limitation is that imposed by sample processing time
and the time between collection and stabilization of the samples once they have been returned to
the laboratory. Further constraints on sampling include diel variation in biological activity,
especially photosynthesis by phytoplankton and SAV in shallow impoundment water, which can
have a profound effect on water chemistry over the course of a single day. To minimize diel
variation, samples should be collected at similar times of the day and within several hour of one
another. Clearly, it will not be possible to collect samples at the impoundment culverts and over
the seagrass beds and process those samples within a single day.

The following sampling scheme is suggested as a way to capture both the patterns of materials
loading among the impoundments and the annual materials flux between the individual
impoundments and the IRL as well as the water quality over adjacent seagrass beds.

A. Weekly Impoundment Sampling: Independent impoundment samples (inside and outside)
should be collected in duplicate on the same day of each week, at the same time of day at the
selected culverts for each of WAM and open impoundments selected for the EPA-funded study
(6 impoundments, described in Table 1) or a total of 24 water samples. T-10-K, a restored marsh
that has no culverts, will serve as a control marsh. For this marsh, independent water samples
should be collected in duplicate at two locations in shallow lagoon water (4 water samples). It is
critical that sampling time, water temperature, and dissolved oxygen content are noted in the
field log because the values of these water quality indicators are highly variable on diel cycles.
At all sites, but especially at T-10-K where sampling will need to be conducted from a small
boat, great care must be taken to avoid disturbing the sediments to prevent abnormally high
values for all water quality indicators.

B. Monthly Seagrass Bed Sampling: The relatively large volume of the IRL water as compared
to the impoundments suggest that alterations in water quality indicators are likely to occur on a
longer time scales than in the impoundments as a result of dilution and mixing. However, D.
Scheidt (Blum & Scheidt, 1999) found that water overlying a seagrass bed 150 m from an
impoundment culvert responded to the rapid drawdown of the impoundment within one day. The
EPA-funded project study impoundments are not subjected to rapid drawdown like those
examined by Scheidt where large differences in hydraulic head created rapid mixing between
impoundment and lagoon water. Unless rapid draw down of WAM impoundments is planned or
an extreme storm tide or rainfall event occurs creating large head differences, monitoring of
water quality over seagrass beds can occur less frequently than weekly sampling at impoundment
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culverts. A better integrated indicator of the effect of water quality on the seagrass beds will be
obtained from monitoring seagrass distribution and production (Virnstein 1990, 1995). Thus, in
association with ongoing water quality sampling in the IRL, water overlying seagrass beds near
to each to the impoundments and T-10-K should be sampled once each month. A minimum of
triplicate, independent grab samples should be collected over each bed along a transect centered
on the impoundment culvert (to the extent possible) and be oriented parallel to the impoundment
dike (21 water samples). To allow for direct comparison with impoundment sampling, seagrass
and impoundment water quality should be sampled within one day of one another.

C. Intensive spatial sampling:

1. Perpendicular to impoundment dikes through the culverts, Work by D. Scheidt (Blum &
Scheidt, 1999) found that a transect extending from 50 m inside the impoundment culvert to 150
m into the lagoon showed a detectable gradient in water quality characteristics when the
impoundment was closed and a steeper gradient at least 96 h after rapid drawdown. Water was
collected on the marsh surface about 50 m from the culvert, in the perimeter ditch and in the
lagoon at the culvert mouth, and 150 m from the culvert. In both WAM and open impoundments,
perpendicular transects similar to those used by Scheidt should be sampled to determine if there
is a gradient in water quality indicators from the marsh surface, to the perimeter ditch, through
the culvert, to nearest seagrass bed. Collecting additional samples 50 and 100 m from the culvert
into the lagoon is also recommended to better define any gradients that might exist. If
independent, duplicate samples are collect at each interval along the transect, a total of 12 water
samples per impoundment would result from sampling in this manner. Ideally, WAM-managed
impoundments would be sampled prior to culvert closure, one month after closure, just prior to
drawdown, and daily during drawdown. Open impoundments should be sampled at times
coincident with sampling of the WAM impoundments to determine if gradients occur when
water exchange is allowed to occur freely between the impoundment and the lagoon. Similarly,
T-10-K should be sampled from the intertidal region to 150-m off-shore.

2. Parallel to impoundment dikes in the perimeter ditch and lagoon. During the preliminary
sampling conducted this summer (1999), impoundment (inside) and IRL (outside) water were
collected at the ends of culverts installed through impoundment perimeter dikes. Sampling in this
way provides the most conservative estimate of differences in the water quality indicators:
differences would have been minimized between the impoundment and the lagoon, particularly
when water was flowing through the culverts. Greater differences in water quality indicators are
likely to occur away from the culverts. To determine if this assumption is true, at least once
during the first year of the EPA-funded project each impoundment should be sampled along a
transect centered on the culverts and extending perpendicular to the impoundment dikes.
Duplicate, independent grab samples should be collected along the lagoon shoreline and in the
perimeter ditch at 50-m intervals over a total distance of 400 m (i.e. 200 m in each direction from
the culvert). This intensive sampling will generate 108 water samples from the six impounded
marshes and 18 water samples from the restored marsh. These transects would be sampled at the
same time as the perpendicular transects. Because of the logistical limitations associated with
sampling both types of transects, it may be necessary to establish impoundment pairs that would
be sampled on the same day. For example, T-10-D might be paired with T-10-J, T-10-E with T-
10-H, and T-10-C with T-10-L so that the entire set of impoundments would be sampled over a
3-day period.
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4. CONCLUSIONS

Water quality indicators inside and outside the marsh impoundments were different. Ammonium,
salinity, bacteria and chlorophyll-a were higher inside the impoundments as expected possibly as
a result of the great affect of evaporation on impoundment water. Water quality indicators
responded rapidly both inside and outside the impoundments as exemplified by the increase in
NH, " -N concentrations during a horseshoe crab die-off. Water quality indicators were high
variable during the month in which water samples were collected. Because the impoundments
are widely spaced it is logistically unrealistic to sample each of the impoundments and associated
seagrass beds on a single day, sampling must be stratified to allow patterns of material
movement and the annual flux of materials to and from the impoundments to be determined.

* Figures 1-4 of the original document are in color. To obtain a copy of this report in color,
please contact Dr. Linda Blum at LKB2e(@virginia.edu or (804) 924-0560.
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ABSTRACT

Electrochemical impedance spectroscopy (EIS) was used to investigate the corrosion inhibiting
properties of newly developed proprietary molybdate conversion coatings on aluminum alloy
2024-T3 under immersion in aerated 5% (w/w) NaCl. Corrosion potential and EIS measurements
were gathered for six formulations of the coating at several immersion times for two weeks.
Nyquist as well as Bode plots of the data were obtained. The conversion-coated alloy panels
showed an increase in the corrosion potential during the first 24 hours of immersion that later
subsided and approached a steady value. Corrosion potential measurements indicated that
formulations A, D, and F exhibit a protective effect on aluminum 2024-T3. The EIS spectra of
the conversion-coated alloy were characterized by an impedance that is higher than the impedance
of the bare alloy at all the immersion times. The low frequency impedance, Zi (determined from
the value at 0.05 Hz) for the conversion-coated alloy was higher at all the immersion times than
that of the bare panel. This indicates improvement of corrosion resistance with addition of the
molybdate conversion coating. Scanning electron microscopy (SEM) revealed the presence of
cracks in the coating and the presence of cubic crystals believed to be calcium carbonate. Energy
dispersive spectroscopy (EDS) of the test panels revealed the presence of high levels of
aluminum, oxygen, and calcium but did not detect the presence of molybdenum on the test panels.
X-ray photoelectron spectroscopy (XPS) indicated the presence of less than 0.01 atomic percent
molybdenum on the surface of the coating.
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CHARACTERIZATION OF MOLYBDATE CONVERSION COATINGS FOR ALUMINUM
ALLOYS BY ELECTROCHEMICAL IMPEDANCE SPECTROSCOPY

Luz Marina Calle

1. INTRODUCTION

Chromate conversion coatings have been used for the protection of aluminum alloys for over 70
years. Although their efficiency in minimizing corrosion attack is excellent, there are health and
safety concerns over their use due to their toxicity and carcinogenic nature. Despite an extensive
research effort over the past decade, a completely satisfactory replacement for chromate
conversions coatings has yet to be identified.

Hexavalent molybdenum has received attention recently as a replacement for chromate
conversion coatings. Molybdate mimics chromate in a variety of applications but it exhibits
significantly lower toxicity.! Several proprietary molybdate conversion coatings have been
developed for NASA. Six proprietary formulations of the coatings on aluminum alloy 2024-T3
were available for characterization by Electrochemical Impedance Spectroscopy (EIS).

2. EXPERIMENTAL PROCEDURE
Test Samples

Six proprietary formulations (labeled A-F) were provided by Lynntech, Inc. (College Station,

Texas). Panels of aluminum 2024-T3 alloy (with average composition of 4.4% Cu, 0.6% Mn,
1.5% Mg , and 93.5%) were cut to a size of 10.16 cm X 15.24 cm (4” X 6’) and treated with a
formulation of the molybdenum conversion coating.

Corrosion Potential Measurements

Corrosion potential measurements were performed using a system manufactured by EG&G
Princeton Applied Research Corporation. The system used includes: (1) the Model 273
Computer-Controlled Potentiostat/Galvanostat, (2) the Model 5210 Computer-Controlled Lock-
In Amplifier, and (3) the Model 352 SoftCorr™ III Corrosion Measurement Software . The
electrochemical cell included a saturated Calomel electrode, SCE, a platinum counter electrode,
the sample working electrode, and a bubbler/vent tube. Three electrochemical cells were used.
The flat specimen holders exposed a surface area of 1 cm?, 13 cm?, or 32 cm” depending on the
cell that was used. Corrosion potential values were gathered for one hour in aerated 5% (w/w)
NaCl before the first set of EIS measurements was obtained. Subsequent corrosion potential
values were collected before each set of EIS measurements which were collected at several time
intervals up to a maximum of 168 hours. All solutions were prepared using deionized water.
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Electrochemical Impedance Measurements

A Model 378 Electrochemical Impedance system manufactured by EG&G Princeton Applied
Research Corporation was used for all EIS measurements. The system includes: (1) the Model
273 Computer-Controlled Potentiostat/Galvanostat, (2) the Model 5210 Computer-Controlled
Lock-In Amplifier, and (3) the Power Sine Electrochemical Impedance Software. Data were
gathered in the frequency range from 100 kHz to 0.01 Hz. The AC amplitude used for the
experiments was 10 mV. Each sample was studied at various immersion times in aerated 5%
(w/w) NaCl for up to one week.

Bode magnitude plots of the data (showing the logarithm of the modulus of the impedance,
log |Z|, as a function of the logarithm of frequency and phase angle, alpha in degrees, as a
function of the logarithm of frequency) as well as Nyquist plots (showing the negative of the

imaginary component of impedance as a function of the real component of the impedance) were
obtained for each formulation.

Scanning Electron Microscopy (SEM)/Energy Dispersive Spectroscopy (EDS)

SEM examinations were carried out on a JEOL JSM-6100 scanning electron microscope at 5.0
to 25.0 kV. Phase identification was done using EDS in SEM with a Kevex SI(LI) detector.

X-ray Photoelectron Spectroscopy (XPS)

Samples were analyzed with a Kratos XSAMS800 X-ray photoelectron spectrometer with argon
etching between analyses (for a total of 40 minutes).

3. RESULTS AND DISCUSSION
Corrosion Potential Measurements

Corrosion potential values gathered during the hour immediately preceding the first set of EIS
measurements for each molybdate formulation indicated that an hour was sufficient to allow the
potential to equilibrate. Subsequent values of the corrosion potential were obtained immediately
before each set of EIS measurements was collected. Figure 1 shows the change in corrosion
potential with immersion time for all formulations of the molybdate conversion-coated panels
and for a bare aluminum alloy panel. The coated panels showed a steady increase in the
corrosion potential towards the corrosion potential of the aluminum alloy during the first 24
hours of immersion. A gradual increase in corrosion potential with immersion time is expected
if the coating encourages slow but uniform (i.e., pit free) growth of the oxide layer. This
behavior was observed for all formulations. The initial increase in the corrosion potential
subsided and after 48 hours of immersion a steady value of the corrosion potential was obtained.
Panels coated with formulations A, D, and F achieved a corrosion potential slightly higher than
the corrosion potential of the aluminum alloy while panels B, C, and E achieved a corrosion
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potential that was lower. A shift of the corrosion potential of the alloy in the positive direction is
indicative of the presence of a protective effect on the aluminum alloy. Visual inspection of the
panels revealed that panels A,D, and F had the fewest number of corrosion spots per cm?.

—&— Formulation A
—&#— Formulation B
—&— Formulation C
—3%— Formulation D
—X¥— Formulation E
—@— Formulation F
=== A|uminum Alloy |

Corrosion Potential (Vscg)

0 20 40 60 80 100 120 140 160 180

Time (hours)
Figure 1. Corrosion potential as a function of immersion time in 5% (w/w) NaCl
Electrochemical Impedance Spectra

Figure 2 shows representative impedance spectra (Bode format: The phase angles have been
omitted for clarity) for formulation A and for aluminum 2024-T3 at various immersion times
The impedance of the coated alloy is greater than the impedance of the bare alloy at all
frequencies. The higher value of the impedance is indicative of the improvement of corrosion
resistance with the addition of the molybdate conversion coating.

The low-frequency impedance, Zjs (determined from data at 0.05 Hz), has been proposed as the
optimal EIS parameter to evaluate the performance of corrosion inhibiting coatings on
aluminum.” The impedance at this frequency includes the response of the coating as well as part
of the response of the oxide and/or corrosion product in the pores at the metal interface. Zj
reflects the condition of the substrate as well as that of the coating. Although the Zj values do
not give information about how a coating degrades (i.e., water uptake, blistering, etc.), they
correlate with coating performance. Figure 3 shows the variation of Z;s with immersion time for
the molybdate-coated as well as the bare aluminum alloy. Zj values for the molybdate coated
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panels are in the order of 10°-10° Qcm? while those for the bare panel are of the order of 10
Qcm’. Low frequency impedance for chromate conversion coatings on aluminum alloy 2024
after 3 hours of immersion in aerated 0.5 M (3%) NaCl have been rf:ported3 as being in the order
of 10 Qcm?. This value is lower than 10" Qcm® which is the value expected of an excellent
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barrier coating.
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Figure 2. Bode plots for formulation A and aluminum alloy at different immersion times
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Figure 3. Low frequency impedance Zj as a function of immersion time in NaCl 5% (w/w) NaCl
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Impedance data in the Nyquist format were analyzed using the simplified equivalent circuit shown
in Figure 4. This circuit gives a coating resistance (R.) which can be used as a figure of

R.
Figure 4. Simplified circuit for conversion-coated aluminum alloys’
merit to assess coating performance. Values for R, for each conversion-coated and for the bare

panel are shown in Figure 5. The conversion-coated panels achieved R, values in the 10*-10°
Qcm’ range while the bare aluminum alloy panel had R, values in the order of 10° Qcm®
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Figure 5. Apparent integrated resistance as a function of immersion time

The threshold R, value’ proposed to define the minimum value for which a given coating can be
expected to attain a passing result in a 168-hour salt spray test for aluminum 2024-T3 is 2 x 10°
Qcm’ to 5 x 10° Qcm®. None of the conversion-coated panels attained these values despite their
successful performance in salt fog testing. However, the reliability of salt spray results as well as
the use of EIS data for prediction of salt spray performance has been challenged by Mansfeld.®

SEM/EDS
SEM of the of one of the conversion coated panels (formulation A) revealed the presence of

cracks on the coating as well as the presence of cubic crystals (see Figure 6). EDS analysis of the
crystals indicated the presence of high concentrations of calcium as well as oxygen (see Figure 7).

49



This information can be interpreted as evidence of the presence of calcium carbonate on the
coating.

Figure 6. SEM micrograph of conversion-coated (formulation A) aluminum alloy
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Figure 7. EDS spectrum of conversion-coated (formulation A) aluminum alloy
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EDS analysis did not detect the presence of molybdenum in the coating. This finding can be
attributed to the fact that EDS is sensitive to most elements if they are present above 0.4% by
weight.

XPS

The conversion-coating was further analyzed by x-ray photoelectron spectroscopy (XPS) with
argon etching between analyses. The sample showed a small peak in the XPS spectrum that
corresponded with the expected location of a molybdenum peak. This would amount to less than
0.01 atomic percent molybdenum on the surface of the sample.

4. CONCLUSIONS

Corrosion potential measurements indicated that formulations A, D, and F exhibit a protective
effect on aluminum 2024-T3.

EIS results for the six formulations tested showed that there is an improvement in the corrosion
resistance of aluminum 2024-T3 with the addition of the molybdate conversion coating.

SEM/EDS revealed the presence of cracks in the coating. Cubic crystals of what it is believed to
be calcium carbonate were also observed on the surface of the coating. SEM/EDS failed to
detect the presence of molybdenum in the coating.

XPS analysis of the coating indicated that there is less than 0.01 atomic percent molybdenum on
the surface of the sample.

Further analysis of the EIS data as well as data gathered from atmospheric exposure of the panels
are suggested before more definite conclusions can be drawn.
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ABSTRACT

NASA-KSC currently uses three bridged 100-Mbps FDDI segments as its backbone for data traffic. The FDDI
Transmission System (FTXS) connects the KSC industrial area, KSC launch complex 39 area, and the Cape
Canaveral Air Force Station. The report presents a performance modeling study of the FTXS and the proposed
ATM Transmission System (ATXS). The focus of the study is on performance of MPEG video transmission on
these networks. Commercial modeling tools - the CACI Predictor and Comnet tools - were used. In addition,
custom software tools were developed to characterize conversation pairs in Sniffer trace (capture) files to use as
input to these tools. A baseline study of both non-launch and launch day data traffic on the FTXS is presented.
MPEG-1 and MPEG-2 video traffic was characterized and the shaping of it evaluated. It is shown that the
characteristics of a video stream has a direct effect on its performance in a network. It is also shown that shaping
of video streams is necessary to prevent overflow losses and resulting poor video quality. The developed models
can be used to predict when the existing FTXS will “run out of room” and for optimizing the parameters of ATM
links used for transmission of MPEG video. Future work with these models can provide useful input and
validation to set-top box projects within the Advanced Networks Development group in NASA-KSC Development
Engineering.
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Performance Evaluation of the NASA-KSC Transmission System

Kenneth J. Christensen

1. Introduction

NASA-KSC currently uses three bridged 100-Mbps FDDI segments as its main transmission system, or
backbone, for data traffic. The FDDI Transmission System (FTXS) connects the KSC industrial area, KSC launch
complex 39 and the Cape Canaveral Air Force Station. NASA-KSC is in the middle of developing a consolidated
networking infrastructure based on Asynchronous Transfer Mode (ATM) as an upgrade to the FTXS. This new
transmission system is the ATM Transmission System, or ATXS. The KSC Development Engineering (DE)
directorate is accountable for this project which is described in [6]. Within the DE directorate, the Advanced
Networks Development (AND) group is examining new networking technologies and developing the design
specification. The goal of the consolidated networking infrastructure is to reduce the number of disparate networks
at KSC and thus achieve cost savings by 1) increased efficiency in the use of the existing in-ground cabling plant,
and 2) reduced operations and maintenance requirements. Current transmission of shuttle launch video is via the
KSC WideBand and BCDS analog (cable TV) networks. A goal of the shuttle upgrade program is to generate
MPEG-2 encoded video and transmit this video via the ATXS.

A key component in the planning, design, and deployment of any large network is performance evaluation, or
capacity planning. The goal of capacity planning is to deliver the most cost-effective network designs while
ensuring that performance levels will meet specified service requirements (see [8]). While very valuable, building
experimental test networks in a laboratory setting is expensive and limited in size and scope. Due to its size and
complexity, the entire KSC transmission system cannot be duplicated in a laboratory. Thus, a performance model
of the existing and proposed systems needs to be developed and experiments conducted on the model. The results
from the experiments can give guidance on the amount of “head room” available on the existing FTXS and the
anticipated performance of possible ATM upgrade designs.

During the summer of 1999 (funded as a second-year NASA/ASEE faculty fellowship) a capacity planning
study of FTXS and ATXS was conducted. The CACI suite of modeling tools - Predictor and Comnet (see [1]) -
was used for performance evaluation. The purchase of the CACI tools was the direct result of a requirements
definition and procurement completed in the summer of 1998 (see [2]). The goals of this capacity planning study
were:

Baseline the topology and data traffic of the existing FTXS

Build models of the FTXS and proposed ATXS including video transmission subsystems
Collect or acquire representative MPEG video traffic traces and characterize them

Conduct experiments on the FTXS and ATXS models to determine:

—  Expected lifetime (or “headroom”) of the systems given anticipated traffic growth rates
—  Predicted performance of video traffic

5. Evaluate shaping of video traffic as a means of improving the efficiency of use of network resources
The key deliverables from this study were:

1. CACI Predictor models for the FTXS and ATXS

2. Tools to characterize and import traffic into the Predictor models

3. CACI Comnet models for video transmission on FDDI and ATM networks

4. Characterization of some packetized MPEG-1 and MPEG-2 video clips
These deliverables forward the goal of consolidating video services on existing and future networks at NASA-KSC.

The remainder of this report is organized as follow. Section 2 is a brief overview and motivation for capacity
planning. Section 3 is an overview of the FTXS and ATXS network designs. Section 4 describes characterization
of MPEG video streams. Section 5 describes the CACI Predictor models and results for FTXS and ATXS based on
a “normal day” baseline traffic. Section 6 presents a traffic characterization from the July 22nd scrubbed shuttle
launch day. Section 7 describes the CACI Comnet models for video transmission on ATM networks and presents
the results of a study of shaping of video traffic. Finally, section 8 is a summary and describes future work.

G
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2. Overview and Motivation for Capacity Planning

Capacity planning of computer systems is the process of predicting the future performance of a system.
Specifically, capacity planning intends to predict when performance will drop below a desired level of service. For
any moderately large or complex system it is not possible to physically build and test design options, hence
modeling is required. Capacity planning uses both simulation and analytical modeling methods. Analytical
methods use “math formulas” to model and solve for the performance measures of a system. Analytical methods
are rooted in queueing theory and require simplifying assumptions to build tractable models. Reference [3] is the
classic reference on queueing theory. Simulation methods use discrete event simulation programs executed on a
computer to find statistical approximations for the performance measures of a system. Reference [7] is the classic
reference on discrete event simulation. Simulation models require much longer execution time than analytical
models. However, simulation models do not require many of the simplifying assumptions of analytical models.
Another trade-off is correctness, given that the underlying assumptions are accepted, an analytical model can be
formally proved correct. However, a simulation model consists of thousands to millions of lines of code and is
hence almost certain to contains “bugs”, some of which may affect the accuracy of the output. The accuracy of
output (i.e., the results) for any model is no better than the accuracy of the input. Given first order approximations
for input, the output of both an analytical and simulation model will be poor. This last fact is very important, if
many assumptions must be made on the input to a model then faster analytical modeling may be better than
simulation modeling since one can study many design options with an analytical model in the same amount of time
that only one option can be studied with simulation methods.

Computer networks are modeled as queuneing systems. The buffers in network components such as routers
and switches are packet (or cell for ATM) queues. Delay in a network occurs when packets are forced to wait for
transmission in these buffers. Packet loss occurs when these buffers overflow due to packet arrival rates
temporarily exceeding the service rate. Packets arrive with probabilistically distributed interarrival times, often in
bursts. A packet is serviced when it is transmitted on an outgoing link. Packet service time is a function of the
packet size and the data rate of the outgoing link. For example, a 1500 byte packet has a 1.2 millisecond service
time on a 10-Mbps Ethernet. Both packet interarrival times and packet sizes can be modeled with probability
distributions. Packet streams are modeled and analyzed as time series and their characteristics determined by time
series analysis.

Burstiness can be informally defined as how much the arriving packets are clumped together. A more formal
definition of the burstiness of a packet arrival stream is the Coefficient of Variation (CoV) of the packet
interarrival times (IAT),

CoV of packet IAT = Standard deviation of packet IAT

Mean of packet IAT ’ )
where the mean of packet IAT is simply the reciprocal of the packet arrival rate. The utilization of a network is the
ratio of measured arrival rate divided by the maximum rate (“bandwidth™) of the link. Determining the variance of
packet interarrival times requires analyzing packet traces of network traffic. Packet traces contain time-stamps for
received packets. It is from these time-stamps that the variance of packet interarrival times is determined. For
deterministic traffic the CoV = 0, for random (Poisson) traffic the CoV = 1, and an increasing burstiness is
indicated with a higher value of the CoV. As the arrival process increases in burstiness, the saturation knee occurs
at lower utilization levels. The knee effect is common to all queueing systems. The challenge of capacity planning
is to determine at what utilization level the knee will occur.

3. Overview of the FTXS and ATXS Designs

The current data communications infrastructure of NASA-KSC is the FTXS (see [6]). The underlying
technology of the FTXS is FDDI, a 100-Mbps shared-medium token ring technology. FDDI is an ANSI standard
(see [3]) developed for reliable and efficient data communications based on variable length packets. In an FDDI
LAN, all of the attached hosts share the common bandwidth of a 100-Mbps fiber optic ring. In FTXS, three FDDI
rings are interconnected via bridges. Organizations, often identified by a KSC building, attach to the FTXS via a
router. Figure 1 shows a graphic of the FTXS taken from a Predictor model (the model is described in Section 4).
The ATXS (see [6]) is a complementary network to the FTXS with a plan to consolidate some, or all, of the FTXS
traffic. The ATXS is based on ATM technology with standards largely set by the ATM Forum (see [2]). The
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ATXS is especially intended to carry video traffic that is currently carried on the separate analog BCDS and
WideBand systems. The purpose of this study is to evaluate the ATXS for this video traffic consolidation. Figure
2 shows the ATXS network (as a Predictor graphic).
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Figure 1 - Predictor graphic of the FTXS
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Figure 2 - Predictor graphic of the ATXS

56




4. Characterization of MPEG Video

MPEG-1 and MPEG-2 are video encoding standards used for digital video, see [9]. A video encoder
generates a stream of compressed frames that can be stored as digital data (e.g., as a file on a hard disk) or sent
across a network for of video transmission. A matching decoder uncompresses the encoded frames and generates a
“video out” signal as NTSC or composite video. The encoding and decoding incurs a delay - the amount of delay
depends on the implementation of the encoding and decoding hardware and/or software. Additional delay may be
incurred in a playout buffer used to compensate for delay variance (called “delay jitter”) caused by the variable
queueing delays in the network. For video transmission on a network, MPEG frames are packetized into one, or
more, packets per frame. MPEG defines three types of frames, I (interpolated), P (predictive), and B (bi-
directional). An I frame is an independently compressed video frame, P and B frames are inter-frame compressed
in reference to the previous I frame (and to each other). I frames are typically generated every half-second (with 14
P and B frames between each I frame for 30 frames per second video). The loss of an I frame prevents the
subsequent B and P frames from decoding correctly and typically results in a half-second “freeze” in the video.
The loss of a B or P frame has less effect on the video quality. Since I frames are independently compressed, they
are typically larger is size than B and P frames making their loss more likely in a congested network. In addition,
for most video encoders the size of the frames is highly dependent on the complexity and amount of motion in the
scene on which the camera is focused. For example, a talking-head in front of a solid color background will
encode into very small frames (and hence low mean and variance in bandwidth required to transmit the frames on
a network), an automobile race with frequent scene changes will result in the opposite. For most encoders, the
compression rate is a settable parameter with a higher compression ratio resulting in a lower transmission
bandwidth requirement (or less storage), but lower video quality. For MPEG-2 encoding, an average rate of about
6-Mbps results in VCR quality video. Constant bit-rate, variable video quality encoding is also possible where the
output rate of the encoder is constant, but video quality varies as a function of the amount scene complexity and
motion. Figure 3 shows a video source, encoder, network, and decoder (and assumes one video frame per packet).
Note that video frames entering the network are deterministically spaced (typically one every 1/30-th of a second
for 30 frames per second video) and that this same timing must exist at the decoder if the decoder is not to be over-
run or under-run. An end-to-end network delay of a few milliseconds per packet is considered to be acceptable to
most video applications.

...... Video camera /——— Video packets —-—“ Video receiver

..... Il

Playout buffer Video decoder

Video encoder

Figure 3 - Digital video on a network - encoding, playout buffering for jitter removal, and decoding

Understanding the characteristics of digital video is necessary in order to predict the network resources
required to transmit the video. Significant research has been done in the area of video characterization and traffic
modeling. The results in [11] show that the characteristics of a video stream are highly dependent on the content
of the video. At the time of this work, there were no MPEG-2 encoders available at KSC. Thus, to study the time
series characteristics of MPEG-2 video streams, traces of MPEG-2 encoded 1996 Olympic Games events were
obtained (see [13]). Figures 4, 5, and 6 show the bandwidth requirements for 30 seconds of MPEG-2 encoded
Olympic Games waterpolo. Increasing the time increment aggregates the time series. At a 30 second increment,
the mean bandwidth requirement is 5.94-Mbps. At the smaller time increments the large spikes (one every half-
second) correspond to the I-frames, with a peak bandwidth of over 15-Mbps At the larger time increments, the
spikes are not visible, this can result in under-allocation of network bandwidth for video transmission.
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Figure 4 - Bandwidth for 30 seconds of MPEG-2 Olympic games waterpolo (33.33 millisec increment)
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Figure 6 - Bandwidth for 30 seconds of MPEG-2 Olympic games waterpolo (1 sec increment)

Table 1 summarizes two key characteristics of the set of Olympic Games MPEG-2 frame size traces. The
mean bandwidth required for a video stream is directly proportional to the mean frame size. The burstiness of the
video stream is directly proportional to the Coefficient of Variation (CoV) of frame size, which is the ratio of the
standard deviation of frame size to the mean of frame size (similar to equation (1) for CoV of packet IAT). It can
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be seen in Table 1 that the mean frame size varies very little between video clips (ranging from 24200 to 24552
bytes, a 1.5% difference), however the CoV varies by 41% (ranging from 0.4858 to 0.6861).

Full video clip (40 minutes) First 10 seconds of video clip
Sporting event Mean frame CoV of frame Mean frame CoV of frame
Archery 24498 bytes 0.6816 24203 bytes 0.6584
Badminton 24200 0.6861 24252 0.6398
Boxing 24504 0.5592 24500 0.6005
Diving 24438 0.5748 24457 0.6651
Sailing 24552 0.4858 24612 0.5145
Swimming 24498 0.6551 24565 0.5855
Table tennis 24363 0.6409 24522 0.5329
Waterpolo 24507 0.5058 24558 0.4617

Table 1 - Key characteristics of Olympic Games MPEG-2 frame traces

S. Predictor Modeling of the FTXS and ATXS

A CACI Predictor model can give a first order measure of the capability of the existing FTXS and the future
ATXS for transporting video streams. A layer-2 model of the FTXS was manually built as shown in Figure 1.
Each of the routers attaching to the FTXS is modeled as a traffic source. A video source is modeled in the LCC
building and a video receiver in the EDL building. The FTXS is modified to model the ATXS by replacing the
FDDI core with a switched core. The Predictor models compare a shared medium (i.e., that of the shared 100-
Mbps FDDI) with a dedicated medium performance of a switched infrastructure. The more advanced functions of
ATM including virtual circuits, traffic classes, and traffic shaping cannot be modeled with Predictor.

5.1 Traffic collection and import into the Predictor model

Predictor classifies network traffic as packet flows where each flow has a mean and standard deviation of
packet size and mean and Squared Coefficient of Variation (SCV) of packets per second. The SCV is defined for a
flow of packets in terms of the variance and mean of packet interarrival time (IAT) as:

SCV of packet IAT = [CoV of packet IATF = \[';“a“ﬁ"f p;"‘:‘;:;\];r
ean of packe

The SCV of IAT is a measure of the burstiness (or “clumping” tendency) of a packet flow, as described in Section
2. A deterministic packet flow (i.e., packets always have a constant IAT) would have SCV = 0. A Poisson packet
flow (i.e., packets have exponentially distributed IAT) would have an SCV = 1. Using Network Associates Sniffer
(see [10]) trace files as input, a program named crunch. c was written to identify the conversation pairs (between
layer-2 MAC addresses) and characterize each conversation for mean and standard deviation of packet size and
mean and SCV of packet IAT. The output of the program is in a format suitable for import directly into a
Predictor tabulated packet flow. Reference [4] is a NASA technical disclosure filed for this software program. The
program has two possible output modes - verbose and CSV(for input to CACI Predictor as a tabulated packet flow).
Predictor will import an Expert Sniffer file as traffic input. However it was found via experimentation (and
confirmed by CACI technical support) that the Expert Sniffer is “behind” the actual capture. In one experiment,
the FDDI Expert Sniffer identified about 10-Mbps of traffic, however the capture file showed approximately 26-

Mbps.

The process of collecting and characterizing traffic over a period of many weeks is called “baselining”. A
baseline is the starting point for a network model. Growth rates, additional traffic sources, changes in network
topology, and so on are then made to the baseline to predict future performance of the network. The crunch.c
program applied to Sniffer capture files can characterize small snapshots of traffic on a LAN. For a longer term
view, RMON probes can be used to record the layer-2 mean packet size and packets per second for all
conversations in a network. The use of RMON for long term monitoring of shared FDDI bandwidth usage needs to
be further investigated. For a fully switched network (e.g., switched Ethernet or ATM), RMON cannot be used.

()
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For a router-centric view of traffic, Cisco NetFlow provides session level information (a session is a TCP
connection) for all packet flows through a monitored router. The use of NetFlow traffic collection for input to
Predictor models deserves further study.

Over a period of several days in mid June 1999 it was found that the industrial area FDDI ring of the FTXS
ranged from about 15% to 25% utilization. The Network Associates FDDI Sniffer monitor (with a 100-
millisecond sampling time) was used for these measurements. A single capture of “typical” non-launch day traffic
on the industrial area FDDI was made at an approximate 25% utilization level and characterized. The results from
the characterization are shown in Figure 7 as crunch. c verbose output where all conversation pairs with less
than 1% relative utilization have been removed for purposes of clarity. It can be seen that 21 conversation pairs
generate a relative 81% of the traffic for this snapshot. One MAC address could not be identified (labeled as
“unknown”) and is suspected to be a RMON probe or some other monitoring device on the industrial area FDDI
ring,

Media data rate = 100 Mbps

Total time of trace = 9.3434 sec

Total number of pkts / bytes = 93526 pkts / 30429145 bytes
Total (absolute) util = 26.0541 %

Total number of pairs = 355 pairs

to/from Addr count util(a) util(r) m_pkt len sd pkt len pkt/sec scv

R9_LCC KSCISO 1600 0.55 209 398.25 584.34 171.24 097
ISOEAST KDN7513 2597 0.67 2059 303.04 397.66 2TdE95 0.61
R16_CDSC R14_VAB 532, 0%41 1.58 903'.36 662.26 56.94/ % 22007
R4_0OSB KSCISO 548 0.30 1.14 631 .59 475212 58.65 1.38
R14 VAB KSCISO 12010050. 93 S5 905.22 656.27 128.54 0.88
R15 LCC KDN7513 509 0.40 1.54 CHEHsT e €30.73 54.48 1958
KDNKSC KDN7513 4535 '0.33 A s 251.43 250529 164.29 1.86
SODN_R6 KSCISO 1675 0.60 230 418.47 440.45 IS0 s2 1.14
KDN7513 ISOEAST 2528 0.35 1hbilts) 163.00 182.58 270257 0.52
KDN7513 R14 VAB 503 0.41 1250 962.92 620532 53.83% 23.24
KDN7513 KDNKSC 1529 £0.48 1.86 369N/3 831 B2 163.65 1585
KDN7513 KSCISO 1465 e .05 4.04 838.38 619.88 156.80 JE5i4
SSPF KSCISO 1071 ~0552 45098 562101 499.73 114.63 136
SSPF PONWAI 3756 2,94 11527 843342 646.42 402.00 2.40
unknown PONWAI 411 0.45 A7 2 1270.64 433.16 43.99 4.24
KSCISsO R9 LCC 2423 w1330 535 672.16 566.75 25933 2030
KSCIsO PONWAI 1966 & 112 4.30 666.07 623.48 210.42 2.78
PONWATI SSPF 3534 1.25 4.80 415.91 569.45 8609 2.05
PONWAT KSCISO 2714 0.93 3557 399.89 443.89 290.47 1.83
PONWAI CADCAE 4981 . 5.78 220D 1355.68 416.60 533.10 5.56
CADCAE PONWAI 3002 0.30 S AT 118.21 154.34 321:30 2.94

Figure 7 - Characterization of the industrial area FDDI ring FTXS traffic (6/15/99 - baseline 26% utilization)
5.2 Experiments and results for FTXS and ATXS Predictor models

The FTXS and ATXS Predictor models were used to predict the level of performance that could be expected
for four video MPEG-2 video streams transmitted from the LCC to the EDL. The MPEG-2 waterpolo video clip
frame size trace data was packetized into Ethernet (1500 byte maximum size) packets where frames of size larger
than 1500 bytes are packetized into multiple back-to-back maximum size packets. The time series characteristics
were found to be mean packet size = 1455 bytes, standard deviation of packet size = 208 bytes, packet rate = 506
pkts/sec, and SCV of packet IAT = 13.99 using the tools available at [12]. The data traffic characterized in Figure
7 was imported as the base data traffic representing a high 26% utilization of the FTXS industrial area FDDI ring.
Figure 8 shows the mean and 90th percentile video packet delay for one through four video streams and with both
no background data traffic and the baseline 26% utilization traffic. Figure 8 shows video packet delay for a growth
in baseline data traffic. Figure 9 shows that video packet delay is fairly constant through a 150% growth, of about
65% utilization of data traffic of the 100-Mbps FDDI ring (the four video streams consume about 24% utilization
for a total FDDI ring utilization of about 90%). This result shows that FDDI is “stable” for very high (up to 90%)
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utilization levels after which packet delay increases sharply. The ATXS model predicts sub-millisecond mean and
90th percentile packet delay for growth in excess of 1000% (an 11 fold increase) in data traffic from the 26%
baseline. This result shows that dedicated bandwidth can result in very large aggregate bandwidths for carrying
many-to-many traffic. Buffer loss cannot be predicted with Predictor and is studied using Comnet in Section 7.
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Figure 8 - Video packet delay for FTXS with one through four video streams
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Figure 9 - Video packet delay for FTXS with four video streams and growth in data traffic

6. Launch Day Traffic Characterization

The KSC Web server is attached to the FTXS. On launch days the number of queries to this server is greater
than on non-launch days. It is important that the internal NASA-KSC network perform “well” on launch days.
Traffic data was collected for the 3 hours preceding the scrubbed July 22nd shuttle launch and characterized using
the crunch. c program. Traffic data was also collected during the day of the scrubbed July 20th launch. An
unusually high peak of almost 50% utilization of the FTXS FDDI ring was observed on 11:00am on July 20.
Figure 10 shows characterization (crunch. ¢ verbose output) of this capture where all conversation pairs with
less than 1% relative utilization have been removed for purposes of clarity. It can be seen that 21 conversation
pairs generate a relative 82% of the traffic for this snapshot. Figure 11 shows utilization during the night of the
scrubbed July 22nd launch. It can be seen that traffic coming from and to the KSCISO router comprises the
majority of the traffic on the FDDI ring. Traffic passing through the KSCISO router is also monitored with
MRTG. The Sniffer data consists of approximately 10 second snapshots (10 seconds results in a full buffer on the
Sniffer tool) taken every 10 minutes. Table 2 shows a breakdown of the protocols passing through the KSCISO
router based on analysis (again, with crunch. c) of a 1:05am Sniffer trace. The large component of UDP traffic
is believed to be from a new (first time used for this launch) streaming video application. It can be observed that
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the burstiness of this streaming video is higher than that of the TCP traffic, most of which is presumed to be

“normal” HTTP Web traffic.
Media data rate = 100 Mbps
Total time of trace = 7.2778 sec
Total number of pkts / bytes = 122334 pkts / 45045982 bytes
Total (absolute) util = 49.5158 %
Total number of pairs = 322 pairs

to/from Addr count util(a) util(r) m pkt len sd pkt len pkt/sec
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Figure 10 - Characterization of the industrial area FDDI ring FTXS traffic (7/20/99 - launch day 49% utilization)
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Figure 11 - Industrial FDDI ring utilization for night of July 22nd scrubbed launch (data from crunch. c)

Component FDDI utilization Weighted average of SCV
All traffic on FDDI 37.9% 10.19
KSCISO only 26.0 11.39
TCP to FTXS 1.0 3.47
TCP from FTXS 6.4 6.23
UDP to FTXS 2.0 571
UDP from FTXS 13.6 21.62

Table 2 - Breakdown of protocols at 1:05am from the July 22nd scrubbed launch (data from crunch.c)
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7. Comnet Modeling of Video Transmission on ATM

A CACI Comnet model can give a detailed, or “low level”, view of network behavior for a small snapshot of
time. This low level view includes an understanding of packet or ATM cell loss due to buffer overflows in
switches and routers. A Comnet model was built to study the delay and loss performance of video traffic in a
simple ATM network. In particular, the use of shaping of video traffic is to be studied as a means of improving
both video and data traffic performance. Figure 12 shows the Comnet model developed to study video traffic
performance. Since no MPEG-2 encoded shuttle launch video was available, Olympic Games MPEG-2 video
traces were used. Two experiments were defined:

Experiment #1 - Four streams of video with high CoV (archery, badminton, boxing, and diving)

Experiment #2 - Four streams of video with low CoV (sailing, swimming, table tennis, and waterpolo)

The video sources are Video_node_1, etc. and the video sinks are Video sink 1, etc. The link speeds are
all OC-3 and the switch buffer size is set to 512 cells. Shaping (and SAR to/from ATM cells) of the video traffic at
the source is done using the Comnet external messages feature. Shaping rates of 6-Mbps through 40-Mbps are
used.

Video_node_1 tch#1  Main_link

Video_node_2

Video_node_3

Video_node_4

Data_sink_1

Data_source_1 Date_node_1 In_ a
7 ki Data_sink_2
8 )
Data_source_? Date_node_2 In_8

Figure 12 - CACI Comnet model for studying video traffic performance in an ATM network

Figure 13 shows the frame delay of MPEG-2 video for Experiment #1 as a function of shaping rate. Results
are only shown for the case were all frames are successfully delivered. A shaping rate of 6-Mbps is “too slow” and
shaping at a rate higher than about 35-Mbps results in cell loss, and thus frame loss, at the switch. Figure 14
shows switch buffer use and its sharp increase at the higher rates of shaping. At a shaping rate of 40-Mbps, very
few MPEG-2 frames are successfully delivered. This is not surprising since four times 40-Mbps exceeds the OC-3
line rate. Figure 15 shows frame delay for Experiment #2. It can be seen that the lower CoV video streams result
in a significantly lower maximum frame delay and slightly lower mean and standard deviation of frame delay.
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Figure 13 - Frame delay results from shaping experiment #1 for high-CoV video streams

2 512

Bl Shaping at 40-Mbps resulted in frame loss

T 384 . Maximum

E

5 256 - Std Dev

€

: 128 A Mean
(2

.§ 0 O i |l 1 T T T T

- 8 12 16 20 24 28 32 36 40

Shape rate (Mbps)

Figure 14 - Buffer use for switch #1 high-CoV video streams (for experiment #1)
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Figure 15 - Frame delay results from shaping experiment #2 for low-CoV video streams

8. Summary and Future Work

This work has demonstrated the use of performance modeling and the use of the CACI Predictor and Comnet
tools. Modeling can be used to predict network performance and tune parameters for optimum performance. It
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was shown that the current FTXS can support “a few” video streams with current load levels and traffic mixes.
ATXS with its switched infrastructure offers, at least, a ten fold improvement for transport of video compared to
FTXS. It was shown that the characteristics of a video stream has a direct correlation on its performance in a
network. It was also shown that shaping of video streams is necessary to prevent overflow losses. Such overflow
losses would both destroy video quality and affect performance of data application (i.e., by possibly inducing data
traffic to also be lost). The Comnet simulation model can be used to explore parameter setting for video shaping
that optimize the trade-off between video frame delay, allocated bandwidth (for video), and switch buffer
utilization.

Future work should focus on fully validating the models against “real networks”. This could be done by
injecting, measuring, and comparing probe traffic in the real FTXS and doing the same in the model of FTXS.
The developed models can be used to predict when the FTXS when “run out of room”. To do this, long term
trending of traffic must be done. This could be done using RMON, or some other traffic collection, probes and
careful collection, archiving, and trending of traffic data over many months. In addition, the adoption of new
technologies, such as streaming video, need to be fully understood. Finally, parameter settings for ATM links for
transmitting shuttle launch video (e.g., to set-top MPEG-2 decoder boxes) can be optimized using the developed
Comnet model. To do this, the “specs” on the actual MPEG-2 encoders to be used at NASA-KSC and sample
video streams from these encoders will be required. Thus, this future work can provide useful input and validation
to future set-top box projects within the AND group.
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ABSTRACT

The continuing development of exhibits at the Kennedy Space Center’s Visitor
Complex is an excellent opportunity for NASA personnel to promote science and
provide insight into NASA programs & projects for the approximately 3 million
visitors that come to KSC annually. Stated goals for the Visitor Complex, in fact,
emphasize science awareness and recommend broadening the appeal of the
displays and exhibits for all age groups. To this end, this summer project seeks
to evaluate the science content of planned exhibits/displays in relation to these
developing opportunities and identify specific areas for enhancement of existing
or planned exhibits and displays.

To help expand the educational and science content within the developing
exhibits at the Visitor Complex, this project was structured to implement the goals
of the Visitor Center Director. To accomplish this, the exhibits and displays
planned for completion within the year underwent review and evaluation for
science content and educational direction. Planning emphasis for the individual
displays was directed at combining the elements of effective education with
fundamental scientific integrity, within an appealing format.
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Evaluating Education and Science in the KSC
Visitor Complex Exhibits

Lance Erickson

1. Introduction

Preliminary discussion of the goals of this project were used to define the scope
of the work for the summer. That effort is to assist with the improvements in the
KSC Visitor Complex exhibits in the areas of general science and education. This
was to include assisting in the communication of NASA'’s operations and
interests to visitors at the complex, and to help introduce science and technology
to the visitors through the displays and exhibits being planned.

2. Project Description

Organization of this project began with the identification of the galleries and
exhibits that were undergoing development and that would be completed within
one year. The primary focus was on these exhibits because of the need for input
during the development stages. Suggestions and/or recommendations for
educational and scientific content in these exhibits were needed before the
exhibit designs were essentially fixed. Other displays and exhibits could be
reviewed during the summer project as time provided, and were, as outlined in
the appendix.

Review procedures for the exhibits began with a discussion of the planning
documents with the Director and Assistant Director. A summary of
recommendations/suggestions was composed for several of the exhibits and
discussed. At this point, the elements of educational content were introduced and
recommendations made for the first series of exhibits.

The first exhibit/gallery review was made at the beginning of the project on the
“Exploration in the New Millennium.” The content and character of the exhibits
and displays was evaluated for accuracy and continuity, with several suggestions
outlined (see Appendix A). Some modification of the displays was recommended,
and an addition of a night sky display suggested. More detailed discussion on the
gallery continued through the summer program, with some adjustments and
modifications being integrated into the gallery under the direction of the Visitor
Complex Director.

An important exhibit area under redesign during the coming year was the Rocket
Garden, a collection of mostly early manned space flight rockets and propulsion
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engines. Since many of the rockets on display are historically important in
NASA’s evolution, a recommendation was made to expand the exhibits to include
information on the background of space flight propulsion, and the importance of
the individual launch vehicles (see Appendix B).

During a paper presentation on this NASA-ASEE project in early summer, | had
the opportunity to visit to the Adler Planetarium, which provided some insight into
similar display and exhibit development. Another astronomer had help direct the
exhibit development at the Planetarium and described the educational and
scientific components within the planning, design, and installation of the newer
displays. Those fundamental educational elements were adopted, in part, as the
recommended development procedures for the KSC Visitor Complex future
exhibits.

Discussions with the education office of the American Astronomical Society
indicated the need for education specialists within the review and
recommendation process if the exhibits are to provide significant educational
benefit. Professional advice on educational aspects of exhibit development was
also suggested because of the broad age groups targeted for the future displays.
These suggestions for education specialists are included in the conclusions of
this report. Consultation with the NASA-HQ Education Office also provided
several evaluation principles for the educational content within the planning and
implementation process.

Subsequent exhibit/gallery reviews at the Complex included the Apollo/Satumn V
Center and the International Space Station Center. Both of these visitor sites
were already completed, but were considered useful for educational review
because of their large impact on the visitors. Suggestions for additions or
alterations are listed in the appendices.

3. Results

A series of reviews for the various galleries, exhibits and displays at the KSC
Visitor Complex was made during the summer program as part of the project.
Those reviews were incorporated into recommendations, originally appearing in
several memos to the Visitor Complex Director. The recommendations cover
specific and general objectives, primarily within the exhibits of focus. Other
recommendations and suggestions cover other exhibits/displays, and can be
found within the appendix.

The highest level recommendations developed during this summer project were
related to educational principles and planning. Recommendations from the staff
at the Adler Planetarium, The American Astronomical Society, and the NASA-HQ
Education Office indicate a need for planning at all stages for exhibits with
educational intent. Although some of these displays and/or exhibits must also
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provide an interesting and imaginative character, the primary content should
adhere to the fundamentals of learning. To accomplish this ideal, is
recommended that the following structure be adopted for exhibit/display
development.

A. To identify both specific and general interests of the visiting public, one or
more surveys should be conducted with the educational and information
objectives of the Visitor's Complex in mind. The sampling/surveys could be
conducted at the Center, or through mail-in questionnaires. Although this step
is not necessary for individual exhibit development, it would be useful for
identifying program interests, or for planning multiple exhibit projects.

B. One of the fundamental steps in exhibit planning & development is to identify
the basic concepts to be covered within the planned exhibits. An outline of the
concepts should include the goals and objectives of each of the concepts that

make up the exhibit/display. This serves as the foundation of the educational
content review.

C. Once the objectives and goals have been established, an educational
consultant should be used to verify the information and/or learning content
and efficacy of the planned exhibits. This is important for evaluating the
educational displays, and may also be useful for a review of any amusement-
oriented displays.

D. An evaluation of each of the exhibits by a survey team before it is placed on
permanent display is recommended. Several styles of evaluation could be
used for the exhibits/displays including; 1) a survey of children and/or adults
interacting directly with the individual exhibits; 2) a broad survey of several
exhibits evaluating the direct interest and comparative interest in the exhibits.

E. Follow-on surveys were highly recommended to evaluate the public interest in
the exhibits, which could also be very useful for estimating the public’s
interest in a number of space and related-science areas.

A more general suggestion on increasing the effectiveness of exhibits and
displays at the Visitor Complex includes increasing the continuity between
exhibits throughout the Complex to increase the synthesis of information for the
visitors. An example of linking/integrating exhibits at the Complex would be a
listing of the uses for and current flights of launch vehicles/rockets at
KSC/CCAFS. This could be a listing within the Rocket Garden. Long-duration
research and laboratories at KSC/CCAFS could also be included in the
International Space Station Center exhibits to assist the public in understanding
the KSC role in space exploration.

It is also strongly recommend that direct coordination of the exhibit & display
development be made with the NASA Education Offices at Headquarters, and at
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other centers. Those resources can help establish the educational benefits and
content of the displays intended for that purpose. Second-year efforts in the
project would include the establishment and maintenance of contacts between
the Visitor Complex management and the Education offices of NASA.

4. Conclusions

A complete planning process for public education exhibits, including establishing
goals and objectives, was emphasized by the educational staff affiliated with the
Adler Planetarium, the American Astronomical Society and the NASA Education
Office. Because of the emphasis on planning within these organizations, it is
recommended that the planning activities in exhibit & display development
include goals and objectives of the individual displays be adopted. Similarly, it is
recommended that visitor surveys be conducted before the development of new
exhibits at the complex, and that surveys follow the installation of new exhibits for
evaluation of the effectiveness. Evaluation of existing exhibits could also be
conducted with survey instruments before modifications/additions are developed.

Because one of the major goals and current efforts of the Visitor Complex
management includes broadening the appeal of the exhibits for all age groups,
emphasis on the addition to many of the exhibits for children is strongly
supported.

Integration of the visitor exhibits is also suggested to increase the awareness of
the visitors to the exhibit elements, and to help the visitor understand some of the
technologies and difficulties associated with the space flight and space launch
programs. An attempt was made in these recommendations/suggestions to help
integrate the various visitor sites and exhibits.

Follow-on efforts to this project would concentrate on the coordination of the
planning stages of exhibits while defining the goals and objectives for the
exhibits/displays, and helping to integrate the exhibits to other NASA visitor sites
and space flight efforts at KSC, and throughout NASA.
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Appendices

A summary of the suggestions to the Director of the Kennedy Space Center
Visitor Complex were included in the final report, but have been edited from this
document due to space limitations. These suggestions and recommendations are
part of earlier reports and reviews made as part of the summer project. To obtain
a copy of the appendices, please contact Dr. Lance Erickson:
erickson@db.erau.edu
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ABSTRACT

The goal of this project was to support the development of a full duplex, spread spectrum voice
communications system. The assembly and testing of a prototype system consisting of a Harris
PRISM spread spectrum radio, a TMS320C54x signal processing development board and a Zilog
780180 microprocessor was underway at the start of this project. The efforts under this project
were the development of multiple access schemes, analysis of full duplex voice feedback delays,
and the development and analysis of forward error correction (FEC) algorithms. The multiple
access analysis involved the selection between code division multiple access (CDMA),
frequency division multiple access (FDMA) and time division multiple access (TDMA). Full
duplex voice feedback analysis involved the analysis of packet size and delays associated with
full loop voice feedback for confirmation of radio system performance. FEC analysis included
studies of the performance under the expected burst error scenario with the relatively short
packet lengths, and analysis of implementation in the TMS320C54x digital signal processor.
When the capabilities and the limitations of the components used were considered, the multiple
access scheme chosen was a combination TDMA/FDMA scheme that will provide up to 8 users
on each of three separate frequencies. Packets to and from each user will consist of 16 samples
at a rate of 8,000 samples per second for a total of 2 ms of voice information. The resulting
voice feedback delay will therefore be 4 — 6 ms. The most practical FEC algorithm for
implementation was a convolutional code with a Viterbi decoder. Interleaving of the bits of each
packet will be required to offset the effects of burst errors.
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Full Duplex, Spread Spectrum Radio System

Bruce A. Harvey, Ph.D.

1. INTRODUCTION

The primary focus for this summer’s efforts was the development of a prototype full-duplex,
spread spectrum, digital voice radio system. This system is intended to provide open voice
communications between at least 4-7 persons in large rooms (i.e. high bays) or in open outdoor
areas (i.e. landing strip). The persons using the system are expected to be able to conduct normal
conversation as if they were located in close proximity. This differs from push-to-talk systems
where there is only half-duplex operation (only 1 speaker at a time). The spread spectrum
operation of the system allows license-free operation in the 2.4 GHz ISM band and alleviates
much of the fading and signal loss due to signal multipath.

The goals for the prototype communication system included:
1) Minimum of 4 — 7 users,
2) Full loop audio feedback to ensure transmit and receive operation,
3) Feedback delay much less than 20 milliseconds to avoid speech interference,
4) 8000 samples/second with 8 or more bit pulse code modulation (PCM), and
5) Operating ranges from a few hundred feet to approximately 3 miles.

The hardware for the design of the prototype devices had already been selected and were in the
process of being assembled and debugged at the start of the effort. The Harris PRISM radio set
(HWB1151) was chosen to provide the spread spectrum modulation, RF devices and baseband
processing. The Texas Instruments TMS320C54x signal processor and evaluation board was
selected to provide analog-to-digital and digital-to-analog conversion, signal processing and
error control. A Zilog Z80180 microprocessor provides overall control of the system. The
analysis and designs under this effort were to be used in this existing prototype design.

The primary tasks under this effort were trade-off analysis of multiple access protocols, analysis
of communication link performance and development of forward error correction (FEC)
algorithms for the prototype.

2. MULTIPLE ACCESS PROTOCOL DEVELOPMENT

A digital communications system can use a number of techniques or protocols to allow multiple
users access to the communications channel. The three general techniques are frequency
division multiple access (FDMA), time division multiple access (TDMA) and code division
multiple access (CDMA). FDMA, TDMA and CDMA may be used individually or in
combinations to meet the requirements and conditions of the communication system. Typically,
very high bandwidth channels use a combination of FDMA with either TDMA or CDMA to
obtain the benefits of TDMA or CDMA while allowing a narrower bandwidth receiver design.
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The PRISM chip set provides the baseband to RF components necessary to implement a spread
spectrum communications system in the 2.400 — 2.483 GHz band. It is capable of transmission
rates of 1, 2, 5.5 and 11Mbps in a null-to-null bandwidth of 22 MHz. It is designed for packet
communication and includes a baseband processor that controls preambles and headers. It uses
direct sequence spread spectrum (DSSS) technology. Media access control (MAC) is provided
by a Z80180 microprocessor.

The HFA3860B baseband processor controls the preamble and header generation, modulation
and demodulation, spreading and de-spreading, and digital interfacing of the PRISM system.
The preamble and header are always transmitted using differential binary phase shift keying
(DBPSK) at 1 bit per symbol while the data can be transmitted in one of several different formats
with up to 8 bits per symbol. One of the most significant factors concerning the preamble and
header is that they total 146 to 322 symbols and are always transmitted at 1 Msymbols/sec
regardless of the symbol rate of the data. The data symbol rate for the PRISM is
1 Msymbols/sec. for the 1 and 2 MBPS data rates, and 1.375 Msymbols/sec. for the 5.5 and 10
Mbps data rates. Thus increasing the data symbol rate has no impact on the transmit time
required for the preamble and header.

The PRISM chip set can have an 11- to 16-bit spreading sequence depending on the version used
and the user settings. However, 16 bits is insufficient to provide adequate isolation between
CDMA users. The PRISM system is thus not capable of implementing a useful CDMA protocol
for this application. The PRISM is capable of operating in 3 non-overlapping 22 MHz channels
within the total 83 MHz operating band. This allows the implementation of a 3-channel FDMA
scheme. The radio is designed to operate as a packet radio and thus is also well suited for the
implementation of a TDMA protocol. A combination TDMA/FDMA protocol will provide even
more flexibility and was chosen for implementation in the prototype system. [1]

Several protocols for establishing a TDMA system have been proposed or implemented. Many
of these protocols are wholly inappropriate for this application. These protocols include
ALOHA or Slotted ALOHA, token ring, and carrier sense multiple access (CSMA) or ethernet.
For continuous communication with fixed data rate requirements, the most efficient TDMA
protocol will include fixed and allotted time slots. Each user (transceiver) will be allocated a
specific slot in a TDMA time frame in which to transmit its data. For reliability, monitoring and
interconnection with other voice systems, the TDMA system will include a Central Controller
through which all communications will be conducted. The Central Controller (CC) will be a set
of up to three (3) transceivers each operating in its own frequency band. The CC will receive
transmission from every user transceiver, combine the voice signals and transmit the combined
voice communications back to each transceiver. Also, the transmitted frame from the CC will be
used to establish the starting time for each TDMA frame.

The most obvious first approach to TDMA implementation for voice applications is for each
transmitter to take each voice sample and form a packet that is then transmitted during a
prescribed timeslot. Since sampling is intended to have an 8 kHz rate, then there is 125
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microsecond (us) between each sample. However, the minimum preamble/header size for a
packet is 146 pus. Therefore, this method will not work.

Multiple samples of the audio input must be sent in a single packet to increase the time between
packets and the amount of data sent per preamble/header. Storing multiple samples for
transmission introduces delay into the communications channel. A delay of 20 — 30 milliseconds
(ms) or even longer is generally not noticeable in most voice communication systems. However,
one of the goals for this system is full feedback of the audio signal to the users ear for
confirmation of operation. Delayed feedback of auditory information to the speaker of over 20 —
50 ms has been shown to cause speech and concentration problems for the speaker. Thus, the
feedback delay will be kept well under 20 ms to avoid these problems.

A maximum auditory feedback delay of 5-6 ms was chosen for the prototype system; longer
delays may be tested in the future. Since the transmission and reception of the data will each
introduce a delay, then the delay due to storage of samples must be no greater than 2.5 ms. To
allow for processing delays, 2 ms was chosen as the storage time for each packet of data. A
storage time of 2 ms is equivalent to storing 16 samples at an 8 kHz rate for each packet of data.

Sixteen samples using 8-bit pulse-code modulation (PCM) results in 128 bits of data for each
packet. Ifrate %2 FEC is used, then the data will be 256 bits (512 bits for 16-bit PCM). At the 1
Mbps data rate the number of bits per symbol is 1 and therefore a packet with preamble, header
and 256 bits of data is a minimum of 402 symbols or 402 useconds. There is 2 ms in each frame
and thus 4 TDMA time slots can be implemented in a single frequency channel. Table 2-1
shows the packet size and maximum number of users possible for each transmit data rate.
Preamble synchronization lengths of 80 and 128 symbols (146 and 194 symbol preamble &
header) are considered. The 128 symbol synchronization length is the minimum suggested for
use with antenna diversity and is the required length for the IEEE 802.11 standard. The data
packet is assumed to be 256 bits The results in parenthesis assume 512 bits per packet (16
samples of16-bit PCM with rate /2 FEC). The actual prototype uses 14-bit PCM padded to 16
bits using the 14-bit analog-to-digital converters included on the DSP card used.

Data Symbol Synch. Packet Packet # TDMA Slots / Freq.
Rate Rate Length Length Time 50 Symbol
(Mbps) | (Msym/sec) | (symbols) | (symbols) (usec) Minimum | Guard Band
1 1 80 402 402 4(3) 4(2)

128 450 450 4 (3) 4 (2)

2 1 80 274 274 7(4) 6 (4)

128 322 322 6 (4) 5(4)

55 1375 80 210 192.55 10 (8) 8(7)
128 258 240.55 8 (6) 7 (6)

11 1.375 80 178 169.3 11 (10) 9(8)
128 226 2173 9 (8) 7(7)

() — Data packet assumed to be 512 bits = 16 samples x 16 bits/sample x 2
Table 2-1. TDMA Slot Analysis
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The TDMA slots in operation require guard bands (time) in order to assure no overlapping
transmitted signals. The guard band was chosen to be 50 symbols to allow for the propagation
(maximum of 3 mile range), timing and shut down periods. The addition of these guard bands
increase the TDMA time slot requirements and consequently reduces the number of allowable
users in each frequency band. The numbers of available TDMA slots with guard bands are listed
in the final column of Table 2-1.

The HFA3860B Baseband included in the most recent PRISM chipset accomplishes the DSSS
acquisition. The HFA3860B uses a parallel correlator to detect the 11-bit PN sequence (Barker
code) used to spread the signal in the header and preamble. The timing and phase of the received
signal is detected and used to synchronize the serial correlators used in data decoding. To
improve the signal-to-noise ratio (SNR) for detection the acquisition process uses the average of
15 received symbols. The de-spreading by the correlators improve the SNR by 10log(11) = 10.4
dB. The averaging improves the SNR by another 11.7 dB to ensure reliable PN detection and
accurate timing and phase information. Detailed information on the HFA3860B can be found in
the Harris data sheet “HFA3860B Direct Sequence Spread Spectrum Baseband Processor.” [2]

The preamble SNR is improved by 10.4 dB by the de-spreading of the PN code, the same as for
data demodulation. However, the preamble SNR is improved during acquisition by an additional
11.7 dB above that of the data demodulation by averaging. If the received signal level is
sufficient to provide a high enough SNR for reliable data demodulation, then the SNR will be
more than 10 dB higher for acquisition and thus reliable acquisition will be achieved. Therefore,
the reliability of the communication and link budget analysis will be determined by the bit error
rate (BER) of the data demodulation.

3. LINKBUDGET AND OPERATING RANGE ESTIMATES

The initial link budget for this implementation of the full duplex, spread spectrum system relies
heavily on the receiver sensitivity specifications in the Harris PRISM MACIless DSSS Radio
HWB1151 User’s Guide [1]. The receiver sensitivity is given for each possible data rate and are
listed in Table 3-1. The specification lists the minimum received signal level to achieve 8%
packet error rate (PER) assuming a packet size of 1000 bytes. Assuming random bit errors (not
bursty), this is equivalent to the minimum received signal level for a bit error rate (BER) of 10~

Transmitter Data Rate and Modulation | Receiver Sensitivit
1 Mbps DBPSK -89 dBm
2 Mbps DQPSK -86 dBm
5.5 Mbps CCK -86 dBm
11 Mbps CCK -83 dBm

Table 3-1. MACless PCMCIA PRISM Receiver Sensitivity (8% PER)

According to the Harris data sheet for the HFA3860B Baseband Processor (used in the newest
versions) [2], the observed errors occur in groups (i.e. burst errors). The 1 and 2 Mbps modes
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had errors in groups of 4 and 6 bits due to the differential decoding and de-scrambling error
propagation. The 5.5 and 11 Mbps CCK modes had errors in symbols of 4 and 8 bits,
respectively. These burst errors will be extended if the de-scrambler is used. An 8% PER over a

1000 byte packet translates into a 4 x 10” and 8 x 10™ symbol or burst error rate for bursts of 4
and 8 bits, respectively.

The receiver sensitivities given in Table 3-1 can be used to estimate the range of operation for
the communications system. The version of the PRISM currently being used has a transmit
power P, of 18 dBm. An external amplifier is being considered which will bring the transmitter
power up to 27 dBm (1/2 Watt). If all values are expressed in decibels (dB), then the transmit
power P, and receive power P. can be related by P, =P, +G,+G, — L, — FM where G,, =

transmitter, receiver antenna gain in dB, L, = propagation loss in dB, and FM = the designed
fade margin in dB.

There is no set level for the fade margin that will compensate for all signal variability in signal
level. Rather, the fade margin provides a measure of protection. A larger fade margin improves
the likelihood of compensation for the variability and hence the reliability of the link. In a Harris
application note “Tutorial on Basic Link Budget Analysis” [3] the authors suggest the fade
margin be 20 — 30 dB, even for this spread spectrum system. However, in a clear, unobstructed
outdoor environment, the fade margin may be reducible to 10 — 15 dB.

The propagation loss L, is highly dependent on the environment in which the system is
operating. In free space,

L, =Ls= 2010g(47[DA)

where D = the transmit distance and A = the wavelength. However, if the antennas are
outdoors close to the ground, then the plane earth model for propagation is more appropriate.

2
Li=dg= 2010g(D h h,)

where A,, = the height of the transmit, receive antenna. The plane earth model is more accurate
whenever

4nh,h/
D -

Models for indoor communications are widely varied and highly dependent on room sizes,
building construction and orientation of the antennas. The authors of the Harris application note
[3] suggest a simple and conservative estimate for indoor communications. Their model uses
free space communication for up to 20 feet and then 30 dB attenuation for each additional 100
feet. This model probably assumes an office environment consisting of individual offices and
conference rooms. Thus much of the propagation loss is likely to be walls, furniture and other
obstructions.
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The environment for indoor communications required at NASA will likely include large
processing room or high bays. While the room will be larger than a typical office, a high-bay
will likely contain many large metallic objects and structures which will translate into increased
multipath and attenuation. Therefore, the model proposed in the Harris application note will
suffice for initial designs. Tests of the prototype system in a working environment will be
required to ascertain the multipath effects and propagation models to be used.

The maximum operating ranges for outdoor and indoor environments can now be calculated
using the receiver sensitivity, link budget equation and propagation models. A relatively modest
fade margin of 10 dB will be assumed for this prototype analysis. Maximum operating ranges
are listed in Table 3-2 as a function of antenna heights and transmitter power. The 18 dBm
transmit power of the Harris PCMCIA version of the PRISM and the 27 dBm output of a ¥, Watt
amplifier are depicted in the table. An antenna height of 5 feet is assumed for the mobile unit
carried by a person. The base or central controller antenna height is varied.

Antenna Height (ft.) | Maximum Range (ft.) +18 dBm | Maximum Range (ft.) +27 dBm
Mobile Base Outdoor Model Indoor Outdoor Model Indoor
5 5 942 Plane 138 1879 Plane 178
5 10 1158 Free 138 2658 Plane 178
3 15 1158 Free 138 3255 Plane 178
S 20 1158 Free 138 3758 Plane 178
5 25 1158 Free 138 4202 Plane 178

Plane = plane earth outdoor model, Free = free space outdoor model

Table 3-2. Estimated Operating Ranges for Prototype System

The results in Table 3-2 indicated several important facts. First, outdoor maximum operating
range will ultimately be limited by plane earth propagation. Increasing the base or central
controller antenna height will increase the range of operation, but it will limit the mobility of the
system. The 2 Watt transmit power and 25 ft. base antenna resulted in a maximum range of 0.8
miles. The indoor propagation model used resulted in an operating range of less than 200 ft.
even for %2 Watt transmit powers. This model is expected to be overly conservative for operation
in a high bay and testing is suggested.

4. FORWARD ERROR CORRECTION

Many voice communications use a minimum or no forward error correction. Speech
communications is rather tolerant to random and burst errors and thus FEC is not implemented.
However, there are two factors that make an analysis of FEC for this system necessary. First,
this system may be used in mission critical or safety-related operations where clear
communications is required. Second, one possible extension of this system is the overlay of data
on the voice network that requires higher reliability than voice. For these reasons, an analysis of
error correction techniques and capabilities was conducted.
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The TDMA protocol selection described previously resulted in voice data packets of 128 to 256
bits depending on whether 8-bit or 16-bit PCM encoding is used. These relatively small data
packets will be subject to burst errors due to the modulation, scrambling and detection of the
transmitted symbols. The 11 Mbps mode of the PRISM chipset is the likely operating mode of
the prototype system to maximize the number of users. This mode is characterized by 8-bit burst
errors; longer if scrambling is used. A single burst error in a 256-bit packet lowers the average
bit error rate of the packet to about 0.016. This burst error will result in a very brief noise burst
in voice communication, but is unacceptable for data communications.

The TMS320C54x signal processor has been designed to facilitate the decoding of the
convolutional codes using the Viterbi decoder. Efficient implementation algorithms have been
designed and estimates of the processing time required to decode blocks of data using the Viterbi
decoder have been provided in application notes. Block codes can provide the burst error
protection desired, but these codes generally have fixed lengths that limit the flexibility and

reduce the efficiency of the system. Therefore, convolutional coding with Viterbi decoder was
selected for the prototype system.

Convolutional codes are well suited to provide increased reliability in the presence of random bit
errors during transmission. Interleavers will be used to distribute the burst errors to make them
appear more like random bit errors. Interleavers require less processing and memory storage,
and are more flexible than other approaches such as concatenated codes or specially designed
burst error correcting convolutional codes. [4] Interleavers for this effort were assumed to
distribute burst errors over the entire length of the coded data packet.

Encoding a packet of data using a convolutional code with £ inputs, # outputs and memory
length m requires the encoding of kxm additional input zeros in order to “complete the code”.
[4,5] The number of added output bits to the packet after completing the code is nxm bits and is
often referred to as the “tail” of the encoded packet. For example, if 100 bits were encoded using
a rate 2/3, memory length 4 convolutional code (m = 4, k = 2 inputs and n = 3 outputs) then the
number of bits in the encoded packet will be 100 x 3/2 + 3 x 4 = 150 + 12 = 162 bits. This
makes the effective rate of the code 100/162 = 0.62.

For analysis purposes, it is assumed that the burst errors are randomly distributed over the entire
packet by the interleaver and thus are effectively modeled as an increase in bit error rate for the
packet. For example, a burst error of length 8 in a 162-bit packet will result in an average of 4
bit errors in the packet. The simulation models the burst error after interleaving as random
probability of bit error (bit error rate) or 4/162 = 0.025.

Simulations were conducted to quantify the effects of the burst errors on short packets with
convolutional codes. A Viterbi decoder was simulated to decode convolutionally encoded
packets with randomly occurring burst errors. The length of the burst errors was chosen to be 8
bits to correspond to characteristics the 11 Mbps mode of the Harris PRISM without data
scrambling. The simulations were conducted on packets of 128 and 256 data bits (before
encoding) to bound the expected range of data bits for 16 samples of voice data (8 to 16-bit
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PCM). For easy comparison to decoding with random bit errors, the simulations were conducted
as a function of the average bit error rate of the system.

The results of the simulations for rate 2 convolutional codes with a memory length of 2
(constraint length K of 3) are shown in Figure 4-1. The abbreviations in the legends are defined
as follows: NB = no burst errors (random only), 8B = 8-bit burst errors, Est = analytical estimate
of 8-bit burst errors assuming only 1 burst error per packet, and BK = the length of data
(uncoded) in the blocks. The simulation results demonstrate that the burst errors significantly
degrade the performance of the Viterbi decoder for short packets. Longer packet lengths have
better (lower decoded BER) performance. However, the convolutional code and Viterbi decoder
still provide a significant BER improvement even at short constraint lengths. Longer codes
provide lower decoded BER at the cost of greater processing and memory requirements.

Constraint Length K=3
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Figure 4-1. Viterbi Decoder Performance vs. Burst Errors and Short Blocks

Implementing the Viterbi decoder on the TMS320C54x series DSP is simplified through a
special function designed especially for this decoder. Key algorithms are found in a TI
application report “Viterbi Decoding Techniques in the TMS320C54x Family.” [6] Further
explanation is available in the “TMS320C54x DSP Reference Set, Volume 4: Application
Guide” in Section 7.2. [7] Also, a complete Viterbi decoder assembly code and application
report [8] is available for the earlier TMS320C5x processor. The ‘C5x processor does not have
the “C54x special instruction, but the memory handling and processing algorithms are similar.
All the TI application notes and source listings discussed here are available on the TI web pages
at “http://www ti.com/sc/docs/apps/dsp”.

The TI application report “Viterbi Decoding Techniques in the TMS320C54x Family” [6] also
provides benchmarks for determining the processing speed (in MIPS) required to implement a
Viterbi decoder. This benchmarks considers, the code rate R, constraint length K, code
puncturing rate PR, frame size FS before coding (# data bits) and the number of frames per
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second FR. The benchmarks for rate ¥ convolutional codes with various constraint lengths were
calculated. Recall that the frame period was calculated as the time required for 16 samples at
8,000 samples per second. Therefore the frame rate is 1/(2 ms.) or 500 frames per second. For
16-bit PCM, the frame size will be 256 bits. The calculated benchmarks are listed in Table 4-1.

Code Rate, R | Constraint Length, K | Required MIPS
Va 3 3.9
V2 5 7.84
Y2 7 24.0
Ya 8 45.0

Table 4-1. Benchmarks for Viterbi Decoder on TMS320C54x

The benchmarks in Table 4-1 reveal that even a convolutional code with constraint length as
high as 8 can be implemented on a TMS320C54x with a clock speed of 60 MHz. Note that the
K = 8 code is the defacto (2,1,7) convolutional code used in many applications including satellite
and mobile communications, often concatenated with a Reed-Solomon code for combined burst
and random bit error protection.

For voice communications alone the FEC algorithms may be used to increase the operating range
and reduce noise at longer operating ranges. A rate %2 convolutional code can provides
significant error reduction for the short packets in the presence of burst errors (implemented with
an interleaver). For voice communications, constraint lengths as low as X = 3 will provide
significant improvements, while longer constraint length codes will be required for high data
reliability applications.

5. CONCLUSIONS AND DISCUSSIONS

The prototype full duplex, spread spectrum voice communication system specifications are:

e Data Rate: 11 Mbps

e Voice Coding: 14-bit PCM (padded to 16 bits) at 8,000 samples per second
e Packets: 16 samples = 256 bits

e Frame Rate: 1/2ms=500Hz

e TDMA Slots: 9 slots (8 users, 1 CC) per frequency (0.22 ms per slot)

e Frequencies: 3 frequency bands

e Maximum Users: 24

The prototype system will initially be implemented without forward error correction. If test
results warrant or data transmission is added to the system, the FEC can be added at a later time.
If rate % FEC coding is added, then the packets size will increase to 512 bits, the number of
TDMA slots per frequency will reduce to 8 (7 users, 1 central controller), and the maximum
number of users will reduce to 21.
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The prototype system currently under construction can provide full duplex voice communication
for groups of up to 24 people. The system will have 3 frequency channels that can be configured
for 3 separate talk groups of up to 8 users or combined into a single 24-person talk group. The
system can be operated with open microphones, push-to-talk or combinations of open and push-
to-talk users. Potential applications include Ad Hoc wireless communications, remote
communication where other radio systems do not exist, and transportable communications. The
full duplex system is currently configured to be a standalone communication system.

This system can be extending by interfacing the central controller to other existing
communication systems such as the Operational Intercommunication System — Digital (OIS-D),
or T1 (or T3) wired or wireless links. The wireless operating range can be extended by
increasing the transmit powers or raising the height of the central controller’s antenna. More
time slots can be made available by using rapid acquisition techniques such as SAW filters [9],
or by reducing the data rates required for voice communication through vocoders such as [10].
Future versions of this system can employ advanced channel management techniques to allow
more users to share the existing time/frequency slots and thus increase the number of users.
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ABSTRACT

The objective of this project is to develop a autonomous umbilical mating for the mars
umbilical technology demonstrator. The Mars Umbilical Technology Demonstrator
(MUTD) shall provide electrical power and fiber optic data cable connections between
two simulated mars vehicles . The Omnibot is used to provide the mobile base for the
system. The mate to umbilical plate is mounted on a three axis Cartesian table, which is
installed on the Omnibot mobile base. =~ The Omnibot is controlled in a teleoperated
mode. The operator using the vision system will guide the Omnibot to get close to the
mate to plate. The information received from four ultrasonic sensors is used to identify the
position of mate to plate and mate the umbilical plates autonomously. A successful
experimentation verifies the approach.
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1. INTRODUCTION

The goal of this project is to design and implement a smart umbilical with a connect and
re-connect capability with remote interface verification. The ability to quickly and reliably
mate and de-mate umbilical connections under automated control is needed in flights to
mars [ 1 ]. After review of mars reference mission [1], three umbilicals (i) electrical
power/fiber optic data cable umbilical; (i) mars rover cryogenic servicing umbilical; and
(i) contingency in-situ propellant production water supply umbilical were identified. The
electrical power/fiber optic data umbilical is mission critical since it must provide
immediate power to the hab/crew vehicle and was chosen for a technology demonstration
project.

The Mars Umbilical Technology Demonstrator (MUTD) shall provide electrical power
and fiber optic data cable connections between two simulated mars vehicles (cargo
vehicle and hab/lab vehicle) spaced 100 meters apart. The MUTD shall deploy 100
meters of electrical and fiber optic cables from the simulated hab/lab to the simulated
cargo vehicle. The MUTD shall align the surface and the vehicle umbilical plates and
parallel mate the connectors in an accurate manner.

The Omnibot mobile base system [12] at automated ground support system laboratory at
Kennedy Space Center will provide the mobile base for the MUTD. The Omnibot is
controlled in a teleoperated mode. The umbilical plate is mounted on a three axis
Cartesian table on the Omnibot. The table is used to mount the two umbilical plates.

The problem of automated umbilical mating can be divided into two subproblems, global
and local positioning. The global positioning is defined as when the two umbilical plates
do not have any vertical common projection on each other, and the problem is to bring
them close enough such as they do. If two plates have any common vertical projection
on each other, the problem to mate them from now on is refereed to as the local
positioning,.

For global positioning, a teleoperated mode of control is used to move the Omnibot such
that the umbilical plates are in local positioning zone. The operator uses vision feedback
to command the Omnibot during global positioning and bring the mate in plate to about
14 inches from mate to plate. The work explained in this report will concentrate on the
local positioning problem.

The umbilical mating is performed autonomously during local positioning. During local
positioning , the position and orientation of mate to plate needs to be determined.
Ultrasonic sensors are used to find the position of mate to umbilical plate. At current
stage, the project requirement is to have a system functional at Kennedy Space Center.
Therefore, the mars environment is not considered.

To identify the position of the plate to mate to, four ultrasonic sensors are installed in the
four corner of mate in plate as shown in figure 1. The sensors are numbered clockwise.
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Ultrasonics sensors are used extensively in mobile robots [2-7] applications. Sonar
sensing, is cost effective, relatively quick in response, processing is not time consuming,
and can cover wider distance range. The edge 1 (E1) is defined across sensors 1 and 2 as
shown in figure 1. The following steps outline the procedure for local positioning of
autonomous umbilical mating:

Obtain raw distance data d, ,d, ,d;, and d, from the four ultrasonic sensors

Filter and separate the data according to constraints

Engage and apply least square estimation procedure to obtain the line segments

Based on the obtained edge position, the manipulator on the Omnibot is
autonomously moved to align two umbilical plates and mate them successfully ( ie. all
four edges of the two plates line up and connect with each other).
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Figure 1. Location of four ultrasonic sensors

This report summarizes the work completed during the summer of 1999. The use of
ultrasonic sensors is detailed in Section 2. Section 3 discusses the determination of plate
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