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Abstract. A method is developed for validating model-l_;tsed estimates of atmospheric

moisture and ground temperature using satellite data. The approach relates errors in

estimates of clear-sky longwave fluxes at the top of the Earth-atmosphere system to errors

in geophysical parameters. The fluxes include cicar-sky outgoing longwavc radiation

(CI_P,) and radiative flux in the window region between 8 and 12/.tin (P, adWn). The

approach capitalizes on the availability of satellite estimates of CI.R and RadWn and

other attxiliary satellite data, and multiple global four-dimensional data assimihttio,1

(4-DDA) products. The basic methodology employs off-line fo,ward radiative transfer

calculations to generate _nthetic clear-sky Iongwave fluxes from two different 4-DDA

data sets. Simple linear regression is used to relate the clear-sky longwave flux

discrepancies to discrepancies in ground temperature (87"_) and bro;td-layer integrated

atmospheric precipitable water (6pw). The slopes of the regression lines dcline sensitivity

parameters which can be exploited to help interpret mismatches between satellite

observations and model-based estimates of clear-sky longwavc fluxes. For illustration we

analyze the discrepancies in the clear-sky Iongwave fluxes bctwecn an early

implementation of the Goddard Earth Observing System Data Assimilatio,t System

(GEOS2) and a recent operational vcrsion of the Europc:m Centre for Mcdium-Ratlge

Weather Forecasts data assimilation system. The analysis of the synthetic clca,-sky flux

data shows that simple linear regression ctnploying 87",_ and broad layer 5pw provides :t

good approximation to the full radiative transfer calculations, typically explaining more

than 90% of the 6 hourly variance in the flux differences. These simple regression

relations can be inverted to "retrieve" the errors in the geophysical parameters.

Uncertainties (normalized by standard deviation) in the monthly mcnn retrieved

parameters range from 7% for 8Tg to _20% for the lower tropospheric moisture between

500 hPa and surface. The regression rchttionships developed from the synthetic flux data,

together with CLR and RadWn observed with the Clouds and E;,rth Radiant Energy

System instrument, are used to assess the quality of the GEOS2 7"0 and pw. Rcsttlts

showed that the GEOS2 T O is too cold over land, and pw in Ul)pcr layers is too high over

the tropical oceans and too low in the lower attar)sphere.

1. Introduction

While much progress has been made to impruvc the climate

characteristics of general circulation models (GCMs), the Ity-

drological cycle slnnds Otll as a major con_poncnt of the Earth-

Atmosphere system wbiclt is still poorly modeled Ic.g., Gates ct

aL 1999; Lau et al., 1995]. Major advances in modeling the

hydrological cycle are hampered by inadequate and/or incom-

plete n_easurenlcnls of such qtmntitics as precipitation, latent

heating, clouds, atmospheric and soil moislurc, and ground

temperature. Data obtained by methods of four-dimensional

data assimilation (4-DDA) stiffer from errors in these quanti-

ties, both as a result of crror._ in the assimilating models and a

lack of observations to directly constrain the hydrological cycle.

q'his paper is not stibject to U.S. copyrighl. Pulilish.,_d in 2t)00 lly lilt:
American Geophysical Union.

Paper number 2000JD1,_)478.

[n this study wc focus on methods to verify model-based

(including 4-DDA) moisture profiles (q) and ground temper-

ature (T_) using satellite data. We focus on these two parana-

ctcrs because they arc highly dependent on the param,:tcriza-

lions of sub-grid-scale processes, and they arc difficult to

validate because there arc few rclial)le observations t.f these

quantities with global coverage. The quality of the grotmd

temperature directly reflects on the qt,ality of the land surface

formulation, while the moisture profiles are importn tt con-

slraints on the behavior of the boundary layer and cor.vection

schemes. The methodology described here was devel-pcd as

the result of efforts to validale these qu.'mtitics in a glol.al data

nssimil;dion system, but the methodology slmuld also. prove

useful for assessing systematic errors of global atmt _phcric

models.

Tltc basic methodology is as follows: First, sensitivity param-

clcrs are obtained by applying off-line forward radiativ : trans-
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fer ealculalions to two different assimilated data products to

relate differences in clear-sky h)ngwave fluxes at lilt lop of the

Earth-atmosphere system to errors in geophysical parameters.

The clear-sky longwave fluxes include clear-sky outgoing long-

wave radiation (CLR) and radiative flux ill tile window region

hctween 8 and 12 y.m (RadWn). The assimilated data sets

should provide physically reasonable and global estimates of

the geophysical fields. Ally discrepancies in the liclds from the

two different systems nleasnl'e (lur mlccrlaiuty and provide a

tool for assessing Ihc sensitivity of the CLR to discrepancies in

these fields. 'llle sensitivity' parameters together with satellite

estimates of clear-sky longwave Iluxcs (and other auxiliary sat-

ellite data) are then used to relate the clear-sky Iongwave

fluxes to errors in the geophysical lields. For purpose of illus-

tration, sensitivity paramtters are obtained by comparing

ground lemper:,Ltu,'e and atmospheric temperature and mtfis-

lurt prolilcs fronl an early imp/ementalion of verst(in 2 of the

Goddard Earth Observing System (GEOS2) data assimilation

system [Data /Issimilation Office (DAO), 1996J with Ihosc

quantities from a recent operational version of the European

Centre for Mcdium-I?,ange Weather F_recasts (ECMWF') data

a,_similation system [Courtier et al., 1998].

The key satellite data used for this study arc the CLR and

RadWn estimates from tilt Clouds and Earth Radiant Energy

System (CERES) [Wiellckiet aL, 1996] instrument onboard the

Tropical Rainfall Measurement Mission (TRMM).

This approach to validation is viewed as a compronfise be-

tween a simple comparison of model-generated aud observed

CLR and RadWu and full retrieval algorilhnts Ihat attelnpt Ill

exploit information in multiple spectral bands to oblain esti-

re:tics of the geophysical quantilics. The method provides in-

sight into the nature of the errors in the model-based CLR and

RadWn consistent with the broadband nature of the CLR and

RadWn satellite measurements.

Sccti_lns 2 describes the satellite data and radiative Iransfer

n_otlcl used for the forward calculation. The ,ntth<_dohlgy is

dcscribcd in section 3. The sensitivity analysis, bascd on the

GEOS2 and ECMWF assimilated data, is described in scctiou

4. A comparison with the CERESTFRMM clear CLR and

RadWn is presented in scction 5. Discussion and conclusions

arc given in section 6.

2. Satellite Data and Radiative Transfer Model

The primary quantity analyzed in this study is tile CI.R anti

P, adWn. The availability or" high-quality satellite estimates o1"

CLR and RadWn (see below) has made these important quan-

titics for validating global modcls. Relating and undcrstanding

difl'erences between model-computcd and observed CLR and

RadWn is complicated by a numbcr of factors. Some of the

diffcrences arise (rum sampling differences and fundamental

differences between satellite measurements and model "grid-

scale" fields. In this study we focus on the problcnl of relating

the errors (computed minus observed) in CLR and RadWll to

deficiencies in the model-based estimates of the radialively

important geophysical quantities (e.g., atmospheric moisture

and temperature and ground temperature). The methodology

is developed with synthetic flux data to circumvent the sam-

pling and representativeness problems. These issues are be-

yond the scope of this initial study, though they will need to be

addressed when developing quantitative estimates of errors in

the geophysical quantities based on satellite measurements.

We note that ill this study the model-based CLR and RadWn

are computed ill an off-line mode (see below). Many institu-

tkms n(_w rotltincly compulc CLR on-lint during tile cc.urse of

nlodcl hltcgrationx.

In the filfiowing wc describe the CLR and RadWn data,

various other auxiliary data sets used for this study, : nd the
radiative Iransfer scheme tlscd for the off-line calcuk tlon of

CLR alld RadW_l.

2.1. CLR and RadWn Satellite Data

While tht sensitivity pal'an_cttls will hc tlcvcloped w th syn-

thetic flux data (see next r,cction), our application of Ill.: meth-

odology Io valkl:tting GEOS2 (see section 5) will rcqt ire sat-

cllilc ohscrv'llit_us ;Is inpul, l:l)r the loller wc have o )lained

CI_.I{I_S/'I'RMM data l[lqelicl_i et al., 1996]. The qualit _t)f the

CERES dnl;I is comparable to tile quality t}f the Earlh R:ldi-

orion Iludgcl 12xfDerimcnl (EP, IIE) data for iuslanlaneous ra-

dlant'e, Iluxcs, aml sccllc lypc. Generally, radiance un,'crlaJn-
tits are at Ihe I% level or less. Some differences I:etwcen

CERE.e_I'I_.MM and ERBI:.-ERBS are as follows: the field of

view resolulion, the spcctral response of the instrumel.ts, and

the tropical only coverage of TRMM [Wiclicki e/al., ! )96 I.

2.2. I:ladi.'tlive Transt'er Schelne

For the sensitivity calctdatious we employ the r_diative

transfer scheme developed by Cho, and Suarez [199,_]. This

schelnc is used in the GEOS2 model. The Iongwavt: (LW)

calculation has nine bands (band 10 is added to compute flux

reduction due to N,O in tile 15 p.m region). "File transmission

and al_sol'}_lion (lrl I_O, 112o ct_ntin|lnnl, co.,., f').l, c1;'(_, Cl l.i,

and N20 is nlodtlcd using k distribution. In tht LW, nlultipli-

cation approximation hlr bands are assnmcd. The LW scheme

compares will with dclailcd line-by-line calculations. "File root

mean squarc (rms) errors of CLR are between I and 3 Win-"

IChou am/Kouvaffx, 1991; Choir et al., 1995; Kratz et al., 19981.

In atldilion, Ihe colic has been participated in tile Intercom-

p;uison t)f l_,;ulialiou Codes in Clinmlc Modcls (ICP.CCM)

II".lling.vun c1,1., 19911.

Surfilct emissivity depends on surface property or vcgetalcd

surface. For a given surhlce type, its values are also different

h)r different wavelcnglhs in the LW spectrum. The global

distribution of surface typc and tile associated emissivity that

we used were lakcn from CERES. "I'hc Advanccd Spaccborne
Thermal 12,1issi_)n and Rcl]cclion Radiometer c_catctl ;m eas-

ily acccssiblt t!ata set on Ihc basis (ff extensive nlcasurcmenls

of the spcclral rcflectances of surface material in the 2.-16/am

region by Salishu O, and 1)',,ltht [ 1992 I. Wilber ct al. I I tS'991 de-

rived spectrtun enlissivity from tile spectrum rcflcclanc( on tile

basis of sccne lypc. The scene type was determined by using a

! km map of the International Gcosphere Biosphere P_ogram

scene Iypcs as supplicd by the U.S. Geological Survey (I JSGS).

A scene typt of tundra was added to separate it Iron" desert

resulting in 18 surfacc types. We calculate the fraction ff each

scene type in a 2" × 2.5* [ongflude and latitude box fi ._m the

I/6 ° cqu:d angle data. Radiative fluxes are computed in .'ach of
tile 2" x 2.5' boxes several times on the basis of the nul nber of

scene types in a box (maximum is 18). The final mean r: diative

flux is an area mean of the fractional type. Surface emissivity

effect on CLR is large over the desert regions, where 9fl'-line

conlputalions show it carl be as high as 5-8 Wm -z "mostly

fronlwindow bands).

2.3. Ozone

The analyzed ozone liclds from the Goddard Earlh Observ-

ing System (GEOS) ozone data assimilation system (DAS)
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[Riishojgaard et al., 1999; _'tajner et al., 1999] arc used in this

study. They are obtained by assimilating total column ozone

ohscrvations from the Total Ozone Mapping Spectrometer

(TOMS) and ozone profile observations from the solar back-

scattered ultraviolet/2 (SBUV/2) instrunacnts into an off-line

transport model drive|| by the GEOS-DAS assimilated winds.

While the statistical analysis of ozone is pcrfi)rmcd at every

model time step (15 rain) using a global physical space-based

analysis scheme, the analyzed ozone is written out at the same

frequency and resolution as the other GEOS-DAS fiekls. The

high quality of the ozone fields is illustrated by two examples

from their validation for January 1998. The average rms dif-
ference between TOMS observations and total column ozone

forecast is about I 1 Dobson units or 3.7% of the average tot:d

column ozone. The comparison of analyzed ozone profiles with

independent ozone observations measured by the Halogen Oc-

cultation Experiment (HALOE) onboard the NASA Upper

Atmosphere Research Satellite shows that the mean prolilcs

agree within 3.2% between the pressures of 30 and 1 hPa. In

this region the HALOE measurements agree within 5% with

ozonesonde, lidar, balloon, rocketsonde, and other satellites

ozone measurements [Bruhl et al., 1996].

While the ozone contribution to CLR is rctativcly small, the

accuracy of its distribution is critical for the CLR computation.

In particular, the high ozone concentrations in the stratosphere

and its presence in the water vapor window region are impor-

tant for the clear-sky flux.

3. Methodology

To help understand the methodology, we start with the ra-

diative transfer equations for clear-sky conditions il| the LW

region of the spectrum given

= _r,:dl (r_)r ("r) ,tv +
CLR(T, q, T a.... ) ,

£"L_( I - _,.)'r,(ttr) rrll,(T(u')) d%(u' - u)
Kit " dtt" d I,

I

+ #IL(T(u')) ,IT_(u - .')
du' du' dJ,, (I)

where v is frequency, B_ is the Planck parameter, e_ is sllrfac¢

emissivity, "r_ is the transmission parameter at frcquenc'y u, tt is

the palh length, and ttt is the total path length. In (1) the tirst

term_ on the right-hand side (RI [S) is the contrihutkms from

the surface. The second term is the downwelling atmospheric

radiation reflected from the surface. Tiffs lerm tends to be

small compared to the other terms. The third term is the

contribution from the atmosphere.

The first step is to develop sensitivily paranrctcrs relating

CLR differences to differences in the geophysical qu;mlities.

This is carried out here using tlat:t from two different flxlr-

dimensional data assimilation systems. The simulated radi-

ances are computed using Ihc T_, and q and temperature (T)

profiles as input to the radi;ttivc transfer calculatkms using the

scheme described in the previous scctkm. "File aim of this step

is to Iry Io understand which aspect of the input data is most

sensitive to the CLR and how the sensitivity varics over the

globe.

We consider a change in the CLR in terms of tile h_!lowing

lincarizalion:

aCLR aCLR

i

;_CI,R

_ -_-_, aT,, (2)
/

where 8ql and _57"/ are the differences in the two moisture and

temperature products in layer i. We consider the par:ial de-

rivatives in (2) as scnsitivily parameters relating change ; in the

geophysical quantities to changes in the CLR. The validity of

this approximatkm will be examined in tile fi)llowing set tion by

comparing results from the full radiative transfer calcvlalions

(referred to as the "true" values in the following disct ssions)

with results from "best lit" linear regression equation:; based

on (2).

4. Sensitivity AImlysis

In this section wc shall compute the sensitivity i_:kr_,mctcrs

delincd previously using output frolu two different .I-DDA

systems (GEOS2 and ECMWF). Note that since we are only
interested in differences, there is no need in these calculations

1o assume one or the other 4-DDA systems is corleet. In

section 5 we will use the sensitivity parameters together with

satellite dala to validate the GEOS2 system.

GEOS2 represents a major upgrade to the baseline GEOSI

syslcm employed in the NASA li,'st reanalysis cffi_rt ISchubert

ctal., 1!)93]. The [iual version of GEOS2 irlcludcs a physical-

space three-dimensional variational analysis algorithm (Physi-

cal-Space Statistical Analysis System (PSAS) [Cohn et al.,

1998]) and numerous improvements |o the general circulation

model. The model improvcnlents include a more accurate dy-

namics [Takacs and Stmrez, 1996], a gravity wave drag :;cheme

[Zhou el al., 1996], improved diagnostic clouds, the mosaic

land surface scheme of Koslcr atut SutArez [1994], a It vel 2.5

moist tnrl,ulcnce schcmc [llelfimd el al., 19991, and n _'W SW

and LW radiation code [CTrou trod Suarez, 19941. The system

also includes lhe capability to assimilate TOVS moistt.re and

S _ecial Sensing Microwavcllmager (SSMfl) total prec pliable
l I ¢ k._- [ ," ' 1

\ _A

Tile version of G_OS2 used here was run with 70 _ertical

layers extending to 0.01 hPa and with a spatial rcsoluti_ ,n of 2*

x 2.5* latitude-kmgitude. The T:, output was saved .:very 3

hours, while the upper air T and q were saved every _ hours.

Thc GEOS2 data are compared with operational analy., es gen-

eralcd hy the HCMWF fl)r Jarm:|ry 1998. These data ar z avail-

able every 6 hours and have bccn interpolated to a 2° x 2.5*

grid to bc consistent wilh the GEOS2 data.

As described in the previous section, T o, T, and q ficm hoth

analyses are input Io a radiative transfer model to coral: ute the

CLR and RadWn. The prirnary interest for this study i_ in the

sensitivity to T:, and q. Our initial analysis showed that T
differences bclwccn GliOS2 and I'_CMWI: are small, and the

effect on the computation of CLR is around _.+1.5 WnC 2.

In the following, CI.R computed Ily using all GEOS2 data iS

referred to as CLI_,GL:OS2, and the CLR computed u_ing all
ECMWF data is referred to ;is CLRECMWF. Sensitivities are

estimalcd by recompuling the CLR after replacing selected

input fields. For example, to estimate 0CLIU0 7".,,,wc c,,mpntc

Ihe CLRGEOS2 as before but replacing the GI'OS2 T u with

q-
r-_'TZ-ST.---.---_-q-z--"_r'?-, 3". -1-,."7-'1 ..... I .....
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tile T# from the ECMWF data. We will refer to this as

CLRGEOS2(ST_,), indicating the calculation is carried out

with the GEOS2 ground temperature perturbed by the amount

8Tr, = T,,(ECMWF) - T:,(GEOS2). The difference

_CLR(,ST,,) = CLRGEOS2(,_Tu) - CLRGEOS2 wh;ch di-

vidcd by 8Tg is a measure of the sensitivity of CLR to ground

temperature. For example, the change in CLR duc to tliffcr-

ences in T q is then denoted by cSCLR(_$T:,). An estimate of the

sensitivity of CLR to T_ changes is

(JCLR 8CLR(_STa)

aT," '_ _'r, (3)

Since the sensitivity of CLR to moisture varies with height,

sensitivity ratios are estimated separately fi)r different layers in

the atmosphere. For these calculations we used ECMWF data

as the basis for determining the moisture sensitivity since we

felt that the ECMWF moisture values were more reasonable

especially at upper levels. In principle, it should not matter

which one is used (GEOS2 or ECMWF), since we are only

after the sensitivity. In fact, tests showed similar results using

GEOS2, though we felt the analysis using ECMWF provided

results that were somewhat easier to interpret for the moisture.

The layer-integrated moisture is referred to as the precipltable

water (pw). For example, we compute 5CLR(@wj,) =

CLRECMWF(/_pwl, ) - CLRECMWF. Here _pw h is equal to

pw from ECMWF minus pw from GEOS2, where pw h is the

moisture in the layer between 200 and 500 hPa. Similar calcu-

lations are done for ntoiStnre between 200 and 700 hPa

(plvTOO), between 200 and 900 hPa (pwvmj) , between 200 hPa

anti surface (pw,/_), between 500 and svrface (pwt) , arid IIic

full moisture profile (tpw). The sensitivities topw are givc,I by

equations analogous to (3). For example,

aCLR _SCLR(Spwh)
t_t

apwh al'%' (4)

estimates Ihc sensitivity of CLR to thepw between 200 and 500
hPa.

We use the period January 1998 lo compute the sensitivity

parameters, since we have in-house operational analyses from

ECMWF for this time period. Unless noted othenvisc, all

calculations are based on 6 hourly dala on the GEOS2 2 ° ×

2.5* grid. We estimate the scnsitivitles locally using simple

regression to relate the 6 hourly differences in CLR (or cSCLR)

to differences (,Sx) in the input quantities. For a single pre-

dictor the regression equation takes the form

cSCLR(_x) = c_,_x ÷ _, (5)

where x is the quantity being varied (for examplc, T:,, pw h, or

pwt), ctx is the scnsitlvity parameter to be estimated, and e is

the component of the 8CLR not explained by ,St.

Before computing the sensitivity parameters, we first exant-

ine the differences in the CLR from the two assimilated data

sets and look in some detail at the various band contribu-

tions to the total CLR. Figure 1 shows the mean ,SCLR =

CLRGEOS2 - CLRECMWF for January 1998 computed

from the 6 hourly data. Over land the differences can be as

large as 15-20 Wm -2 and over the oceans as large as 20-Z'_

Wm -2. Figures lb and 1c show 8CLI_.(tST_,) and F,CLR(_Sq),

respectively. The pattern and magnitude of the 5CLR distri-

bution over land is very close to $CLR($Tu) , while over

Cleor Sky OLR Oil (Wrn") January 1998

(Contour ;nter_als (5Wm". starting ot -5) ore for netogive "afuel)

dCLR

0

-30

-80

rio 120 180 210 300 .160

acLn(' 'i ) [i
6o9° _ 20

D (I:°
_0 17{] 180 240 300 360

occn(eq)

3O

-,30

-60

(C)
-90

60 1_0 180 240 300 360

Fig. 1

Figure I. Monthly mean <_CLR (Win -_) l}ased )n the

GEOS2 data and the ECMWF data: (a) diffcrences ind iced by

_JT',.. 8q, and ,ST; (b) dlffcrences induced by _5'F_; :,rid (c)
diff'crences induced by _q. Contours arc for negative vahles;
the intervals are the same as the shaded values.

, ff; ,'es

,e/ed co,- edl;

oceans, 5CLR is very similar to _SCLR(,_q). This intlio't cs that

for these two assimilated data sets the largest discrepancies in

CLR over the land polcward of about 40 ° latitttdc are due to

ground temperature differences, while the largest discrcpan-
tics in CLR over the occans are due to differences in the

moisture profiles.

To better understand the sources of the CLR frt}n_ the

atmosphere and htnd, we look in more detail at the various

band contributions to the CLR (Figures 2 and 3). The gaseous

absorption included in thc radiative transfer code [Chou and

Suatez, 199..1] are H_O, CO2, O_, and trace gases (see section

2.2). In the following we will focus on the watcr vapor effect.

Column I in Figure 2 shows Ihe CLR computed from the

ECMWF data in each of the nine bands. The first three bands

arc the contributions from the water vapor rotational bands.

The next Once arc the c(mtrihutious from the 800 to 1215

tin -_ wit_clow region, :reel the last three rcpresenl contril)tx-

lions from walcr vapor vibration and rotation bands. Colunm 2

shows the cmission from the surface (r.,Tu). Column 3 is the
contribution to the C[.R from the first two terms on the RHS
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CLR eTg Surf Al:m

°
30 -

O.

-30 :

30

0

-30

-60

ECMWF Dote (Win "_) Jon 100Z 1998

I: 0 - ,340 6:1100 - 1215
2:,340 -- 540 7:1215 - 1380
,3:540 -- 800 8:1380 - 1900
4:800 - 980 9:1900 - ,.3000
5:980 - t100

Figure 2. Contributions to CLR (Win -2) from different parts of the atmosphere and different bands. From
top down the band ranges from band I to bm_d 9, the wave number h_r each band is shown at the bottom of

the figure. Value eT is surface emission, Surf (surface contributk)n) is the first two terms of the RHS of (1)

and Aim (contribution from the atmosphere) is the third term of the RI1S of (1). Contour intervals are 10

Wm -z except the last oue in a column, which is 5 Wm -z.

of(l), and column 4 shows tile contribution to the CLR from

the atmosphere (third term on the RHS of (1)).

The strengtb of surface emission follows the Pl:mck function

which peaks in the third band (540-800 cm-a). The intensity

from the other bands decreases gradually toward both sides.

Note that the band widths are not uniform. The atmospheric

transmission function strongly modifies the surhrce cmL,;si_m,

especially in bands with strong gaseous absorption. The degree

of the atmospheric effect depends on the opacity of the atmo-

sphere. Comparing, in Figure 2, the surfi_cc emission with the

amount reaching the top of the atmosphere, we find a signif-

icant greenhouse effect due to gaseous absorption. The green-

house effect is very strong in the water vapor ro/:itlonal barrd

ranging from zero Io 800 cm- ' (which ii_clud¢ tile 15/_m CO z

band) and the vibrational and rotational band ranging from

1215 lo 3000 cm- _. The largest contributions to CLR are I'rom

bands 2 to 4, ranging from 340 to 980 cm-', and most of the

contributions arc from the atmosphere because of the opacity

of the water vapor rotational bands and CO 2 bands. For ex-

ample, the surface has the largest cnlission in band 3, but the

surface contribution to CER is relatively small due to the

opacily of the atmosphere. In particular, over the tropical
oceans the surface conlribution to the CLR. from this )and is

about 5%, while the rcst is from the atmosphere (see Fi;;urc 3).

Figure 3 includes Ihc effective pressure Icvel of the c( ntribu-

lions front thc atmosphere averaged over tile month. This is

determined hy finding the peak of the weighting functi¢ n corn-

puled hfmt the mean transmission functions. In bands : and 3,

most conlHbuti(ms over h, nd arc froth layers close to ;l]ri'ace

(lowest 300 hPa), while most contributions over the 'topical
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oceans are from laycrs ranging from 200 to 500 hi'a, where

water vapor concentration is high. Away from the tropics the

opacity decreases, anti the layer of largest emission is lowered

to between 590 and 700 hPa. In the tropics the atmosphere

contributes more than the surface in all bands. The largest
contributions are from between 200 to 500 hPa and some are

from 500 to 700 hPa depending on the opacity or the atlllo-

sphere.

In summary, the major contribution to CLR over the trop-

ical oceans (30°S to 10*N) is from the atmosphere between 200

and 500 hPa. In the sublropics the contribution tends to bc

from lower in the atmosphere between 500 aml 700 hPa. Over

land, for the Northern I Icmlsphcrc winter, most of the contri-

bution to CLR is from the surh,ce (from window bands) and

from the lowest (300 I!Pa) laycr of Ihc atmosphere.

Figure 4 sl!ows the regression results for T.,_ (land only) for

January 1998 based on 6 hourly data. We note that sea surhlce

temperature (SST) is specifictl from observations in both anal-

yscs, and wc do not consider any difrcrcnccs in the SS r data.

The regression is carried out on the CLR differences r(sulting

from pcrttmrbing only the ground temperature using tl e radi-

alive transfer equation (I). The extent to wlfich the regression

explains the results from the full radiative transfer calculation

is thus a nlcasurc oF the adequacy of the linear approximation

for the effect of T:,. The estimated sensitivity parameter

,_CLR/;IT, l _ (fT. (Figure 4a) is highest in the middle m_d high
latitudes (ranging from 1.2 to 1.6 Wm-" per I"C chang( in T,_)

and h)west over the tropical lalld masses. This is consists: nt with

our prcvious analysis of the various contributions to the CLR

(Figure 2) and rcllccts the latitudinal dcpeudence of the at-

m(w,hcric moisture co,limit. The explained variance is shown

in Figure 4b. Remarkably, the regression line (5) explains more

than 90% or the variance over most areas (Figure 41)). These

resulls suggest that the sensitivity of CLR to changes in T_, can

bc reasonably estimated by the simple linear approximation (5)

of the radi;,tivc transfer equation.

s-
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We arc interested in the ability of the rcgression to represent

the systematic diffcrencc in the CLR liclds. Figure 4c shows

the mean ground temperature difference _T,j beb.vccn the two
data sets for January 1998. The mean temperature differences

arc quite large ovcr the cold continents accounting for most of

the differences inCLR over those regions. Figure 4d s/tows the

mean CLR difference from the rcgrcssion cquation evalualcd

for the timc mcan _T v. Comparison with Figure lb shows that

the linear approximation (the regression line) with just _T_,

prtwidcs :t gcmd apl}roximalion It) the time n|cItn (liffcrcnccs in
CLR over I;ind. "llte reader is rcn_indcd that the results in

Figure lb are computed with the radiative transfcr C(lualion

and include the cffccts of q, T, and T:,. We shah see in the next

section that Ihc differences in T u for the most part r,:flcct a
cold bias in Ihls version of GEOS2.

We next obtain an estimate of BT u by inverting the regres-

sion equation (5): i.e., by solving for _ST. using the estimate of

(r_.¢ For brcvily we refer h) this estimate of ,ST_ as the "re-
trieved" value. Figure ,Ic shows the difference between our

retrieved ,5T_ and the actual values shown in Figure ,Ic. The

m,'_gnitude of the errors in _T u are in most regions less than
I°C. Figurc 4f shows that the 95% fiducial intervals for the

inverse regresskm [l_ml,,('r and Smith, 198 I] or rclrievcd values

arc typic;ffly ±30C. N.Ic that hcrc we only show one ski,; of the

two-sitlcd confidence inlcwal corrcspol_ding to the sig. of the

actual error in Figure 4e.

w

I
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F5 Figure 5 is the same as Figure 4 cxccpt for Ihe mean mois-

ture difference in the layer between 200 and 500 hPa (Spwh).

Figure 5a shows the sensitivity parameter (at,,.,) dctcrmincd

from the regression

5CLR(_pw_,) = %,..jSpw_, + _.. (6)

The spatial pattern of the sensitivity to upper level moisture is

largely zonally symmetric, with the lowest sensitivity (<3

Win-z/ram precipitable water in the 200-500 hPa layer) in the

convective regions of the tropics, and increasing sensitivily

away from the tropics. A region of enhanced sensitivity (>9
2

Win-/ram precipitable water in the 200-500 hPa layer) occurs

over the subtropical regions of the North Pacific. We note that

bands 2, 7, and 8 (Figure 2) show a tendency for enhanced

contributions to the CLR from tire su[)tropics especially over

the North Pacific, suggesting the increased sensitivity is coming

largely from these bands. Figure 5b shows that the regression

line explains more than 90% of the variance in the CLR over

most of tim globe. Scattered regions of the tropics and sub-

tropics, the extratropical storm tracks, and the Himala/as, ex-

plained variance less than 80%. With those excepti,,ns the

linear approximatkm to the full radiative transfer calcvlations

h_r the impact of the upper level moisture appears to Ic quite

good. Figure 5c shows the mean difference in the upp :r level

moisture (,_pw/,). The differences tend to be n :gativc

(GEOS2 is wetter) and largest just outside the tropi :s. The

results of the regression for the time mean ,SCLR(Spw, ) (Fig-

urc 5d) again show a good approximation to the full oak ulation

(Figure I c), sugge.rting that much of the systematic dif'crcnce

I)ctwccn GEOS2 and ECMWF CLR over tile subtropics are a

result oF differences in tile upper level moisture. The rc suits of

the inverse calculation (Figure 5c) slmw tlmt the magnitude of

tire errors in Ihc retrieval of 5pw h is in most regions less than

0.5 ram. Figure 5f disl)lays tire 95% fiducial intervals on the

retrieved values. The lypical values range from 0.3 to C.5 ram.

Figure 6 is the same as Figure 5 except for the mean mois- _

T
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Figure 6. Same as in Figure ,I excep| ror <Spwl: units
opposite to the shaded values,

Expl

turc diffcrcncc in the laycr bctwcen 500 hPa and thc surfacc

($pw_). Figurc 6a shows that the scnsitivity parameter (%,,_,,)

is about an order of magnitude smallcr than the upper level

sensitivity parameter (%,,,,). The greatest sensitivity (magni-

tude >1 to 2 Wm-_/mm precipitable water) occurs at high

latitudes in regions that arc probably ice covered. Fignre 61}

shows the variance explains by the regression line which ex-

plains more than 90% of the variance in the CLR over most of

the subtropics. Generally, less than 80% or the variance is

explained over the cold continents and the polar regions. Fig-

ure 6c shows the mean difference in the lower-level moisture

(?ipwt). The differences tend to be positive (GEOS2 is drier)

throughout much of the tropics and sul_tropics, whh the largest

values occurring off the west coasts of Africa and South Amer-

ica in regions characterized by the presence of low-level stratus

clouds. There are some regions with negative values in the

Northern Hemisphere subtropics that coincide with large neg-

ative values at upper levels (compare Figt,re 5c). The resuhs of

the regression for the time mean 5CLR(,Spwt) is shown in

Figure 6d. This shows that some of the negative value_ along

the west coasls of Africa, South America, and Africa in the full

calculation (Figures la and lc) are due to the differences ill the

low-level moisture. Figure 6e shows that the magnitude of the

errors in the retrieval of ,S;,w_ is in most regions Ic._ than 2

mm. The 95% liducial intervals (Figure 60 arc i, the: ra,ge

-+2-4 mm with the largest uncertainties in the Southern Ilemi-

sphere and tile xlCuth polar region.

We next look more closely at tile vertical dependence of the

sensitivity of CLR to moisture, The panels on tile left-hand

side of Figure 7 show tile differences between tile ECMWF v't

and the GEOS2 llme mean moisture. The sensitivity parame-

ters arc the slopes of the regression lines through the ';caller-

plots of 8CLR versus ,Spw (panels on the right-hand side of

[:igurc 7). These arc computed, in this case, from the monthly

mean fields, and each point in the scattcrplots represents a

different grid point (ocean only). This clearly shows that aCLR
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is most sensitive to _pw in the top layers. The sensitivity dc-

creases the Farther the layer is from the top of the atmosphere.

Thus the moisture in the layer close to the surface tcm%s to

have little cfrcct on CLR, consistent with our previous analysis

of lhe contributions to the total CLP, (Figure 2). Also, above

200 hPa the amount of mc, isture is too small to have an al',-

i_r,'cialflc impacz on ffze CLR despite the strong sensitivity.

This Is illustratcd in Figure 8, which shows the rclalive contri-

hutions by layer to the time mean difference iu the CLP. due to

moisture differences. Between 50 and 90% of the major CLR

differences are due topw differences hct'wcen 200 and 500 hPa

and am)thor 10-3(1% comes from the layer between 500 and
700 hPa.

We next exlend the results of the previous analysis Io con-

sider the case where, in addition to the total CLR mc,'_sure-

ments, we also havc awilablc CLR measurements for the win-

dow region. Figure 9 shows the sensitivity para_etcrs r'9

conlputcd separately for lhc window region (RadWn, Ic q-hand

side panels) and for the total CLR minus RadWn (rlgl_t-haud

side panels). The laltcr consisls of the rotation and vi'._radon

and rotation (RVIL) bands or nonwindnw bands; see dis :ussion

of Figure 2"L A comparison of Fieures 9a _nd 9d s_c'._ ,hat the

T,, sensitivity in the window region tends to peak in middle
lalilndcs, while in the nonwindow or P, VR, the scusilivily

shows a gcner:d increase with latitude. As such, the I rcatcst

sensitivity to 7".,, ovcr Ihc United Slates, Europe, and parts of

China occurs in lhc "willtlow region. A comparison of "figures

9b and 9e with Figure 5a sh_ws that the pw h sensiivity is

dominated by the RVR bands or nonwindow bands. Over the

Iropica[ occ:uls ll_e scusitivity Io the low-level nioi;turc is

grcalcst in the window region (compare Figures 9e and 9 0.

The large sensitivity over the eastern North Pacific and Atlan-

-T
[¢'_.i,_ r.., I,.,,,,'_,,'-, I Is,7."_-.--"_:. -'1 ..... _ '
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tic sccn in the total CLR calculation (l:igurc 6a) is du¢ to Ihc

nonwindow bands or RVR bands ([:igur¢ 9f).

By considering the linearization (2) for both tire RadWn and

the RVR bands, wc obtain two equations relating the CLR

differences in each band to changes in the geophysical param-

eters. If we further limit the approximation of the CLR change

to be primarily the result of just two geophysical parameters,

we can estimate or "retrieve" these par;tractors. The previous

results suggest that over land the CLR differences car, be

approximated by

_iRadlf"n --- tr_,(R._,lw,,_c$'/'__ _e.,li_.uw,.)/ipn'_, (7)

_iRVR = Ctr,mvju,STl, + %,.,invm_pn'h, (8)

while over ocean, the approximation is

tSRadWn = _r..,m_uw.)_pwt + crl,._(n_uw._;l-'Wl,. (9)

5RVR = cS,,,ravm_Spwt + tlp,.,mvRySpwh. (10)

Note that in the above relationships the sensitivity parameters

(the cG in Figure 9) arc obtained from lhc 6 hourly data

according to (5). By invcrti.g (7)-(8) and (9)-(I[)). wc obtain

the retrieved cstiruatcs of Ihc differences in the geol.hysic.'d

parameters assuming the (t_ and 5RadWn and _SRWR are

known. For example, the retrieved monthly mean diff,:rences

in the geophysical parameters (T_, pw h, and pa,t) arc shown

in Figure I0 (left pancls). The actual differences in T_,, pw h.

and pw t from the full radi:rtive transfer equation shown earlier

are prescntcd again in thc right-hand panels to facililatc lilt:

comparison with the estimated values. "l'he global mean bias in

the rclricvcd (57_, is -0.04"C. The global mean root-mean-

stlti:trc error is I.T'/°C, which corresponds to about 7%' of the

standard tlcvi;ttit)l_ of the Irtre values. The global mean bias in

tire retrieval of ,Spw h is -(}.I ram. The rms error is 0.26 m,11,

which corresponds to about 8% of the standard deviation of

the true vaiucs. Similarly, the global mean bias in the retrieval

of _Spwt is 0.4 ram. The rms error is 2.15 ram, which corre-

spomlds Io al_nd 2[)% of Ihc standard deviation of the true
values.

The above rcsults show that (7) through (10) give a close

approximation to the mean differences in the ground temper-

FIO
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ature and moisture and suggest that these rcl:_tionships can bc

used to infer errors in Ihc geophysical pzrametcrs. In the

following section we examine the tliffcrenccs between tile syn-

thetic GEOS2 CLR and the CLR from a preliminary CERES/

TRMM data set.

5. A Comparison Wilh CERES/TRMM CLR
and RadWn

In the previous section we compared synthetic clear-sky

fluxes ('CLR and RadWn) conlpulcd fionl two 4-DDA data

sets to develop some simple but qt, antilative measures o[" the

sensitivity of clear-sky Iluxes to changes in ground temperature

and moisture. Insight into the sensitivily of the clear-sky fluxes

to changes in these geophysical quantities was obtained by

computing separately tim various band contributions to tile

clear-sky Ih)xcs. Reasonable approximations to the sensitivity

of clear-sky tluxcs to changes in the geophysical par0meters

were obtained with siml)le linear relationships nsing ground

Icmperalurc and moislure in two broad layers of IlK allllO-

sphere (the upper an,l lower troposphere) to predict th • clear-

sky flux changes in the RadWn and P,VR bands (or non, Andow

bands): Ihc single prcdictor relationships (5) and (6) as well as

the lw() par;,mctcr rchllionships (7) through (10).

Wc found that con]pared with ECMWF, GEOS2 h_s sub-

stanlially colder ground I cmperature during January 19' '8, with

tliffcrences ranging from 3°C to more than "PC over h gh lat-

itudes. Over Ihcse regions the seositivity of CLR t< T_ is

between 1.2 and 1.8 Wm -z per I'C, so differences in tl e CLR

range from abo,t 5 to 15 Wm-: in these regions, while ])arts of
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the Antarctic show differences exceeding 20 Wm -_. We also

showed (Figures 10e and 10t') that compared with ECMWF,

GEOS2 is wetter in the upper troposphere during J'auuary

1998 with differenccs as large as 2.5 mm over the tropical

oceallS. Ill the lower troposl)hcrc, GEOS2 is drier over most of

the tropical oceans, with differences as large as 10 ram.

The al)ove results give us confidence in the methodology,

though they only provide us with difference (()r "error") fields

relative 1o the ECMWF products. We will now use some pre-

liminary CERES/TRMM total CLR and RadWn dala for Jall-

uary 1998 (in place of the ECMWF analysis data) to evaluate

the quality of the GEOS2 ground temperature over land and
moisture over the oceans.

The results for Ihe moisture arc shown in Figure 11. We will

validate our results against the SSM/I total prccil}ital)le water

(TPW). For purposes of illustration and to demonstrate the

reliability of our algorithm, we first apply ot,r methodology to

the synthetic ;_CLR and _RadWn data• Here we assm _e that

the ECMWF data arc the ground truth. The results Figure

1 It) show that indeed, we have adjusted the GEOS2 TP W field

to bc close to that (,( ECMWF.

Wc next dcmonstralc our algorithm by applying it to the

satellite tlala (CLP, and RadWu) and assume that the .,atellitc

data arc the ground truth. Figures 1 ld-1 If show the results of

applying our algorithm using the January 1998 CERES obser-

vations of ,SCLR and 5RadWn. Figure l ld indicates mat our

moisture between 20(] and 500 hPa is excessive over the t,op-

ical regions, l:igurc lie indicates that at low levels GEOS2 is

too th)' in subtropical regions around ±2ff'-30" in both hemi-

spheres. The corrected GEOS2 TPW (based on Figures Itd

and lie) is shown in Figure I Ill Comparing with Figure I la,

we sec that the correctiuns have removed the major bia_ in the

GEOS2 TPW fields. Wc note some amount o['overcorrec|ion,

especially in the Northern ttemisphere subtropics.
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Figure !1, Diagnose of q: synthetic studies of TI)W differences (inni): (a) GEOS2 illinus SSM/I, (b)
ECMWF ulinus SSM/I, and (c) GEOS2 corrected TPW !,)ascd on ECMWF data minus SSM/I, and satellite-

based TPW and layer (d) rctrieved _Spwt, based on ,SCLR and 8Radll'n from CERES, (e) the same as Figure

1 ld except for 8pu, t, and (0 GEOS2-corrcclcd TPW bascd on Figures 1 ld and 1 le. Contour intervals arc for

negative values, which are opposite to the shadcd values.

FI2

Iqnally, ',vc diagnose T.,x fi,r Januai)' 1998. SillCC wc tltl nl.iI

have global ground temperature observations, we will agahl

compare with the ECMWF analyscs. Figure 12a is thc differ-

ence map of the retrieved 8T,_ minus actual (Figure 10a minus

Figure 10d) based on the ECMWF data. As llolcd prcviously,

the global mean bias is -0.04<'C, and slandard deviation is

1.25°C. This again gives us confidcncc that our algorithm can

correct the ground temperature to within those error lituits.

Figure 12b is the mean difference in the CLR between GEOS2
and the CERES observations over the land areas between 40°S

and 400N (the fruclion of the globe covered by the CERES

instrument). Differences are negative over the Sudan, Saudi

Arabia, anti hidia, l)osilivc values occur over sotithc:tslern

Australia, southern Africa, the Andes, Central America, north-

ern South America, and the Tibetan highlands. Figure 12c

shows the iulplicd GEOS2 T:, errors using thc algorithm dc-

scrlhed above. The errors fire tlUilC hirgc in sonic areas. For

cxamplc, ovcr the Sudan GEOS2 is more than 10*C too cold,

while ovcr southeast Australia, GEOS2 is more than 12°C too

w:trm. I)clcrmining the errors in these cstinlatcs of the tiEOS2

ground temperature hias will rcquire, among oilier thi Igs, re-

liable estimates of the bias in the CERES measureme:Hs.

6. l)iscussion and Conclusions

We have introduced a simple but quantitative nlcthod for

rchiling errors in nlodcl-bascd estimates of clear-sky Io _gwavc

fhtxcs (CI.R and ItadWll) to errors in geophysical panl utters.

The primary motivation for this work is the underlying _ ;stimp-

tion that by linking the radiation errors to errors in tte geo-

T

17;;-,_-,-,-,:.......... 17,7F,,7,7,,-7-17.- :.7-.7T>77;.:-,F-!7,r7.--] -,;:: 17,;,77,.,d 7" | /'_fll t It'_ }
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Figure 12. Diagnose of T,/: synthetic studies of 8T,, (°C)
based on ECMWF: (a) GEOS2-rctrieved 5T,I nfinus _T v bc-

,.vecn ECMWF and GEOS2. Satellite diagliose of ,':iT,,': (b)
CI.R bctwcen CERES and (;EOS2, and (c) rcllicvcd c3T_;.

(:'Lmtour in1,crv;ds are for negalivc values, which arc tlpposilc
Io the shatled vidues.

physical parame1,ers, we C,'ln provide great,or insight It) the

model developer on potcntlal model errors. We show for a lest

case (January 1998) that the method can potentially be used to

obtain quau1,ita1,1ve csllmalcs of errors in ground leml_craturc

(,ST.) and nlois1,ure (Spw) from satellite obscrvations. Ill par-
ticul;m our analysis (ffsynthctic h)lal and win(h_w region clc:lr-

.sky Ilux diffclcllccs (computed flora Iwo tli[fcrcnl assimilated

data sets) shows that a simple linear rcgrcssitm Cmlfloying 5T_j

aad broad layer 8pw provides a good approximation to the full

radiative transfer calculations, typically explaining more than

90% of the 6 hourly variance in the flux differences. These

simple regression relations can be invertcd 1o "retrieve" the

errors in tile geophysical parameters. UHcertaiatics (normal-

ized by sla_ldard deviatioH) ill the monthly mc,m rc1,ricvcd

paramclcrs range from 7% for _ST_, to about 20% for the lower

tropospheric moisture (_$lnvt).

Our initial application of the methodology employed an

early CEI_.ES/TRMM data set (total and window region clear-

sky Iongwave fluxes) Io assess the quality of the GEOS2 data.

The results showed that over the tropical arid sub1,ropical

oceans, GEOS2 is, in general, 1,oo wet in the upper tropo-

sphcrc (mean bias of 0.99 ram) and too dry in th( Iowcr

troposphere (mean bias of -4,7 nun). We note tha: these

crror_, as well as a cold bias in tile ground tempcra1,ur :, have

largely been corrected in the current version of GEO:;2 with
the inlroduelkln of a land surface model, a moist turbulence

scheme and thc assimilation of SSM/I total precipi1,ablt water•

The n_c1,htldology described in this paper was dcvelo[.ed as a

result ,if our cff.r1,s Io valid;tic monthly mean fields fram tile

GF.OS2 global data assimilation system, but the methodology

should also prove useful for validaling the elimatolc_gic;ll fields

of global almosphcric models. The accuracy of the methodol-

ogy tlcpends on the accuracy of tile radiation code, ;urfacc

cmissivily, the ozone profile, :is well as the accuracy of the

satclli1,c estimates of 1,t)tal and window region clear-sky Iong-

w;wc fluxes. While the initial rcsulls are promising, further

work is required to frilly assess the sensitivity Io error,', in tile

input par:mlclcrs and to ,aqcotllll for the mismatch I)elwccn

satellite observations and grid-scale model fields.
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Team (in particular, 13ruce Wiclicki, Tom Charlock, David Kratz, and
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