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Abstract

This atlas assesses the predictability of January-February-March (JFM) means using version 1 of the NASA Seasonal-to-Interannual Prediction Project Atmospheric General Circulation Model (the NSIPP 1 AGCM). The AGCM is part of the NSIPP coupled atmosphere-land-ocean model. For these results, the atmosphere was run uncoupled from the ocean, but coupled with an interactive land model. The results are based on 20 ensembles of nine JFM hindcasts for the period 1980-1999, with sea surface temperature (SST) and sea ice specified from observations. The model integrations were started from initial atmospheric conditions (taken from NCEP/NCAR reanalyses) centered on December 15.

The analysis focuses on 200 mb height, precipitation, surface temperature, and sea-level pressure. The results address issues of both predictability and forecast skill. Various signal-to-noise measures are computed to demonstrate the potential for skillful prediction on seasonal time scales under the assumption of a perfect model and perfectly known oceanic boundary forcings. The results clearly identify El Nino/Southern Oscillation (ENSO)-related anomalies as the dominant seasonal mean signal in the tropics and the western hemisphere extratropics. Various probabilistic verification measures that compare the model simulations with observations are employed to assess the veracity of the model's ENSO response. The results show that the model produces a realistic ENSO response in both the tropics and extratropics. A comparison of the two major warm events of this period (JFM 1983 and 1998), employing larger ensembles, indicates that the model produces realistic and potentially predictable differences in the details of the atmospheric response to warm events.
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1 Introduction

The mission of the NASA Seasonal-to-Interannual Prediction Project (NSIPP) is to use remotely-sensed observations to enhance the predictability of El Niño/Southern Oscillation (ENSO) and other major seasonal-to-interannual signals and their global teleconnections. Fulfilling this mission requires state-of-the-art general circulation models of the coupled ocean-atmosphere-land system that can be used to assimilate observations and to demonstrate the utility of those observations through experimental prediction.

This report presents an assessment of the predictability of seasonal means (January-February-March, JFM) using version 1 of the NSIPP Atmospheric General Circulation Model (the NSIPP 1 AGCM). This model, which is the atmosphere/land component of the full coupled atmosphere-land-ocean model, is run here uncoupled from the ocean, but coupled with an interactive land model. The NSIPP AGCM was developed at Goddard. NSIPP 1 is a production version of the development cycle Aries 1.1/Patch 4. The climate characteristics of this model, and a description of the model components are presented in a previous volume of this report series (Bacmeister et al. 2000).

The results presented here are from 20 ensembles of nine hindcasts\(^1\) made with NSIPP 1 AGCM for the period 1980-1999, with sea surface temperature (SST) and sea ice specified from observations. For selected cases the ensemble size was increased to help assess the stability of the statistics and improve statistical significance of the results. The model integrations begin in mid-December with the various ensemble members starting from different atmospheric conditions centered on December 15. The atmospheric initial conditions and verification data are from the reanalysis performed by the National Centers for Environmental Prediction (the NCEP/NCAR Reanalysis, Kalnay et al., 1996). Precipitation is verified against the combined satellite and gauge-based estimates of Xie and Arkin (1997).

The results address issues of both predictability and forecast skill. Various signal-to-noise measures are computed to demonstrate the potential for skillful prediction on seasonal time scales under the assumption of a perfect model and perfectly known boundary forcings. Various probabilistic verification measures that compare the model simulations with observations are employed to assess the veracity of the model's response to the boundary forcing.

Section 2 gives a brief overview of the model and the model integrations. Various definitions and details of the computations are given in section 3. The results are discussed in section 4, and the conclusions are given in section 5.

2 Description of the Model and Integration

For the runs described here, the NSIPP 1 model is run uncoupled from the ocean, but coupled with an interactive land surface model (the Mosaic LSM of Koster and Suarez (1992, 1996). Details of the NSIPP 1 atmospheric and land models are given in Bacmeister

\(^1\)Strictly speaking these are not hindcasts since, by using observed SSTs, these could not be done in real time
et al. (2000) and references therein. We briefly discuss below some of the recent changes to the model and the most relevant parameterizations.

Compared with earlier versions of the model, the current version (development cycle Aries 1.1/Patch 4) has much improved stationary waves and sub-monthly variability (Bacmeister et al. 2000). The changes in Patch 4 include an increase in vertical resolution from 22 to 34 levels, with all new levels added near the surface; a modified version of the convection parameterization (see below); a modified version of the turbulence scheme, together with the elimination of dry convective adjustment; the use of filtered topography; and some minor modifications to the cloud diagnostic scheme.

The model uses the Relaxed Arakawa-Schubert (RAS) convection scheme (Moorthi and Suarez, 1992), which is a simple and efficient implementation of the Arakawa-Schubert scheme. The version described in Moorthi and Suarez, RAS-1, is the standard parameterization used at Goddard. It has also been tested at NCEP, NCAR, and COLA, and has performed particularly well in simulating the atmospheric response to tropical SST anomalies—a crucial aspect of the ENSO prediction problem. We have recently updated it by including a more detailed condensate budget in the updraft. This version, which we refer to as RAS 1.5, is the one used in the NSIPP 1 AGCM.

For these runs, the model was integrated at a resolution of 2° latitude by 2.5° longitude.

The basic results are from 20 ensembles of nine JFM hindcasts for the period 1980-1999 using specified SST and sea ice fractions based on the monthly Reynolds O-I dataset (Reynolds and Smith 1994). The initial atmospheric conditions are taken from the NCEP/NCAR reanalyses. The nine ensemble members for each year differ only in the atmospheric initial conditions. Members are started 12 hours apart centered on December 15. The initial soil conditions are the same for each year, and are taken from the December 1 state of a long model simulation. For selected years, the ensemble size was increased to 18 or 36 members and this is noted in the figures. In those cases the initial atmospheric conditions are taken 6 hours apart and again are centered on December 15.

3 Definitions and Computations

The following subsections provide definitions and details of the calculations of the quantities displayed in the atlas. These include signal-to-noise ratios, various correlations, and measures of reliability.

3.1 Signal and noise

Let \( x \) be a January-February-March (JFM) average of a particular quantity (e.g., 200mb height). We denote the ensemble mean of \( x \) by an overbar, and the 20 year mean of \( x \) by a square bracket. From the model runs, we define an unbiased estimate of the noise or intra-ensemble variance of \( x \) as

\[
\sigma_{\text{noise}}^2 = \frac{m}{m-1} \left[ \langle x - \bar{x} \rangle^2 \right],
\]
where \(m\) is the number of ensemble members. Following Rowell et al (1995), an unbiased estimate of the signal or inter-ensemble variance of \(x\) is

\[
\sigma_{\text{signal}}^2 = \frac{n}{n-1} \left( \overline{[x - \overline{x}]^2} \right) - \frac{1}{m} \sigma_{\text{noise}}^2,
\]

where \(n\) is the number of years (in this case 20). The signal-to-noise ratio (SNR) is simply (2) divided by (1). The total variance of \(x\) is defined as the sum of the signal (2) and noise (1)

\[
\sigma_{\text{totmod}}^2 = \sigma_{\text{signal}}^2 + \sigma_{\text{noise}}^2.
\]

For the observations we have only one realization, and so the total variance of \(x\) is defined as

\[
\sigma_{\text{totobs}}^2 = \frac{n}{n-1} \left( [x - \langle x \rangle]^2 \right) .
\]

### 3.2 Correlations

We compute the temporal correlation between the ensemble mean of the model runs \(\overline{x}\) and the corresponding observation \(y\) as

\[
r_{xy} = \frac{\langle (\overline{x} - \langle \overline{x} \rangle)(y - \langle y \rangle) \rangle}{\sqrt{\langle (\overline{x} - \langle \overline{x} \rangle)^2 \rangle \langle (y - \langle y \rangle)^2 \rangle}}
\]

where the overbar and brackets are as defined above.

A difficulty with interpreting the correlation (5) is that it is not clear how large the values should be. For example, we would not expect them to be equal to 1 even for a perfect model with perfect boundary conditions, since small errors in the initial conditions limit the predictability of the atmosphere (Lorenz 1969). One approach to assessing the veracity of these correlations is to compare them with the results from a perfect model. To do this we remove one of the nine ensemble members and treat it as if it were an observation. We take this synthetic observation and compute the correlation (5) between it and the ensemble mean of the 8 remaining ensemble members. This is repeated a number of times (100) by withholding different combinations of ensemble members from the twenty years. These are then averaged to obtain a "perfect model" correlation. To be consistent with these perfect model correlations, we compute the correlations with the true observations using only 8 ensemble members. This allows us to also generate different estimates of these correlations by withholding a different ensemble member each time in the computation of the 8-member ensemble mean—though since each ensemble mean differs in only a single ensemble member these tend to be very similar. These "imperfect model" estimates of the correlation are then averaged and compared with the "perfect model" results.

The correlations presented as a bargraph in Figure 25 are the spatial correlations between the ensemble mean of \(x\) (\(\overline{x}\)) and the observation \(y\). These are defined as

\[
s_{xy} = \frac{\langle (\overline{x} - \langle \overline{x} \rangle)(y - \langle y \rangle) \rangle}{\langle (\overline{x} - \langle \overline{x} \rangle)^{2.5} \rangle^{0.5} \langle (y - \langle y \rangle)^{2.5} \rangle^{0.5}}
\]

Here angle brackets denote a spatial mean. In Figure 25 the correlation is computed over the North American region (25N–70N, 60W–150W).
3.3 Probability Density Function

In pages 94 and 95 we show estimates of the probability density function (PDF) of the variance of the PNA index and the area-averaged tropical Pacific precipitation for various models. Following Wallace and Gutzler (1981), the PNA index is defined at the following grid points in terms of the 500mb JFM height anomaly ($Z' = Z - [Z]$) as

$$\text{PNA} = \frac{1}{4}(Z'_{20^\circ N, 160^\circ W} - Z'_{45^\circ N, 165^\circ W} + Z'_{55^\circ N, 115^\circ W} - Z'_{30^\circ N, 85^\circ W}).$$ \hspace{1cm} (7)

The variance of PNA is

$$\sigma^2_{\text{PNA}} = \frac{n}{n-1} \left[ (\text{PNA} - [\text{PNA}])^2 \right],$$ \hspace{1cm} (8)

with an analogous expression for the variance of the precipitation. Since we are comparing several models in pages 94–96, we limit the variance calculation to those years for which we also have data from the other models (1982-96). The PDF is determined by generating a large number of different estimates of the variance by taking different combinations of ensemble members. For the results shown in pages 94–96, we generated 100,000 different variances, and the values are binned over equal intervals in variance. The ensemble members composing each “realization” of 1982-96 were chosen at random for each year from a uniform distribution. By seeing where the variance that actually occurred in nature (computed from the observations) falls within the model’s distribution of the variance, we can get a measure of the reliability of the model statistics. For precipitation we present results for two regions: (0-8° N, 160-200° E) and (0-8° S, 160-200° E). We also estimate the joint PDFs of the variance of the PNA index and the variance of the precipitation in the two regions. The estimates are obtained by requiring that the variances of the PNA index and precipitation are computed from the same permutations. The results are presented on page 96 as scatter plots. Other measures of the reliability of probabilistic forecasts are described below.

3.4 Reliability

A standard display of the performance of probability forecasts is the reliability diagram (Wilks 1995). The reliability diagram displays the frequency of occurrence of dichotomous events as a function of the forecast probability. The diagram also includes a histogram of the relative frequency of use of each of the probability forecast values. A perfectly reliable forecast would lie along the 45° diagonal (i.e., the forecast probability would be equal to the frequency of occurrence). The observed probability of an event is computed as the fraction of the ensemble members for which the event occurred. The observation is assigned a probability of 1 if the event occurred, and 0 otherwise. For the results shown in pages 98 through 103, events are defined as the occurrence of a positive (negative) anomaly that falls outside one standard deviation of the interannual variation of the quantity. The frequencies are computed from all 20 years and from every grid point making up the region in question.

We next describe our approach to assessing the reliability of the differences between the 1983 and 1998 simulations (pages 104 through 107). For this comparison we increased the
ensemble size to 36. Our purpose here is to establish whether the differences in model response are consistent with the differences actually observed, or whether they reflect deficiencies in the model or boundary forcing. At each grid point we generate $36 \times 36 = 1296$ differences by taking all combinations of the two sets of 36 ensemble members. We then determine the 95th percentile by ordering the 1296 values from smallest to largest and taking the $(0.95 \times 1296 =) 1231$st value. Similarly for the 5th percentile. For example, the contoured field in the upper panel on page 104 is the 95th percentile, based on a separate calculation at each grid point. The shading indicates those regions where the observations fall outside the 95th percentile. In these regions, we conclude that the observed difference is larger than would be expected (at the 5% level) from the model's statistics.

We establish the field significance (Livezey and Chen 1983) of the results by determining how much of the globe would satisfy the criterion by chance if the observations indeed came from the same distribution as that of the model. For an infinite number of independent gridpoints this would be simply 5% of the points. However, for a finite number of spatially correlated fields, this is generally not true. The field significance test uses a Monte Carlo approach to estimate the PDF of the significant area of the globe. We do this by generating 10000 realizations of this area (the 5% level in our case) using synthetic data. The synthetic data are constructed to have the same covariance structure as the model difference fields as follows:

$$x_{\text{syn}} = \sum_{i=1}^{N} \sqrt{\lambda_i} \alpha_i E_i,$$

(9)

where the $\alpha_i$s are unit-normal random variables with zero mean, and $\lambda_i$ and $E_i$ are the $i$th eigenvalue and eigenvector, respectively, of the $36 \times 36$ model difference fields.

4 Discussion of Results

4.1 Summary statistics

This section presents various statistics that summarize, over the 20 years (1980-1999), the signal and noise characteristics of the 9-member ensemble hindcasts. In addition, we present the correlations of the ensemble mean hindcast with observations (referred to as "imperfect model" correlations), and compare them with the correlations computed for an analogous "perfect model" hindcast (see section 3.2). The signal and noise are defined in section 3.1. The analysis is carried out for all years, ENSO years (1983, 85, 87, 89, 92, 98, 99), and non-ENSO years. The quantities presented are the 200mb height, precipitation, sea level pressure, and surface temperature. All results are for the January, February, March (JFM) mean fields.

The results based on all 20 years are presented in Figures 1-8. The model reproduces the total variance in the observed 200mb height field very well (Figure 1). The model does, however, show a general tendency to underestimate the height variance. The tropical height variance, though relatively small, is comprised almost entirely of signal. For example, over the eastern Pacific, where the tropical variance is largest, the signal-to-noise ratio (SNR) exceeds 30. Poleward of about 30N the variance is mainly noise, although the North Pacific
and the southern United States have areas with SNRs that exceed 2. As will become clearer in Figures 9-16, these areas correspond to centers of the wave-like ENSO response emanating from the central and eastern tropical Pacific.

Figure 2 (top panel) shows the correlations between the ensemble mean and the observed 200mb height. These “imperfect model” correlations (see section 3.2) exceed 0.6 over much of the tropics, the Pacific Ocean and parts of North America. We note that correlations less than 0.38 are not significantly different from zero at the 5% level, based on a Fischer’s z-transform statistic (e.g. Stuart and Ord, 1994). For comparison, the bottom panel of Figure 2 shows remarkably similar correlations for a so-called “perfect model” calculation (see section 3.2). The main difference is a somewhat greater extension of the high tropical correlations into the subtropics and middle latitudes. Nevertheless, this comparison suggests that, for this field, the observations are nearly statistically indistinguishable from individual model ensemble members.

Results for precipitation are shown in Figures 3 and 4. The basic pattern of variability (largest over the central tropical Pacific) is reproduced well by the model. The magnitude is, however, less than observed throughout most of the tropics. The model has a local maximum in variability off the west coast of central America that is not found in the observations. The tropical precipitation variability is dominated by signal, with SNRs exceeding 5 over the central and eastern Pacific. The signal is largely confined to the oceanic regions. SNRs drop rapidly outside the deep tropics, and are less than one everywhere poleward of about 20. The region of relatively high precipitation variance extending poleward into the North Pacific is comprised mainly of noise. The imperfect and perfect model correlations (Figure 4) both show high tropical correlations (greater than 0.8), with the largest values occurring over the tropical Pacific, and the lowest tropical correlations occurring over land and the Indian Ocean. The perfect model correlations, however, remain high over a broader region of the tropics and subtropics compared with the imperfect model correlations.

Results for the sea level pressure (Figures 5 and 6) are very similar to those for the 200mb height, with the model reproducing the total variance very well. In contrast to the results for the 200mb height the model, however, tends to produce more total variance in SLP than observed, especially at high latitudes and the North Pacific and North Atlantic oceans. The SNR is again largest in the tropics, though here the maximum SNRs occur over the western tropical Pacific. In the extratropics, the signal is strongest over the North Pacific and the eastern North Atlantic, however, the SNRs do not exceed 2 poleward of about 30°. The correlations for the perfect and imperfect models are again quite similar. The main differences are the weaker imperfect model correlations over the southern Indian Ocean and the central/subtropical tropical Pacific.

The model does a credible job of reproducing the observed total variance in the North American surface temperature (Figure 7). As a note of caution, the NCEP surface temperature, which we take here as the observed data, may be strongly influenced by model deficiencies, and are considered less reliable than the upper air reanalysis fields. Both the signal and noise are largest over western Canada, though the latter makes the largest contribution to the total variance. The SNRs are less than 1 over most of North America. In particular, the SNRs are less than 1/2 throughout the United States, with the smallest values occurring over the southwest where they drop below 0.1. The small SNRs are reflected in the small
perfect and imperfect model correlations (Figure 8) that occur throughout North America. Large correlations are mostly confined to the tropics and subtropics. The main exception is a region of correlations greater than 0.6 over northern Canada. Note that for this quantity, the correlations are computed only over land, since the model's sea surface temperatures are specified from observations.

Figures 9-16 are the same as Figures 1-8, except confined to the ENSO years (1983, 85, 87, 89, 92, 98, 99). The model's spatial pattern of total 200mb height variance (Figure 9) is similar to that for all years, however, in the tropical/subtropical central and eastern Pacific the variance is more than a factor of two larger. The increased tropical variance is primarily comprised of signal and reflects the response to the ENSO SST anomalies. The extratropical variance is also somewhat larger, though the contribution from the noise is largely unchanged from that for all years. The observed variance is again very similar to the model variance, however, the tendency for the model to underestimate the total variance is even more pronounced during these years. The SNR is, not surprisingly, generally larger for the ENSO years, with values greater than 3 over the eastern North Pacific and the south central United States. The imperfect and perfect model correlations (Figure 10) are again similar to those for all years, though the correlations are generally larger. Compared with the correlations for all years, the ENSO years show increased correlations over eastern Europe (exceeding 0.6), and reduced (less than ~0.6) imperfect model correlations over northeast Asia.

Precipitation variance (Figure 11) for the ENSO years shows a general increase compared with all years, though the basic patterns are quite similar. An increase (compared to all years) in the signal off the west coast of the United States and to the southeast of the United States results in SNRs that exceed one in these regions. Otherwise, the extratropical SNRs poleward of 30° are predominantly less than one. The precipitation correlations (Figure 12) show a picture similar to that of the SNRs, with the largest correlations occurring over the tropical Pacific Ocean. In particular, the increase in correlation off the west and southeast coasts of the United States occurs in both the the imperfect and perfect model correlations.

The total sea level pressure variance (Figure 13) in the North Pacific for the ENSO years is double that for all years, largely due to an increase in signal. The basic tendency for the model to over estimate the total sea level pressure variance is similar to that for all years. The noise is also very similar to that for all years. The SNRs are larger than those for all years, with values greater than 5 occurring throughout much of the tropics, except over land. In the extratropics, SNRs exceed 3 off the west coast of the United States, and off the southeast coast of the United States. The SLP correlations (Figure 14) are again generally larger for the ENSO years. Compared with the 200mb height correlations, the SLP correlation maxima in the North Pacific, tend to occur further east just off the west coast of North America. It is noteworthy that the equatorward extension of the central North Pacific minimum in the imperfect model correlations is not found in the perfect model correlations.

For the ENSO years, the model's total variance in surface temperature (Figure 15) over Canada does not change much from that for all years. In contrast, the observations indicate a reduction in variance. There is also surprisingly little change in the signal compared to all years, in fact, over parts of the United States there is less signal during ENSO years.
The correlations (Figure 16) are generally higher for the ENSO years compared with those for all years. High perfect and imperfect model correlations occur over much of Africa, and the Americas. It is interesting that, over North America, the perfect model correlations are largest over Canada and Mexico, while the imperfect model correlations are largest along the west coast and the northeast.

Figures 17-24, are the same as Figures 1-8, except for the non-ENSO years. Compared with all years, the total 200mb height variance for non-ENSO years (Figure 17) is considerably reduced in many regions. The reduction is almost entirely due to the reduction in signal, since the noise is virtually unchanged compared with the results for all years. In the tropical Pacific the signal is a factor of 4 smaller, while over the North Pacific it is a factor of 2 smaller than the signal for all years. The SNR is large in the tropics, though the large values extend less far into the extratropics compared with those for all years. SNR is less than one everywhere in the extratropics, except for a region near 30N in the central North Pacific. Both the imperfect and perfect model correlations (Figure 18) of the 200mb height are substantially reduced compared with those from all years. Correlations above 0.4 are rare in the extratropics. In the tropics, there are considerable differences in the magnitudes of the perfect and imperfect model correlations: the perfect model correlations exceed 0.8 over much of the tropics, while the imperfect model correlations never reach 0.8.

The precipitation variance during non-ENSO years (Figures 19) is substantially reduced compared with the variance from all years. This is also evident in the observations. The change is again almost entirely due to the reduction in signal, since the noise is unchanged. Large SNRs are now confined to the central tropical Pacific. This reduced SNR is reflected in the correlations (Figure 20). Imperfect model correlations are quite low everywhere except over a few regions of the tropics (e.g. the central tropical Pacific where over a relatively small region the values reach 0.8). The perfect model correlations are somewhat larger and extend over a larger region with values greater than 0.6 occurring over much of the deep tropics.

The results for non-ENSO years for sea level pressure (Figure 21) are somewhat different from the results for the 200mb height. While the signal is again reduced over the North Pacific, there is also some increase in noise. The net effect is a less dramatic non-ENSO year reduction in total variance compared with what was found for the 200mb height variance. There is a dramatic reduction in the SNR compared with all years. With few exceptions, the SNR is less than 2 including the tropics. The model tendency to overestimate the total sea level pressure variance noted before is also present for the non-ENSO years. Both the perfect and imperfect model sea level pressure correlations (Figure 22) are weak. Correlations exceeding 0.6 occur only over parts of the tropical/subtropical oceans.

The model reproduces the observed surface temperature total variance reasonably well for the non-ENSO years (Figure 23). Note, however, for the model, the variance is reduced compared to that for the ENSO years, while for the observations, the variance is increased compared with the ENSO years. There is a surprising increase in signal over the north central United States compared with the ENSO years, though the SNR is still well below 1 in that region. The imperfect model correlations (Figure 24) are substantially reduced from those for all years (Figure 8). The perfect model correlations are largely unchanged in the tropics compared with those for all years, though outside the tropics the correlations
are somewhat weaker.

4.2 Model comparison

In this section we compare the NSIPP 1 results with those from several other AGCMs. In particular, the comparison includes the Center for Ocean-Land-Atmosphere Studies (COLA), the National Center for Atmospheric Research (NCAR), the Geophysical Fluid Dynamics Laboratory (GFDL), and the Goddard Earth Observing System (GEOS-2) AGCMs. These models all participated in the Dynamical Seasonal Prediction (DSP) project (Shukla et al., 2000), allowing us to take advantage of the results from the ensemble forecasts already carried out for that project. In fact, the NSIPP 1 model runs described here follow the experimental design of the DSP project. We note that, while the NSIPP 1 AGCM was not ready in time for the first phase of the DSP project, it will be included in future DSP project comparisons. The DSP project AGCMs, runs, and results for the Northern winter are summarized in Shukla et al. (2000).

Figure 25 shows the spatial anomaly correlations (see section 3.2) between the AGCM ensemble mean and observations for the 500mb height over the Pacific-North American region. The figure also includes the Niño-3 SST anomalies. Note that results are available from all the models for only a subset of the 20 years. The comparison shows that the NSIPP 1 model correlations are very consistent with those from the other AGCMs. Correlations tend to be high for all models during the ENSO years, while that is generally not true during other years. Exceptions are the 1985 cold event, for which the models show low correlations, and 1990, for which the models show consistently high correlations, yet the Niño-3 SST anomalies are weak.

Figures 26-33 compare the variance, signal and noise from the various AGCMs. The results are for the five ENSO years (1983, 85, 87, 89, 92) for which we have results available from all the other models. Figure 26 shows the total variance of the JFM 200mb height for the AGCMs and the observations over the Pacific/North American region. The models show a large range of variability in the North Pacific. The NSIPP and COLA models show variance similar to the observed, while the other models (especially GEOS-2) have considerably less variance. The SNRs (Figure 27) also differ substantially among the models. Values in the North Pacific range from greater than 10 for the COLA model to less than 2 for the NCAR model. All models show large SNRs in the tropics though here too the values show a wide range. The differences in the total variance and SNRs over the North Pacific reflect primarily the differences in the AGCMs signals (Figure 28), with the COLA and NSIPP models having the strongest signals. The only exception is the NCAR model, which has noise over the North Pacific (Figure 29) that is a factor of two to three larger than that of the other models.

Figure 30 shows the total variance of the JFM precipitation for the AGCMs and observations. All the models show a maximum in variability over the central tropical Pacific, consistent with the observations. There are, however, considerable differences among the models and observations in both the magnitude and spatial patterns of the variance. The COLA, GFDL and NCAR models have comparable variance magnitudes in the central tropical, with peak values somewhat larger than observed. The GEOS-2 model has variance
weaker than observed. The NSIPP model precipitation variance has very realistic peak values, though the area of large tropical variability is smaller than observed. Most of the models show enhanced variability off the west coast of Central America that is not present in the observations. All the models show large SNRs (Figure 31) in the tropical precipitation, though there is little agreement in magnitude or spatial distribution. The differences in the signal (Figure 32) are largely the same as those already discussed for the total variance. The noise (Figure 33), while a small component of the total variance, is considerably different among the models. The COLA and GFDL models, for example, have substantially more noise in the tropical precipitation than the other models. The relatively small noise in the NCAR precipitation is rather surprising in view of the very strong noise in the extratropical 200mb height field for that model (cf., Figure 29).

4.3 Individual years

In this section we present the ensemble mean anomalies, the observed anomalies, and the intra-ensemble variance for each of the 20 years. Results are presented for the global 200mb height (Figures 34-40), global precipitation (Figures 41-47), and North American surface temperature (Figures 48-54). The local statistical significance of the ensemble mean height, precipitation, and surface temperature anomalies are determined using a t-test. We apply the test to the precipitation anomalies under the assumption that the seasonal averaging results in approximately normally distributed variables (see e.g. von Storch and Zwiers 1999, p54).

The basic wave-like ENSO response emanating from the central and eastern Pacific is clearly evident in the observed and model ensemble mean height anomalies during 1983, 1985, 1987, 1989, 1992, 1998 and 1999. The 1999 cold event is, however, not well simulated by the model over the Pacific/North American region. In addition to the ENSO years, the model also generates significant height anomalies over the Pacific/North American region that verify in the observations during 1982 and 1990 (see also Figure 25). There is considerably interannual variability in the JFM noise, though nine ensemble members are not enough to provide reliable estimates of the intra-ensemble variance (see next section). There is some tendency for the noise over the North Pacific to be less than normal (cf. Figure 17) during strong warm events (e.g. 1983, 1987 and 1998). The noise is greater than normal during cold events (1985, 1989, and 1999). The largest noise occurs during 1982 though, as we shall see in the next section, the results are sensitive to the sample size.


The model's ensemble mean JFM surface temperature anomalies are shown in Figures 48-54. They are compared against the surface temperature anomalies from the NCEP reanalysis data. Again, we note that the NCEP surface data may be strongly influenced by model
deficiencies, and are considered less reliable than the upper air reanalysis fields. During El Niño events the model consistently generates large warm ensemble mean anomalies extending southeast from northwestern Canada into the Great Lakes region (e.g., 1983, 1987, 1992, 1998). The observations show a similar, though less consistent response. For example, during 1983 the observations show warm anomalies confined to the north United States/southern Canada, while during 1998 the warm anomalies were confined to the eastern United States and Canada. The cold events show a less consistent response. For example, during 1985 there are almost no significant surface temperature anomalies over North America. In contrast, during 1989, the model produces cold anomalies over much of Canada and warm anomalies over the United States that, to a large extent, verify against the observations. These discrepancies between the ensemble mean anomalies and the observations, are consistent with large noise values, and the small signal to noise ratio for this quantity (see Figure 7). The model shows surprising agreement with the observations during 1982 with both showing strong cold anomalies over western and central Canada extending into the Great Lakes region.

4.4 Large ensemble comparisons

For some years of special interest we have increased the ensemble size to either 18 or 36 ensemble members in order to provide improved estimates of the intra-ensemble statistics. Selected results from these larger ensemble runs are presented in this section.

We start by comparing the two most extreme warm events (1983 and 1998) to determine whether the model responses for these two years are significantly different from one another. Figure 55 shows the 200mb height ensemble mean anomalies and intra-ensemble variance for these two years based on 36 ensemble members. The ensemble mean anomalies are generally quite similar to those from the 9-member ensembles shown earlier (section 4.3), with a deeper low over the North Pacific for the 1983 event. The major differences between the 9 member and 36 member results are in the estimates of the intra-ensemble variance. In particular, the 36 member results show clearly that the variance over the North Atlantic is about a factor of two larger than that over the North Pacific for both years. This was not evident in the 9 member results. A maximum in variance also occurs for both years over Northern Asia.

Figure 56 shows the difference between the 1998 and 1983 200mb height anomalies for the 36 member ensemble mean model results and the observations. The ensemble mean differences are largest over the North Pacific, the middle east, and the Southern Hemisphere (SH) middle and high latitudes. In the SH the differences show a pronounced zonally-symmetric signal, with higher heights during 1998 in the middle latitudes, and lower heights at high latitudes. The differences are significant at the 5% level over most regions, except for parts of northern Asia, Canada, the northern and eastern United States, and the North Atlantic between 30N and 60N. The observed differences are generally consistent with the statistically significant model anomalies. Regions where the model does not agree with the observations (e.g. the large observed anomalies over the North Atlantic and Asia) also tend to be regions where the intra-ensemble variance is large. In the next section we will examine whether the observations are outliers from the model's intra-ensemble variability in these regions.
Figure 57 compares the 36-member ensemble mean precipitation anomalies and their intra-ensemble variance for 1983 and 1998. The 36 member results are generally similar to those for the 9 member results shown earlier. The precipitation difference fields (Figure 58) from both the model and observations highlight that the tropical precipitation anomalies were larger during 1998 over the western Indian Ocean, and far eastern Pacific. On the other hand, the tropical precipitation anomalies were larger during 1983 over most of the central and western Pacific and eastern Indian Ocean. The model also shows enhanced precipitation during 1998 just north of the equator over the central and western Pacific that is not found in the observations. In the northern extratropics, the model anomalies show enhanced precipitation over the west coast of Canada, and reduced precipitation off the southern and eastern coasts of the United States. These anomalies, while significant, are in many regions different from the observed anomalies. We shall examine in the next section whether the observations are outliers with respect to the model ensemble members in these regions.

Figures 59 and 60 compare the 36-member ensemble mean sea level pressure anomalies and their intra-ensemble variance for 1983 and 1998. Over the North Pacific, the anomalous low pressure center is more than 6mb deeper during 1983, consistent with the 200mb heights shown earlier (Figure 55). The intra-ensemble variance of the sea level pressure is very similar in the two years. In the Southern Hemisphere, the differences have a strong zonally symmetric component with lower pressures between 30°S and 60°S and higher pressures at high latitudes during 1983, again consistent with the height differences shown earlier. The North Pacific and Southern Hemisphere differences are not inconsistent with the observations. The major discrepancy with the observations occurs over the North Hemisphere high latitudes where the observations show large positive pressure differences that are not found in the model results.

Figures 61 and 62 compare the 36-member ensemble mean surface temperature anomalies and their intra-ensemble variance for 1983 and 1998. Both years show positive temperature anomalies over much of Canada and the northern United States, northern South America, north eastern Australia, and South Africa. Positive anomalies (greater than 1 degree) occur over northern Asia during 1983. These areas also tend to have high intra-ensemble variance. Both the model and observed difference fields show warmer temperature over Asia during 1983. In other regions, for example North America, the model and observations show considerable disagreement.

The ratio of the 1998 to 1983 intra-ensemble variances are shown in Figures 63 and 64. The results show that during 1998 there was less 200mb height and sea level pressure variance over parts of the subtropics and more variance over Northern Asia and North America. For the precipitation, the interannual differences in variance tend to follow the differences in the ensemble mean precipitation. For example, the larger variance over the western Indian Ocean and southern Asia during 1998 occurs in regions with greater mean precipitation (cf. Figure 58). Surface temperature variance was smaller during 1998 over much of the tropical land masses, and parts of Asia.

Two other years of interest are 1982 and 1989. For these years, the ensemble size was increased to 18. As noted earlier, 1982 showed unusually large intra-ensemble variance in the 200mb height field from the nine-member ensemble (see section 4.3). Figure 65 shows the ensemble mean precipitation and 200mb height anomalies, and their intra-ensemble
variances. The ensemble mean anomalies are generally quite similar to those computed with just 9 members. With 18 ensemble members there is some reduction in the North Pacific maximum in the 200mb height variance (cf. Figures 34 and 65), though the variance is still unusually large compared with the other years, and the overall pattern is unchanged.

Next, we compare the 1989 cold event with the 1983 warm event. Here, we are particularly interested in the interannual differences in the 200mb noise, and whether the results from the NSIPP model are consistent with those obtained with the GEOS-2 model (Schubert et al., 2000). We show first the 1989 18-member ensemble mean anomalies and intra-ensemble variance of the 200mb height and precipitation (Figure 66). The results are generally similar to those based on 9 ensemble members shown earlier. The differences between the 1989 and 1983 200mb height anomalies are shown for the model and observations in Figure 67. The precipitation differences are shown in Figure 68. The model produces very realistic height and precipitation differences, both in the tropics and extratropics. In fact, even some of the regional differences, such as greater precipitation over California and the southeast United States during the warm event, are well captured by the model. The ratio of the 1989 to 1983 intra-ensemble variance for the 200mb height and precipitation are shown in Figure 69. The results show a significantly greater height variance over the North Pacific, and decreased variance over the North Atlantic, consistent with the results of Schubert et al. (2000). The variance is significantly reduced over parts of the subtropics, and a substantial fraction of the Atlantic Ocean. The tropical/subtropical Pacific precipitation variance is larger north of the equator, and smaller on, and south of, the equator during 1989.

4.5 Probabilistic Verification

One of the difficulties with validating the model statistics (e.g. total variance) against observations is that the observations represent only a single realization from nature that is subject to sampling variability. For example, even though the NSIPP model generates total variance in the 200mb height field that is very similar to the observed variance (e.g. top panels of Figure 1), it may be that a hypothetical second 20 year realization of nature would produce a substantially different observed variance estimate, so that the good correspondence we obtained is simply a chance occurrence. While we clearly cannot produce further realizations of nature, we can carry out a more detailed analysis of the sampling variability of the model variance estimates, and ask whether the one realization from nature is an outlier with respect to the model's distribution of outcomes.

As an example, Figure 70 shows the probability density functions (pdfs) of the variance of the PNA index for the NSIPP, COLA and GFDL models (see section 3.3 for a description of the pdf calculation and the PNA index), computed for the years 1982 - 1996. In short, the pdf describes the probability of the possible outcomes of the variance of the PNA index over the 15 years. The vertical line indicates the variance corresponding to the one outcome from the observations. Since the observed outcome is not an outlier for any of the model pdfs (does not fall in the tails of the distributions) we conclude that, for this quantity, the observations are not inconsistent with any of the models. It is interesting that there are substantial differences in the pdfs. In particular, the NSIPP model pdf shows a broader
distribution (larger variance), and it is shift to the right with respect to the other two models so that it has a mean closer to the observed value.

The analogous pdf plots for the variance of the area mean tropical precipitation are shown in Figure 71. Since the models show rather different latitudinal distributions of the tropical precipitation, we present results for two different regions, one north (0–8° N), and the other south (0–8° S) of the equator. Both regions span the same longitude band (160° – 200°). For this quantity, there are clear discrepancies with the observations. North of the equator, all three models appear to be inconsistent with the observations: the NSIPP and GFDL model precipitation variability is too weak, and the precipitation variability of COLA model is too strong. South of the equator the precipitation variability is too weak for the NSIPP and COLA models, while that of the GFDL model appears to be consistent with the observations.

Figure 72 shows scatterplots comparing the variance of the PNA index with the variance of the area mean tropical precipitation for the two regions discussed in Figure 71. The observation is indicated by a dark square. These plots provide information on the joint distribution of the PNA index and precipitation variance. Surprisingly, none of the models show a clear linear relationship between the variance of the PNA index and the precipitation variance in either of the two regions, suggesting that the extratropical noise in these models is not strongly tied to noise in the tropical forcing. This is not inconsistent with our earlier results from the NCAR model (section 4.2) which showed unusually large noise in the extratropics, but only modest noise in the tropical precipitation.

We next examine the ability of the AGCM to reliably forecast the probability of occurrence of particular events. For dichotomous events, the reliability diagram (see Wilks 1995 and section 3.4) provides a useful display of the frequency of occurrence of events as a function of the forecast probability. By examining the results as a function of forecast probability, we can determine the ability of the model to distinguish between highly probable and less probable occurrences of the events. Figures 73-78 show reliability diagrams for various quantities and regions for the following two events: 1) the value of the quantity in question exceeds +1 standard deviation (std, panels on the right), and 2) the value falls below -1 std (panels on the left). The model std is computed at each grid point from the 20 years of hindcasts using (3). The std of the observations is computed from (4). The results in each plot are obtained by averaging the probabilities over all gridpoints included in the region of interest, and over either all, ENSO, or non-ENSO years. Figure 73 shows the results for the 200mb height averaged over the Southern and Northern Hemispheres. The predictions are biased toward higher probabilities than the observed frequency would suggest for both the +1 and -1 std events. For example, in the NH for all years and for ENSO years, when the model predictions show an 80% probability of occurrence of the event, the actual observed frequency is only about 55%. The results are even more biased for non-ENSO years, in which case the observed frequency is only about 40%. Overall, the model is more reliable for ENSO than non-ENSO years when it is predicting the event with high probability.

Figure 74 is similar to Figure 73 except that the results are for North America and Europe. These regions show interesting asymmetries between the ±1 std events. For the PNA region, the model is more reliable for +1 std events for all years and ENSO years. For the -1 std
event, the model shows a bias similar to that seen for the entire NH in Figure 61. A similar result is obtained for Europe. In this case, the model is more reliable for ENSO years for the -1 std event than for the +1 std event. Over Europe results must, however, be treated with more caution since there are few cases for which the model actually predicted the events with high probability.

Figures 75 and 76 are the reliability diagrams for precipitation. The curves in Figure 75 for both hemispheres are rather flat for all but the highest probability forecasts and do not distinguish very much between ENSO and non-ENSO years. This indicates that the probability forecasts for precipitation are generally not very reliable. That is not true for small regions. For example, over North America (Figure 76), the -1 std event forecasts are very reliable for the ENSO years. Also, over the tropical Pacific area (10S to 10N, 160W to 160E), the +1 std events forecasts are reliable for ENSO years.

Figures 77 and 78 are the same as Figures 73 and 74, respectively, except for sea level pressure. The results are very similar to those for the 200mb heights. The forecasts over North America are, however, about equally reliable for both +1 and -1 std events.

We next assess the reliability of the differences in the 1998 and 1983 anomalies generated by the model. In section 4.4 we established the statistical significance of the differences, based on the intra-ensemble noise produced by the model. Our purpose here is to establish whether the 1998/1983 differences in model response are consistent with the differences actually observed, or whether they reflect deficiencies in the model or boundary forcing. Our approach to this is described in section 3.4. The basic idea is that we determine, at each grid point, the 5th the 95th percentiles of the 1998/1983 differences from various permutations of the ensemble members. We then determine whether the observations fall outside these percentiles. If the total area of the regions where the observations fall outside the percentiles is field significant (see section 3.4), we conclude that the observed and model discrepancies must be due to model and/or boundary forcing deficiencies.

Figure 79 shows the 5th the 95th percentiles for the 1998-1983 200mb height differences. This shows, for example, that over the region of maximum differences in North Pacific, the values can locally be larger than 160 meters, and smaller than 0. The observations lie outside the 95th percentile over much of the tropical/subtropical Indian and western Pacific oceans. Altogether observations are above 95th percentile over 14.7% of the globe. This value is marginally field significant (values above 15.4% are field-significant at the one-sided 5% level.) On the other hand, observations are below the 5th percentile over only 2.4% of the globe. This value is not field-significant at the one-sided 5% level.

Figure 80 is the same as Figure 79, except for the precipitation differences. The observed differences lie outside the 95th percentile primarily over regions scattered about the tropics and subtropics (total area covers 3.6% of the globe). Similarly, the regions where the observations lie outside the 5th percentile are scattered throughout the globe (total area also covers 3.9% of the globe). Neither area is field-significant at the one-sided 5% level.

Figure 81 shows the 5th and 95th percentiles for the 1998-1983 surface temperature differences. Over the winter continents the values reflect the predominantly positive differences over North America and the predominantly negative differences over Asia. The observations lie outside the 5th (95th) percentiles over an insignificant 2.2% (2.3%) of the land area.
The 5th the 95th percentiles for the 1998-1983 sea level pressure differences are shown in Figure 82. For this quantity, the observed differences lie outside the 5th and 95th over less than 1% of the globe. These percentages are field significant at the one-sided 5% level, indicating that the model's range in sea level pressure differences is larger than that of the observations.

5 Conclusions

This report presents the results of 20 ensembles of nine January-February-March (JFM) hindcasts made with the NSIPP 1 AGCM for the period 1980-1999. Sea surface temperature (SST) and sea ice are specified from observations. The quantities examined are the global 200mb height, precipitation, sea level pressure, and North American surface temperature. The results show that the NSIPP AGCM produces very realistic January-February-March (JFM) mean interannual variability. Comparisons with several other AGCMs demonstrate that the NSIPP model is state-of-the-art. The comparisons also show that there is a wide range among the models in the signal-to-noise ratios (SNRs), with the NSIPP model producing SNRs in the extratropics that are on the high side compared with most of the other models.

The results further show that the potentially predictable signal in the extratropics is predominantly associated with ENSO. The wave-like ENSO response emanates from the central and eastern tropical Pacific and, in the Northern Hemisphere, extends across much of the North Pacific Ocean and North America. The latter two regions are characterized by some of the largest extratropical signal-to-noise ratios with, for example, maximum values exceeding 5 for the 200mb height field during the ENSO years.

A comparison of the 1983 and 1998 El Niño events using larger ensembles suggests that there are potentially predictable differences in the extratropical response for these two extreme events.

Various probabilistic verification measures are presented that provide further indications of the reliability of the AGCM hindcasts. These include reliability diagrams, and various model probability density functions (pdfs) that help to determine whether the observations fall within the range of model solutions.
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All Years, ENSO Years, Non-ENSO Years

Geopotential Height Variance at 200 mb
Precipitation Variance
Sea-Level Pressure Variance
Geopotential Height Correlation at 200 mb
Precipitation Correlation
Sea-Level Pressure Correlation
Figure 1: Variance of JFM 200mb geopotential height for all years. The “signal” is the variance of the ensemble mean. The “noise” is the intra-ensemble variance. For the variances the contours are $0.25, 0.5, 1, 2, 4, 8, 16, 32 \times 10^3 \text{ m}^2$, with values above $4000 \text{ m}^2$ shaded. For the difference (bottom-right) the contours are $\pm 0.1, 2, 4 \times 10^3 \text{ m}^2$, with negative values shaded. The contours for the ratio are $0.5, 1, 2, 3, 5, 10, 30, 50, 100, 200$, with values above 5 shaded.
Figure 2: JFM 200mb geopotential height correlations for all years. Top: The mean correlation over all years of 8-member ensemble means with the observations. Bottom: The mean correlation over all years between 8-member ensemble means and the ninth member. Values above 0.6 are shaded, values within ±0.4 are not contoured. Negative contours are dashed.
Figure 3: Variance of JFM precipitation for all years. The "signal" is the variance of the ensemble mean. The "noise" is the intra-ensemble variance. For the variances the contours are 1 2 4 8 16 32 64 (mm/day)$^2$; values above 8 are shaded. For the difference (bottom-right) the contours are ± 2 4 8 16 32 64 (mm/day)$^2$; negative contours dashed. The contours for the ratio are 0.5 1 2 3 5 10 30 50 100; values above 5 are shaded and the 0.5 contour is dashed.
Figure 4: JFM precipitation correlations for all years. Top: The mean correlation over all years of 8-member ensemble means with the observations. Bottom: The mean correlation over all years between 8-member ensemble means and the ninth member. Values above 0.6 are shaded, values within ±0.4 are not contoured. Negative contours are dashed.
Figure 5: Variance of JFM sea-level pressure for all years. The "signal" is the variance of the ensemble mean. The "noise" is the intra-ensemble variance. The variances are in units of mb$^2$. The contours for the ratio are 0.5 1 2 3 5 10 30 50 100 200, with values above 5 shaded. The contours for the difference are ±2 4 8 16 mb$^2$, with values above +4 mb$^2$ shaded; negative contours are dashed.
Figure 6: JFM sea-level pressure correlations for all years. Top: The mean correlation over all years of 8-member ensemble means with the observations. Bottom: The mean correlation over all years between 8-member ensemble means and the ninth member. Values above 0.6 are shaded, values within ±0.4 are not contoured. Negative contours are dashed.
Figure 7: Variance of JFM surface temperature for all years. The "signal" is the variance of the ensemble mean. The "noise" is the intra-ensemble variance. For the variances the contours are 0.25 0.5 1 2 4 8 K$^2$, with values above 4 shaded. The contours for the difference are 4 1 2 4 8 K$^2$. The contours for the ratio are 0.1 0.2 0.5 1 2.
Figure 8: JFM surface temperature correlations for all years. Top: The mean correlation over all years of 8-member ensemble means with the observations. Bottom: The mean correlation over all years between 8-member ensemble means and the ninth member. Values above 0.6 are shaded, values within ±0.4 are not contoured. Negative contours are dashed.
Figure 9: Variance of JFM 200mb geopotential height for ENSO years. The "signal" is the variance of the ensemble mean. The "noise" is the intra-ensemble variance. For the variances the contours are $0.25 \times 10^3 \text{ m}^2$, with values above 4000 m$^2$ shaded. For the difference (bottom-right) the contours are $\pm 1 \times 10^3 \text{ m}^2$, with negative values shaded. The contours for the ratio are $0.5 \ 1 \ 2 \ 3 \ 5 \ 10 \ 30 \ 50 \ 100 \ 200$, with values above 5 shaded.
Figure 10: JFM 200mb geopotential height correlations for ENSO years. Top: The mean correlation over ENSO years of 8-member ensemble means with the observations. Bottom: The mean correlation over ENSO years between 8-member ensemble means and the ninth member. Values above 0.6 are shaded, values within ±0.4 are not contoured. Negative contours are dashed.
Figure 11: Variance of JFM precipitation for ENSO years. The “signal” is the variance of the ensemble mean. The “noise” is the intra-ensemble variance. For the variances the contours are 1 2 4 8 16 32 64 (mm/day)$^2$; values above 8 are shaded. For the difference (bottom-right) the contours are ± 2 4 8 16 32 64 (mm/day)$^2$; negative contours dashed. The contours for the ratio are 0.5 1 2 3 5 10 30 50 100; values above 5 are shaded and the 0.5 contour is dashed.
Figure 12: JFM precipitation correlations for ENSO years. Top: The mean correlation over ENSO years of 8-member ensemble means with the observations. Bottom: The mean correlation over ENSO years between 8-member ensemble means and the ninth member. Values above 0.6 are shaded, values within ±0.4 are not contoured. Negative contours are dashed.
Figure 13: Variance of JFM sea-level pressure for ENSO years. The "signal" is the variance of the ensemble mean. The "noise" is the intra-ensemble variance. The variances are in units of mb². The contours for the ratio are 0.5 1 2 3 5 10 30 50 100 200, with values above 5 shaded. The contours for the difference are ± 2 4 8 16 mb², with values above +4 mb² shaded; negative contours are dashed.
Figure 14: JFM sea-level pressure correlations for ENSO years. Top: The mean correlation over ENSO years of 8-member ensemble means with the observations. Bottom: The mean correlation over ENSO years between 8-member ensemble means and the ninth member. Values above 0.6 are shaded, values within ±0.4 are not contoured. Negative contours are dashed.
Figure 15: Variance of JFM surface temperature for ENSO years. The “signal” is the variance of the ensemble mean. The “noise” is the intra-ensemble variance. For the variances the contours are 0.25 0.5 1 2 4 8 K², with values above 4 shaded. The contours for the difference are ±1 2 4 8 K². The contours for the ratio are 0.1 0.2 0.5 1 2.
Correlation with NCEP Reanalysis
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Figure 16: JFM surface temperature correlations for ENSO years. Top: The mean correlation over ENSO years of 8-member ensemble means with the observations. Bottom: The mean correlation over ENSO years between 8-member ensemble means and the ninth member. Values above 0.6 are shaded, values within ±0.4 are not contoured. Negative contours are dashed.
Figure 17: Variance of JFM 200mb geopotential height for non-ENSO years. The “signal” is the variance of the ensemble mean. The “noise” is the intra-ensemble variance. For the variances the contours are $0.25, 0.5, 1, 2, 4, 8, 16, 32 \times 10^3 \text{ m}^2$, with values above 4000 $\text{m}^2$ shaded. For the difference (bottom-right) the contours are $\pm 0.1, 2, 4 \times 10^3 \text{ m}^2$, with negative values shaded. The contours for the ratio are $0.5, 1, 2, 3, 5, 10, 30, 50, 100, 200$, with values above 5 shaded.
Figure 18: JFM 200mb geopotential height correlations for non-ENSO years. Top: The mean correlation over non-ENSO years of 8-member ensemble means with the observations. Bottom: The mean correlation over non-ENSO years between 8-member ensemble means and the ninth member. Values above 0.6 are shaded, values within ±0.4 are not contoured. Negative contours are dashed.
Figure 19: Variance of JFM precipitation for non-ENSO years. The "signal" is the variance of the ensemble mean. The "noise" is the intra-ensemble variance. For the variances the contours are 1 2 4 8 16 32 64 (mm/day)^2; values above 8 are shaded. For the difference (bottom-right) the contours are ± 2 4 8 16 32 64 (mm/day)^2; negative contours dashed. The contours for the ratio are 0.5 1 2 3 5 10 30 50 100; values above 5 are shaded and the 0.5 contour is dashed.
Figure 20: JFM precipitation correlations for non-ENSO years. Top: The mean correlation over non-ENSO years of 8-member ensemble means with the observations. Bottom: The mean correlation over non-ENSO years between 8-member ensemble means and the ninth member. Values above 0.6 are shaded, values within ±0.4 are not contoured. Negative contours are dashed.
Figure 21: Variance of JFM sea-level pressure for non-ENSO years. The "signal" is the variance of the ensemble mean. The "noise" is the intra-ensemble variance. The variances are in units of mb$^2$. The contours for the ratio are 0.5 1 2 3 5 10 30 50 100 200, with values above 5 shaded. The contours for the difference are ± 2 4 8 16 mb$^2$, with values above +4 mb$^2$ shaded; negative contours are dashed.
Figure 22: JFM sea-level pressure correlations for non-ENSO years. Top: The mean correlation over non-ENSO years of 8-member ensemble means with the observations. Bottom: The mean correlation over non-ENSO years between 8-member ensemble means and the ninth member. Values above 0.6 are shaded, values within ±0.4 are not contoured. Negative contours are dashed.
Figure 23: Variance of JFM surface temperature for non-ENSO years. The "signal" is the variance of the ensemble mean. The "noise" is the intra-ensemble variance. For the variances the contours are 0.25 0.5 1 2 4 8 K², with values above 4 shaded. The contours for the difference are ± 1 2 4 8 K². The contours for the ratio are 0.1 0.2 0.5 1 2.
Figure 24: JFM surface temperature correlations for non-ENSO years. Top: The mean correlation over non-ENSO years of 8-member ensemble means with the observations. Bottom: The mean correlation over non-ENSO years between 8-member ensemble means and the ninth member. Values above 0.6 are shaded, values within ±0.4 are not contoured. Negative contours are dashed.
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Figure 25: Spatial anomaly correlation of 500 mb height over the Pacific–North American sector (25N–70N and 60W–150W). Black bars are for the NSIPP-1 AGCM. Grey bars are for other models that participated in the DSP project. Note that for some models results are not available for all years. The open circles show the observed JFM Niño-3 SST anomalies (right ordinate, °C).
Figure 26: Total Variance of JFM 200 mb geopotential height in the Pacific-North American sector for the four models that participated in the DSP comparison, for the NSIPP-1 GCM, and for the reanalysis. The variance is computed only over the ENSO years (1983, 1985, 1987, 1989, 1992) for which results were available from all models. The contour levels are $1 \times 10^3, 2 \times 10^3, 4 \times 10^3, 8 \times 10^3, 12 \times 10^3, 16 \times 10^3, 20 \times 10^3, 24 \times 10^3$ m$^2$. Values greater than 1600 m$^2$ are shaded.
Figure 27: "Signal-to-Noise" ratio of the JFM 200 mb geopotential height in the Pacific–North American sector as in figure 26. Contour levels are 0.5 1 2 3 5 10 30 50 100 200. Values greater than 5 are shaded.
Figure 28: "Signal" of the JFM 200 mb geopotential height in the Pacific-North American sector as in figure 26. The contour levels are $1 \times 10^3$ m$^2$. Values greater than $1600$ m$^2$ are shaded.
Figure 29: "Noise" of the JFM 200 mb geopotential height in the Pacific–North American sector as in figure 26. The contour levels are $1 \times 10^3, 2 \times 10^3, 4 \times 10^3, 8 \times 10^3, 12 \times 10^3, 16 \times 10^3, 20 \times 10^3, 24 \times 10^3$ m$^2$. Values greater than 1600 m$^2$ are shaded.
Figure 30: Total variance of precipitation in the tropical Pacific as in figure 26. Contour levels are 1 2 4 8 16 32 64 128 (mm/day)^2. Values greater than 16 (mm/day)^2 are shaded.
Figure 32: "Signal" of precipitation in the tropical Pacific as in figure 26. Contour levels are 1 2 4 8 16 32 64 128 (mm/day)^2. Values greater than 16 (mm/day)^2 are shaded.
Figure 33: “Noise” of precipitation in the tropical Pacific as in figure 26. Contour levels are 1 2 4 8 16 32 64 128 (mm/day)$^2$. Values greater than 16 (mm/day)$^2$ are shaded.
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Figure 34: JFM geopotential height at 200 mb for 1980, 1981, and 1982. Left panels are the anomalies from the reanalysis (contour interval: 20 m); center panels are the ensemble-mean anomalies for the model (contour interval: 20 m); and right panels are the model's intra-ensemble variance (contour levels: 2 4 8 16 32 $\times 10^2$ m$^2$). For the ensemble mean, shading indicates values significant at the two-sided 5% level, the zero contour is omitted, and negative values are dashed. Variance values exceeding 3200 m$^2$ are shaded.
Figure 35: JFM geopotential height at 200 mb for 1983, 1984, and 1985. Left panels are the anomalies from the reanalysis (contour interval: 20 m); center panels are the ensemble-mean anomalies for the model (contour interval: 20 m); and right panels are the model's intra-ensemble variance (contour levels: 2 4 8 16 32 $\times 10^2$ m$^2$). For the ensemble mean, shading indicates values significant at the two-sided 5% level, the zero contour is omitted, and negative values are dashed. Variance values exceeding 3200 m$^2$ are shaded.
Figure 36: JFM geopotential height at 200 mb for 1986, 1987, and 1988. Left panels are the anomalies from the reanalysis (contour interval: 20 m); center panels are the ensemble-mean anomalies for the model (contour interval: 20 m); and right panels are the model's intra-ensemble variance (contour levels: 2 4 8 16 32 × 10^2 m^2). For the ensemble mean, shading indicates values significant at the two-sided 5% level, the zero contour is omitted, and negative values are dashed. Variance values exceeding 3200 m^2 are shaded.
Figure 37: JFM geopotential height at 200 mb for 1989, 1990, and 1991. Left panels are the anomalies from the reanalysis (contour interval: 20 m); center panels are the ensemble-mean anomalies for the model (contour interval: 20 m); and right panels are the model's intra-ensemble variance (contour levels: 2 4 8 16 $32 \times 10^2$ m$^2$). For the ensemble mean, shading indicates values significant at the two-sided 5% level, the zero contour is omitted, and negative values are dashed. Variance values exceeding 3200 m$^2$ are shaded.
Figure 38: JFM geopotential height at 200 mb for 1992, 1993, and 1994. Left panels are the anomalies from the reanalysis (contour interval: 20 m); center panels are the ensemble-mean anomalies for the model (contour interval: 20 m); and right panels are the model's intra-ensemble variance (contour levels: 2 4 8 16 32 $\times 10^2$ m$^2$). For the ensemble mean, shading indicates values significant at the two-sided 5% level, the zero contour is omitted, and negative values are dashed. Variance values exceeding 3200 m$^2$ are shaded.
Figure 39: JFM geopotential height at 200 mb for 1995, 1996, and 1997. Left panels are the anomalies from the reanalysis (contour interval: 20 m); center panels are the ensemble-mean anomalies for the model (contour interval: 20 m); and right panels are the model's intra-ensemble variance (contour levels: 2 4 8 16 32 \times 10^2 \text{ m}^2). For the ensemble mean, shading indicates values significant at the two-sided 5% level, the zero contour is omitted, and negative values are dashed. Variance values exceeding 3200 m$^2$ are shaded.
Figure 40: JFM geopotential height at 200 mb for 1998 and 1999. Left panels are the anomalies from the reanalysis (contour interval: 20 m); center panels are the ensemble-mean anomalies for the model (contour interval: 20 m); and right panels are the model’s intra-ensemble variance (contour levels: 2 4 8 16 32 ×10^2 m^2). For the ensemble mean, shading indicates values significant at the two-sided 5% level, the zero contour is omitted, and negative values are dashed. Variance values exceeding 3200 m^2 are shaded.
Figure 41: JFM precipitation for 1980, 1981, and 1982. Left panels are the anomalies from the Xie-Arkin data; center panels are the ensemble-mean anomalies for the model; and right panels are the model's intra-ensemble variance. For the ensemble mean, colored regions are significant at the two-sided 5% level. The units of precipitation are mm/day.
Figure 42: JFM precipitation for 1983, 1984, and 1985. Left panels are the anomalies from the Xie-Arkin data; center panels are the ensemble-mean anomalies for the model; and right panels are the model's intra-ensemble variance. For the ensemble mean, colored regions are significant at the two-sided 5% level. The units of precipitation are mm/day.
Figure 43: JFM precipitation for 1986, 1987, and 1988. Left panels are the anomalies from the Xie-Arkin data; center panels are the ensemble-mean anomalies for the model; and right panels are the model's intra-ensemble variance. For the ensemble mean, colored regions are significant at the two-sided 5% level. The units of precipitation are mm/day.
Figure 44: JFM precipitation for 1989, 1990, and 1991. Left panels are the anomalies from the Xie-Arkin data; center panels are the ensemble-mean anomalies for the model; and right panels are the model's intra-ensemble variance. For the ensemble mean, colored regions are significant at the two-sided 5% level. The units of precipitation are mm/day.
Figure 45: JFM precipitation for 1992, 1993, and 1994. Left panels are the anomalies from the Xie-Arkin data; center panels are the ensemble-mean anomalies for the model; and right panels are the model’s intra-ensemble variance. For the ensemble mean, colored regions are significant at the two-sided 5% level. The units of precipitation are mm/day.
Figure 46: JFM precipitation for 1995, 1996, and 1997. Left panels are the anomalies from the Xie-Arkin data; center panels are the ensemble-mean anomalies for the model; and right panels are the model’s intra-ensemble variance. For the ensemble mean, colored regions are significant at the two-sided 5% level. The units of precipitation are mm/day.
Figure 47: JFM precipitation for 1998 and 1999. Left panels are the anomalies from the Xie-Arkin data; center panels are the ensemble-mean anomalies for the model; and right panels are the model's intra-ensemble variance. For the ensemble mean, colored regions are significant at the two-sided 5% level. The units of precipitation are mm/day.
Figure 48: JFM surface temperature for 1980, 1981, and 1982. Left panels are the anomalies from the reanalysis; center panels are the ensemble-mean anomalies for the model; and right panels are the model's intra-ensemble variance. For the ensemble mean, colored regions are significant at the two-sided 5% level. Units of temperature are degrees Kelvin.
Figure 49: JFM surface temperature for 1983, 1984, and 1985. Left panels are the anomalies from the reanalysis; center panels are the ensemble-mean anomalies for the model; and right panels are the model's intra-ensemble variance. For the ensemble mean, colored regions are significant at the two-sided 5% level. Units of temperature are degrees Kelvin.
Figure 50: JFM surface temperature for 1986, 1987, and 1988. Left panels are the anomalies from the reanalysis; center panels are the ensemble-mean anomalies for the model; and right panels are the model's intra-ensemble variance. For the ensemble mean, colored regions are significant at the two-sided 5% level. Units of temperature are degrees Kelvin.
Figure 51: JFM surface temperature for 1989, 1990, and 1991. Left panels are the anomalies from the reanalysis; center panels are the ensemble-mean anomalies for the model; and right panels are the model's intra-ensemble variance. For the ensemble mean, colored regions are significant at the two-sided 5% level. Units of temperature are degrees Kelvin.
Figure 52: JFM surface temperature for 1992, 1993, and 1994. Left panels are the anomalies from the reanalysis; center panels are the ensemble-mean anomalies for the model; and right panels are the model's intra-ensemble variance. For the ensemble mean, colored regions are significant at the two-sided 5% level. Units of temperature are degrees Kelvin.
Figure 53: JFM surface temperature for 1995, 1996, and 1997. Left panels are the anomalies from the reanalysis; center panels are the ensemble-mean anomalies for the model; and right panels are the model's intra-ensemble variance. For the ensemble mean, colored regions are significant at the two-sided 5% level. Units of temperature are degrees Kelvin.
Figure 54: JFM surface temperature for 1998 and 1999. Left panels are the anomalies from the reanalysis; center panels are the ensemble-mean anomalies for the model; and right panels are the model's intra-ensemble variance. For the ensemble mean, colored regions are significant at the two-sided 5% level. Units of temperature are degrees Kelvin.
LARGE ENSEMBLE COMPARISONS
Figure 5.5: Model results for 1998 and 1999 for the JFM geopotential height at 200 mb. Both ensembles consist of 36 members. The left panels show the ensemble mean anomalies (shading indicates values significant at the two-sided 5% level). The contour interval is 20 m.
Right panels show the intra-ensemble variance. The contour levels are 2, 3, 4, 6, 8, 10, 15, 20, and 25 m². Values greater than 3200 m² are shaded.
Figure 56: Difference in geopotential height at 200 mb (1998 minus 1983). Top panel is for the model's ensemble mean. Lower panel is for the observations. For the model, only values that pass a two-side 5% confidence test are shaded. Contour interval is 20 m. Both ensembles consist of 36 members.
Figure 57: Model results for 1998 and 1983 for the JFM precipitation. Both ensembles consist of 36 members. The left panels are the ensemble mean anomalies (shading indicates values significant at the two-sided 5% level). The contour levels are $\pm 0.5, 1, 2, 4, 8, 16$ (mm/day). Right panels show the intra-ensemble variance. The contour levels are $1, 2, 4, 8$ (mm/day)$^2$ and values greater than 2 (mm/day)$^2$ are shaded.
Figure 58: Difference in precipitation (1998 minus 1983). Top panel is for the model's ensemble mean. Lower panel is for the observations. For the model, only values that pass a two-side 5% confidence test are shaded. Contour levels are ±0.5 1 2 4 8 16 (mm/day). Both ensembles consist of 36 members.
Figure 59: Model results for 1998 and 1983 for the JFM sea-level pressure. Both ensembles consist of 36 members. The left panels are the ensemble mean anomalies (shading indicates values significant at the two-sided 5% level). The contour interval is 2 mb. Right panels show the intra-ensemble variance. The contour levels are 0.5 1 2 4 8 16 mb² and values greater than 4 mb² are shaded.
Figure 60: Difference in sea-level pressure (1998 minus 1983). Top panel is for the model's ensemble mean. Lower panel is for the observations. For the model, only values that pass a two-side 5% confidence test are shaded. Contour interval is 2 mb. Both ensembles consist of 36 members.
Figure 61: Model results for 1998 and 1983 for the JFM surface temperature. Both ensembles consist of 36 members. The left panels are the ensemble mean anomalies (shading indicates values significant at the two-sided 5% level). The contour interval is 1 K and the zero contour is omitted. Right panels show the intra-ensemble variance. The contour levels are 1 2 4 8 K^2 and values greater than 4 K^2 are shaded.
Figure 62: Difference in surface temperature (1998 minus 1983). Top panel is for the model’s ensemble mean. Lower panel is for the observations. For the model, only values that pass a two-side 5% confidence test are shaded. Contour interval is 1 K and the zero contour is omitted. Both ensembles consist of 36 members.
Figure 63: Ratio of the intra-ensemble variance of seasonal means of 200mb geopotential height and precipitation (1998 / 1983). Both ensembles consist of 36 members. Shading indicates values are significantly different from one at the two-sided 5% level based on an F test. Contour levels are $\cdots \frac{1}{4} \frac{1}{2} 2 4 8 \cdots$. Contours less than 1 are dashed. Note the 1 contour is omitted.
Figure 64: Ratio of the intra-ensemble variance of seasonal means of surface temperature and sea-level pressure (1998 / 1983). Both ensembles consist of 36 members. Shading indicates values are significantly different from one at the two-sided 5% level based on an F test. Contour levels are \( \ldots \frac{1}{8}, \frac{1}{4}, \frac{1}{2}, 1, 2, 4, \ldots \). Contours less than 1 are dashed. Note the 1 contour is omitted.
Figure 65: Model results for 1982 with 18 ensemble members for JFM-mean 200 mb height and precipitation. The left panels are the ensemble mean anomalies (shading indicates values significant at the two-sided 5% level). The contour levels are $\pm 0.5 \, 1 \, 2 \, 4 \, (\text{mm/day})$ for the precipitation and the contour interval is 20 meters for the height. Right panels show the intra-ensemble variance. The contour levels are $1 \, 2 \, 4 \, (\text{mm/day})^2$ for the precipitation variance and $2 \, 4 \, 8 \, 16 \, 32 \, 64 \, \text{m}^2$ for the height variance. Regions of large variance are shaded.
Figure 66: Model results for 1989 with 18 ensemble members for JFM-mean 200 mb height and precipitation. The left panels are the ensemble mean anomalies (shading indicates values significant at the two-sided 5% level). The contour levels are ± 0.5 1 2 4 (mm/day) for the precipitation and the contour interval is 20 meters for the height. Right panels show the intra-ensemble variance. The contour levels are 1 2 4 (mm/day)^2 for the precipitation variance and 2 4 8 16 32 64 m^2 for the height variance. Regions of large variance are shaded.
Figure 67: Difference in geopotential height at 200 mb (1983 minus 1989). Top panel is for the model's ensemble mean. Lower panel is for the reanalysis. The contour interval is 50 m; negative contours are dashed. For the model, only values that pass a 5% confidence test are shaded. The ensembles consist of 36 members for 1983 and 18 members for 1989. The statistical test takes into account the different ensemble sizes.
Figure 68: Difference in precipitation (1983 minus 1989). Top panel is for the model's ensemble mean. Lower panel is for the reanalysis. The contour levels are ± 0.5 1 2 4 8 16 mm/day; negative contours are dashed. For the model, only values that pass a 5% confidence test are shaded. The ensembles consist of 36 members for 1983 and 18 members for 1989. The statistical test takes into account the different ensemble sizes.
Figure 69: Ratio of the intra-ensemble variance of seasonal means of 200mb geopotential height and precipitation (1989 / 1983). The ensembles consist of 36 members for 1983 and 18 members for 1989. Shading indicates values are significantly different from one at the two-sided 5% level based on an F test. Contour levels are ... \( \frac{1}{8} \) \( \frac{1}{4} \) 2 4 8 .... Contours less than 1 are dashed. Note the 1 contour is omitted.
PROBABILISTIC VERIFICATION
Figure 70: Probability distribution function of the variance of the PNA index as defined on page 4. Each variance is computed from synthetic realizations generated by randomly sampling the ensembles for the 15-year period 1982 to 1996. Distributions are based on 100,000 of the $9^{15}$ possible combinations. The vertical line is the observed variance for this period.
Figure 71: Probability distribution function of the variance of the area-mean precipitation in the tropical Pacific. The top figure is for the region (0-8° N, 160-200° E) and the bottom figure for (0-8° S, 160-200° E). Each variance is computed from synthetic realizations generated by randomly sampling the ensembles for the 15-year period 1982 to 1996. Distributions are based on 100,000 of the 9^15 possible combinations. The vertical line is the observed variance for this period.
Figure 72: Scatter plot of precipitation and PNA index variance using sub-sampled synthetic realizations, as in the pdfs shown in the two previous figures. Each point represents the precipitation and PNA index variance for the same realization. The solid square marks the variances of the observations. Results are shown for the three models, as in the earlier figures.
Figure 73: Reliability diagram over the two hemispheres for geopotential height at 200 mb. Right (Left) panels are for positive (negative) anomalies outside one standard deviation. The bars indicate the relative frequency of each of the probability forecasts. The darkest bars are for all years, the next lighter are for ENSO years and the lightest are for non-ENSO years.
Figure 74: Reliability diagram over North America and Europe for geopotential height at 200 mb. See facing figure for explanation.
Figure 75: Reliability diagram over the two hemispheres for precipitation. Right (Left) panels are for positive (negative) anomalies outside one standard deviation. The bars indicate the relative frequency of each of the probability forecasts. The darkest bars are for all years, the next lighter are for ENSO years and the lightest are for non-ENSO years.
Figure 76: Reliability diagram over North America and tropical Pacific for precipitation. See facing figure for explanation.
Figure 77: Reliability diagram over the two hemispheres for sea-level pressure. Right (Left) panels are for positive (negative) anomalies outside one standard deviation. The bars indicate the relative frequency of each of the probability forecasts. The darkest bars are for all years, the next lighter are for ENSO years and the lightest are for non-ENSO years.
Figure 78: Reliability diagram over North America and Europe for sea-level pressure. See facing figure for explanation.
Figure 79: The 5th and 95th percentiles of the local distribution of the difference of geopotential height at 200 mb (1998 minus 1983). The contour interval is 20 m. The shading indicated regions where the observations fall outside these percentiles. Observations are above the 95th percentile over 14.7% of the globe, and below the 5th percentile over 2.4%.
Figure 80: The 5th and 95th percentiles of the local distribution of the difference of precipitation (1998 minus 1983). The contour interval is 2 mm/day. The shading indicated regions where the observations fall outside these percentiles. Observations are above the 95th percentile over 3.61% of the globe, and below the 5th percentile over 3.88%.
Figure 81: The 5th and 95th percentiles of the local distribution of the difference of surface temperature (1998 minus 1983). The contour interval is 1 K. The shading indicated regions where the observations fall outside these percentiles. Observations are above the 95th percentile over 2.35% of the land area, and below the 5th percentile over 2.2%.
Figure 82: The 5th and 95th percentiles of the local distribution of the difference of sea-level pressure (1998 minus 1983). The contour interval is 2 mb. The shading indicated regions where the observations fall outside these percentiles. Observations are above the 95th percentile over 0.26% of the regions below a kilometer, and below the 5th percentile over 0.62%.
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