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Abstract

This study examines the predictability of seasonal means during boreal summer. The results are based on ensembles of June-July-August (JJA) simulations (started in mid May) carried out with the NASA Seasonal-to-Interannual Prediction Project (NSIPP-I) atmospheric general circulation model (AGCM) forced with observed sea surface temperatures (SSTs) and sea ice for the years 1980-1999. We find that the predictability of the JJA extra-tropical height field is primarily in the zonal mean component of the response to the SST anomalies. This contrasts with the cold season (January-February-March) when the predictability of seasonal means in the boreal extratropics is primarily in the wave component of the El Nino/Southern Oscillation (ENSO) response.

Two patterns dominate the interannual variability of the ensemble mean JJA zonal mean height field. One has maximum variance in the tropical/subtropical upper troposphere, while the other has substantial variance in middle latitudes of both hemispheres. Both are symmetric with respect to the equator. A regression analysis suggests that the tropical/subtropical pattern is associated with SST anomalies in the far eastern tropical Pacific and the Indian Ocean, while the middle latitude pattern is forced by SST anomalies in the tropical Pacific just east of the dateline. The two leading zonal height patterns are reproduced in model runs forced with the two leading JJA SST patterns of variability. A comparison with observations shows a signature of the middle latitude pattern that is consistent with the occurrence of dry and wet summers over the United States. We hypothesize that both patterns, while imposing only weak constraints on extratropical warm season continental-scale climates, may play a role in the predilection for drought or pluvial conditions.
1. Introduction

It is well established that, during boreal winter, tropical sea surface temperature (SST) anomalies associated with El Niño/Southern Oscillation (ENSO) generate an atmospheric wave-like response that has a substantial impact on the variability over the North Pacific and North America (e.g., Wallace and Gutzler 1981; Palmer and Mansfield 1986; Livezey and Mo 1987). Furthermore, results from atmospheric general circulation model (AGCM) simulations forced with observed SSTs are consistent in showing that ENSO provides a potentially important source of predictability in the middle latitudes especially in the so-called Pacific/North American region (e.g., Barnett et al. 1994; Kumar and Hoerling, 1995; Shukla et al. 2000; Chang et al. 2000; Brankovic and Palmer 2000). The recent successful winter forecasts over North America for the 1997/98 major ENSO event confirm the importance of ENSO for the seasonal to interannual prediction problem in the extratropics (van den Dool et al. 1999; Barnston et al. 1999).

In contrast with winter, AGCM forecast skill for the summer season over North America is small (e.g. Evans et al. 1997), and the nature of the link between tropical SST anomalies and extratropical climate variability and predictability is less clear. Ting (1994) shows that the North American climatological summer wave train in a GCM simulation is influenced indirectly by global diabatic heating through the nonlinear interaction between the heating-induced flow field and the Rocky Mountains and speculates that this mechanism may provide a link between variations in the Asian and west Pacific heat source and rainfall over the United States. Trenberth et al. (1988) and Trenberth and Branstator (1992) link the 1988 drought over the United States to a northward displacement of the ITCZ associated with SST anomalies in the tropical Pacific. Ting and Wang (1997) show that Great Plains summer precipitation is associated with SST anomalies in both the tropical and North Pacific Ocean. They suggest that the link with the North Pacific SST is a feedback on the atmosphere from SST anomalies induced by the atmosphere in the first place.
One of the difficulties in establishing the relationships between SST anomalies and summer continental precipitation variations is the importance of local processes and feedbacks associated with soil moisture, low level moisture transport and storm track changes (e.g. Namias 1991; Atlas et al. 1993; Helfand and Schubert 1995; Lyon and Dole 1995; Beljaars et al. 1996; Koster and Suarez 1995; Mo et al. 1997).

While many of the above-mentioned studies have generally focused on the wave response to SST anomalies, there is also evidence that zonally-symmetric changes may be an important component of extratropical variability and predictability. Ting et al. (1996) show that, during northern winter, a substantial fraction of the seasonal mean eddy height variability can be explained in a linear regression sense by a zonal mean zonal wind index that is independent of tropical SST variability. For northern summer, Erickson (1983) showed that the four warmest (coolest) summers over the United States during the period 1948-80, while showing considerable regional differences, tend to be associated with above (below) normal zonally averaged 700mb height anomalies throughout the middle and low latitudes. Remarkably, a further analysis of all 33 years showed that above normal temperatures over the United States are positively correlated with the zonally averaged 700mb height anomalies in tropical and subtropical latitudes during the previous seasons.

Barnston (1994) found a similar link between 700mb height anomalies throughout the Northern Hemisphere lower latitudes (20°N-40°N), and warm season surface temperature over the United States for the period 1955-1991. Barnston noted that this tends to occur during the summer following a mature ENSO event and following a spring with like-signed SST anomalies in the Pacific, Atlantic and Indian Oceans. Recently, Hoerling et al. (2000) found that the tropospheric height anomalies during 1998-2000 reflected pronounced warming at all latitudes between 30-50 degrees latitude of both hemispheres. They found that the anomalies are forced by SST anomalies that appear to be unrelated to the La Niña SST conditions and speculated on the role of SST anomalies in the Indo-Pacific warm-pool region.
In this study, we re-examine the nature of the predictable signal during boreal summer based on an ensemble of seasonal AGCM simulations for the period 1980-1999. We focus on the predictability, variability, and forcing of the zonal-mean anomalies, and discuss their potential role in the development of regional climate anomalies.

Section 2 gives an overview of the AGCM and model simulations. The results are presented in Section 3. Section 3a characterizes the signal and noise in the seasonal simulations and contrasts the boreal winter and summer seasons. The focus of section 3b is on the boreal summer and the nature of the relationship between the anomalies in the zonal mean height and SSTs. Section 3c examines this link further with a series of seasonal simulations forced with idealized SST anomalies. The discussion and conclusions are given in section 4.

2. The AGCM and Simulation Experiments

The model used in this study is the NASA Seasonal-to-Interannual Prediction Project (NSIPP-1) atmospheric-land general circulation model (AGCM). The model is part of the NSIPP coupled atmosphere-land-ocean model; however, for these experiments, it is run uncoupled from the ocean. The climate of NSIPP-1 and its formulation are described in Bacmeister et al. (2000). The predictability and skill of the model are described in Pegion et al. (2000) for boreal winter. A brief description of the model is given below.

The dynamical core of the NSIPP-1 AGCM is described in Suarez and Takacs (1995). NSIPP-1 is a grid point model using the vector-invariant form of the momentum equation. A 4th-order Arakawa Jacobian with explicit leapfrog time differencing is used to integrate the momentum equations. Prognostic equations for moisture and potential temperature are integrated using a 4th-order space centered flux formulation in the horizontal with leapfrog time differencing. The vertical coordinate is a standard σ-coordinate and vertical
differencing follows Arakawa and Suarez (1983). Vertical advection is accomplished using space-centered 2nd-order differences.

The boundary layer scheme is a simple K-scheme, which calculates turbulent diffusivities for heat and momentum based on Monin-Obukhov similarity theory (Louis et al., 1982). Turbulent diffusivities are determined as functions of roughness length, the von Karman constant, and a bulk boundary-layer Richardson number. Vertical mixing of tracers is accomplished using the diffusivity for heat.

The AGCM uses the relaxed Arakawa-Schubert (RAS) scheme to parameterize convection (Moorthi and Suarez, 1992). RAS uses a sequence of simple linearly-entraining plumes (cloud types) that originate and detrain at specific model levels. Each cloud type is characterized by an entrainment rate and a cloud-base mass flux. The characteristic entrainment rate is determined from the environmental stability profiles to ensure that plumes originating at the desired cloud-base will lose buoyancy, or detrain, at the desired detrainment level. The initial cloud-base mass flux for each cloud type is determined from a CAPE closure (Arakawa and Schubert, 1974), which, roughly speaking, specifies larger mass flux as moist convective instability increases. In our implementation of RAS, convection originates from the relatively-thin, lowest model layer ($\Delta \sigma = 0.015$), and can detrain into any layer above. Thus, we are in effect allowing RAS to act as a parameterization of both deep and shallow convection in our model. Bacmeister and Suarez (2001) show that the model produces a reasonable simulation of the thermodynamic structure of the lower troposphere.

The parameterization of solar and infrared radiative heating used in the model is described in Chou and Suarez (1994, 1999). The solar heating includes absorption by $O_3$, $CO_2$, water vapor, $O_2$, and clouds as well as gaseous and aerosol scattering. The solar spectrum is divided into eight visible-UV bands and three near-IR bands. A k-distribution method is used within each band. The eight
visible-UV bands use a single k-interval, while the near-IR bands use ten intervals each. Effects of multiple scattering by clouds and aerosols are treated using the $\delta$-Eddington approximation for the direct beam and the Sagan-Pollock approach for diffuse radiation.

The simulations described here use a uniform horizontal resolution of 2° latitude X 2.5° longitude and 34 unequally spaced $\sigma$-layers with high resolution (<200 m) in the lower 2 km of the atmosphere. The simulations consist of nine 105-day runs for each year for the period 1980-1999. While we have performed these simulations for all seasons, we focus our attention here on boreal summer; however, we also show some winter results to help highlight the differences between the warm and cold seasons. The summer runs were started in mid May and run through to the end of August, and we analyze the June-July-August (JJA) means. The winter runs started in mid-December and were run through to the end of March, and we analyze the January-February-March (JFM) means. The fact that our winter simulations are for JFM instead of the standard winter months (December-January-February) was dictated by our participation in the Dynamical Seasonal Prediction Project (DSP, Shukla et al. 2000). For each year, the model atmosphere was initialized from the National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR, Kalnay et al. 1996) reanalysis, with each ensemble member differing only in the starting time (separated by 12 hours, centered on mid-month).

The SSTs are the monthly mean values of Reynolds and Smith (1994). The initial soil wetness is taken from a previously completed long multi-year model simulation forced by observed SST over the same time period. In particular, for the winter simulations the initial soil wetness was taken from an arbitrary December 1 state from the long model simulation, so that it is the same for all years and all ensemble members. For the summer simulations, instead of using the same initial soil moisture for all runs, we chose instead to take the May 1 soil wetness from the multi-year integration for the appropriate year. In this way, any soil moisture variations driven by the SST in
the long simulations are allowed to contribute to the skill through the soil initial conditions. Note, however, that in this approach all ensemble members for any one year have the same initial soil wetness, so we implicitly assume that the initial soil moisture is perfectly known. We will return to that point later in our discussion of the impact of the soil wetness anomalies.

3. Results

The results are organized as follows. Section 3a compares the signals of the height field for the two seasons (JFM and JJA). This is followed in section 3b by a focus on JJA and a diagnostic analysis of the structure and forcing of the zonal mean height variability. Section 3c describes the results of further AGCM simulations with idealized SST anomalies that seek to confirm and clarify the diagnosed relationships between the dominant patterns of JJA SST variability and height anomalies. That section also examines the global distribution of the precipitation signal forced by the SST patterns.

a) The signals in JFM and JJA height fields

We begin by examining the signals in the seasonal mean (JFM and JJA) simulations for 1980-1999. The total variance of the seasonal mean of a quantity \( x \) is divided into contributions from the signal (the ensemble mean) and noise (the variations about the ensemble mean) as follows. An unbiased estimate of the variance of the signal (the inter-ensemble variance, see e.g., Rowell et al. 1995) is

\[
s^2_s = \frac{n}{n-1} \left( \bar{x} - \bar{\bar{x}} \right)^2 - \frac{1}{m} s^2_n. \tag{1}
\]
Here the over-bar denotes a mean over the \( m = 9 \) ensemble members, the square brackets denote a mean over the \( n = 20 \) seasons, and the subscript \( g \) indicates that the variance is associated with the signal. The second term on the right hand side of (1) is proportional to the variance of the noise (indicated by subscript \( w \)) and ensures that the estimate of the variance of the signal is unbiased. An unbiased estimate of the variance of the noise is

\[
s_{w}^2 = \frac{m}{m-1} \left[ (x - \bar{x})^2 \right].
\]  

In the following figures, we present the standard deviation of the signal \( s_g \) and the ratio of the variance of the signal to the total variance define as

\[
T = \frac{s_g^2}{s_w^2 + s_g^2}.
\]

Completely analogous expressions are obtained for the variance of the zonal mean. In this case, the variance of the signal, the variance of the noise, and the ratio of the variance of the signal to the total variance are designated by \( s_{zg}^2 \), \( s_{zw}^2 \), and \( T_c \), respectively.

Figure 1 shows \( s_g \) and \( T \) for both seasons. During JFM, the signal (top left panel of Fig. 1) is dominated by the large interannual variability over the eastern tropical and North Pacific Ocean associated with the ENSO SST anomalies. Substantial signals also occur over parts of North America, the North Atlantic and the North Polar regions. In contrast, during JJA (top right panel of Fig. 1) the largest signal occurs over the South Pacific (the winter hemisphere), while the Northern Hemisphere is characterized by much smaller signals. The ratio of the signal to total variance \( T \) (bottom panels of Fig. 1) is largest throughout the tropics and drops rapidly as one moves into the sub-tropics and middle latitudes. Comparing \( T \) for the two seasons, we find ratios
with surprisingly similar magnitudes in the extratropics, though the spatial distribution of the JJA ratios is much more zonal. The similarity in the magnitude of the ratios is an indication that the reduction in the signal during JJA is accompanied by a reduction in the noise. Therefore, predictability, as measured by the signal to total variance ratio, is comparable during these two seasons, though it remains to be seen whether this translates to useful forecast skill during JJA.

The nature of the potentially predictable signal is seen more clearly in Figure 2. In the top panels of that figure we show the standard deviation of the signal for the two seasons after removing the variance of the signal in the zonal mean:

$$\text{se}_g^2 \equiv s_g^2 - sz_g^2.$$  \hfill (4)

We also define the corresponding signal to total ratio

$$T_e = \frac{\text{se}_g^2}{s_w^2 + s_g^2}. \hfill (5)$$

The ENSO component of the signal is clearly evident in \(\text{se}_g\) over the eastern Pacific and North America during JFM (top left panel of Fig. 2). In contrast, during JJA little signal remains after subtracting the zonal contribution, and what does remain is confined to the southern Pacific Ocean (top right panel of Fig. 2). Similarly, the largest values of \(T_e\) (bottom panels of Figure 2) are for the most part confined to the tropics and winter hemisphere Pacific Ocean.

\[\text{We note that this is not an exact partition of the total variance into zonal and eddy components, since in general the eddy and zonal contributions are correlated and there would be cross product terms. In fact, there are small negative values in } \text{se}_g^2 \text{ that are suppressed in the plots.}\]
Figure 3 shows the standard deviation of the signal in the zonal mean height ($sz_g$) and the signal to total variance for the zonal means ($T_z$). The signal again tends to be stronger in the winter hemisphere though, for the zonal means, the Southern Hemisphere shows less seasonal dependence in the strength of the signal. In the northern hemisphere, the signal is clearly larger during JFM, however, the ratio of signal to total variance ($T_z$) drops off rapidly away from the equator so that north of 20°N the ratio is generally less than 0.5. During JJA, however, the ratio remains greater than 0.5 well into the middle latitudes, confirming that most of the potentially predictable variance for JJA is in the zonal mean component.

b) The JJA zonal mean anomalies

In the previous section we found that the zonal mean is one of the most predictable features of the JJA height variance. In this section we focus on the nature of the JJA ensemble mean zonal mean height variance. Figure 4 shows the two leading rotated empirical orthogonal functions (EOFs) computed from the variance/covariance of the ensemble mean zonal mean JJA height field based on the 20-year period 1980-1999. The first pattern has maximum variance in the upper troposphere near 200mb and it is centered on the equator. It is largely symmetric with respect to the equator except at high latitudes where it tends to be of opposite sign in the two hemispheres. The second pattern also tends to be symmetric with respect to the equator with maximum variance again near 200mb but located between 30° and 60° latitude in both hemispheres. These two patterns explain 34% and 20%, respectively, of the variance of the signal in the zonal mean, $sz_g^2$.

Figure 5 shows the correlation of the time series associated with the first two zonal mean height EOFs (the principal components or PCs) with SST at each grid point. For PC 1, the largest correlations occur over the Indian Ocean and far eastern tropical Pacific Ocean. For PC 2, positive correlations occur just east of the dateline over the tropical Pacific, while negative correlations
occur over the western Pacific and parts of the Atlantic Ocean (the equator and the northern middle latitudes). This suggests that the two zonal mean height EOFs are forced by very different SST patterns. Figure 6 shows, in fact, that these two correlation patterns bear a strong resemblance to the two dominant JJA SST EOFs (compare Figures 5 and 6). The time series of the PCs associated with the first two SST is shown in Figure 7. The first PC has large positive values during the El Nino summers of 1983, 87, and 97, and negative values during the La Nina summers of 1985, 88 and 99. PC 1 also reflects, in part, the unprecedented warming that occurred in the Indian Ocean beginning in July of 1997. PC 2 shows positive values during the summers of 1982, 86, during the extended warm conditions of the first half of the 1990s, and 1997. Large negative values occur in 1984, 88, 98 and 99.

Further evidence for a strong link between the leading SST EOFs and the zonal mean height variability is obtained by regressing the zonal mean ensemble mean height against the SST PCs. Figure 8 shows that the regression essentially reproduces the EOF patterns discussed earlier (compare Figure 4 and Figure 8). The results are displayed to show the zonal mean change associated with a 2 standard deviation change in the SST EOFs. Figure 9 shows the local link between the SST EOFs and the height variance obtained by regressing the 200mb ensemble mean height variance at each grid point against the SST EOFs. This shows clearly that the signals associated with the two leading SST EOFs do indeed have a strong zonally-symmetric component. The largest height changes associated with EOF 1 occur over the eastern tropical Pacific and tropical Indian Oceans (top panel of Fig. 9). The bottom panel of Fig. 9 shows that, while there is strong zonal symmetry associated with EOF 2, there is also a substantial wave component over the southern Pacific Ocean (c.f. Figure 3).

It is difficult to directly assess the realism of the model-generated height variability associated with the SST EOFs (e.g. those in Figure 9) since we cannot generate ensemble mean fields from the observations (there is only one realization from nature!). Nevertheless, we can carry out the
analogous regressions against the two leading SST EOFs using, instead of the ensemble mean, the single case provided by nature. Figure 10 is the same as Figure 9, except using the single realization of nature as estimated from the NCEP/NCAR reanalysis. While considerably noisier than the results shown in Figure 9, the same basic patterns stand out, indicating that the model is producing quite realistic results.

Figure 11 shows examples of the model simulations and the reanalysis fields for two summers that experienced extreme hydrological conditions over the United States: the 1988 drought and the 1993 floods. The second pattern clearly stands out in the simulations during these two years, showing a tendency for enhanced heights in middle latitudes of both hemispheres during the U.S. drought and reduced heights during the U.S. floods. The reanalysis shows similar signatures of the second pattern, though there is considerably more eddy structure (for example associated with the drought and flood over the U.S.). The U.S. rainfall from the model runs for these 2 years (not shown) show little agreement with observations. The model results do show a general tendency for wet conditions over the U.S. during 1993, though during 1988 there is a rather mixed spatial pattern of both dry and wet conditions. These results, however, depend on our choice of the initial soil moisture (taken from a long simulation as described earlier) and therefore they are not a clear indication of the direct role of the SST anomalies. We will return to the issue of how the SST impact the rainfall in the next section.

c) Idealized SST Model runs

In order to further strengthen the connection between the first two height patterns (Figure 9) and the first two SST patterns (Figure 6), we carried out a series of seasonal (JJA) simulations in which the model is forced with idealized SST anomalies whose spatial structures correspond to the two leading SST EOFs shown in Figure 6. In particular, we produced four ensembles of 10 JJA simulations by starting the runs from 10 different May 1 atmospheric and land surface initial
conditions (chosen from different years of two long model simulation). Each ensemble of runs used the same 10 initial conditions. The four ensembles are distinguished by having different SST forcing. The four SST anomaly maps are produced by multiplying the two leading EOF patterns by the positive and negative of the largest projection of the mode during the 20-year period (+/-33 for EOF 1, and +/-28 for EOF 2). Locally, the imposed SST anomalies (not shown) corresponding to EOF 1 have maximum magnitudes of about 1°C in the Indian Ocean and exceed 2°C only in the extreme eastern tropical Pacific, while for EOF 2 the eastern tropical Pacific Ocean has SST anomalies with magnitudes between 1° and 2°C.

Figure 12 shows the ensemble mean of the forcing experiments in terms of the difference of the responses to the two polarities of each SST EOF. While there are some asymmetries between the responses to the two SST forcing polarities (not shown), these are generally small. Comparing Figure 12 with Figure 9, we find a remarkable degree of similarity between the forced experiments and the results of the regression, confirming that these two height patterns are indeed forced by the two SST anomaly patterns. Furthermore, this suggests that these patterns represent basically linear responses to the SST forcing.

Figure 13 shows the precipitation anomalies from the SST forcing experiments. We discuss the results in terms of the positive polarities (warm phase) of the EOF SST anomalies corresponding to the patterns shown in Figure 6. For the positive polarity of EOF 1, the precipitation is enhanced over the Indian Ocean, much of the eastern tropical Pacific, the North Pacific storm track, and parts of the Atlantic. Reduced precipitation occurs over the South Pacific Convergence Zone (SPCZ) and in a narrow band across the entire eastern tropical Pacific just to the north of the enhanced precipitation noted earlier. This north-south anomaly pattern in the eastern Pacific suggests an equatorward shift in the ITCZ. For the positive polarity of EOF 2, the maximum precipitation anomaly occurs at the equator just west of the dateline. The precipitation is also enhanced in the Southern Hemisphere in a band extending from the central South Pacific across southern South
America. In the northern extratropics, the precipitation is enhanced to the north and east of the Mediterranean Sea, and over northern Mexico extending into the central Great Plains of the United States.

We note that, precipitation anomalies very similar to those in Figure 13 are obtained by regressing the ensemble mean precipitation from the 1980-1999 JJA simulations against the two leading SST EOFs (results not shown). This allows us to validate the model’s precipitation response (Figure 13) to the imposed SST anomalies by comparing it with the anomalies obtained by regressing the observed JJA precipitation (Xie and Arkin 1996) against the two leading SST EOFs. The regression results (Figure 14) show basic large-scale anomaly patterns that are quite similar to those from the forced model runs (Figure 13). In the following, we discuss the results in terms of the positive phase of the EOFs shown in Figure 6. For example, the regression against EOF 1 (top panel Figure 14) showing a southward shift in the Pacific ITCZ, reduced precipitation over the SPCZ, enhanced precipitation over the Indian Ocean, enhanced precipitation in the Pacific Storm track, and a northward shift in the Atlantic ITCZ, are similar to what was found for the model results. The regression against EOF 2 (bottom panel Figure 14) also shows substantial similarities with the corresponding results from the model (bottom panel of Figure 13). In particular, the positive tropical precipitation anomalies extending from just west of the dateline into the eastern tropical Pacific, the positive anomalies in the eastern South Pacific extending across southern South America, and the negative precipitation anomalies over the tropical Indian and Atlantic Oceans, are all similar to those found for the forced model results.

The northern hemisphere extratropical continental precipitation is apparently only weakly constrained by the JJA SST anomalies. This is true for both the observations (Figure 14) and the model results (Figure 13). The model does show significant precipitation anomalies extending from Southern Europe to the Caspian Sea associated with EOF 2, though this is not true for the observations. Both the model and observations suggest enhanced(reduced) precipitation in the
central United States associated with the positive(negative) phase of SST EOF 2 (lower panels of Figures 13 and 14, see also Figure 11). A further analysis of the model results (not shown) suggests that the central United States precipitation is impacted by changes in the easterlies forced by the heating anomalies in the tropical eastern Pacific. The change in the easterlies leads to changes in the low level winds that are diverted northward to transport water from the Gulf of Mexico into the central United States. The southerly low level wind and, in particular, the Low Level jet in the Great Plains is well known to be a major contributor to the moisture budget of the central United States (Helfand and Schubert 1995).

4. Discussion and Conclusions

Recent ENSO events have helped to underscore the importance of tropical SST anomalies in the seasonal prediction problem for North America during Northern winter. On the other hand, AGCM forecast skill for the summer season over North America is substantially less (e.g. Evans et al. 1997), and the nature of the link between tropical SST anomalies and extratropical climate variability and predictability is less clear. The current study re-examines JJA predictability, based on a series of seasonal simulations with the NASA Seasonal-to-Interannual Prediction Project (NSIPP-I) atmospheric general circulation model (AGCM) forced by observed sea surface temperatures (SSTs).

Similar to previous results we find that, in the absence of soil moisture information, there is little predictability in the JJA northern extratropics regional climate anomalies associated with the eddy response to the El Nino/Southern Oscillation (ENSO) forcing. We did find, however, that the zonal mean component is potentially predictable well into middle latitudes of both hemispheres. This contrasts with the cold season (January-February-March) when, in the boreal extratropics, the predictability of seasonal means is primarily in the wave component of the ENSO response.
An EOF analysis of the JJA zonal mean height field showed that the variance of the ensemble mean is dominated by two patterns which are largely symmetric with respect to the equator. The first has maximum variance in the tropical upper troposphere, while the second has substantial variance in middle latitudes of both hemispheres. A regression analysis showed that the first of these is forced by SST anomalies in the far eastern tropical Pacific and the Indian Ocean, while the second pattern is forced by SST anomalies in the tropical Pacific extending eastward from the dateline. This was confirmed by a series of model simulations that were forced with SST anomalies consisting of the first two SST,EOF patterns.

The signature of these zonal patterns is evident in the results of several previous studies. For example, Erickson (1983) found that above normal temperatures over the United States for the period 1948-80 are positively correlated with the zonally averaged 700mb height anomalies in tropical and subtropical latitudes during the previous seasons. Barnston (1994) found a link between 700mb height anomalies throughout the Northern Hemisphere lower latitudes (20°N-40°N), and warm season surface temperature over the United States for the period 1955-1991. Hoerling et al. (2000) found that the tropospheric height anomalies during 1998-2000 showed pronounced warming at all latitudes between 30-50 degrees latitude of both hemispheres. In fact, the 1999 annual mean average height anomalies (see their Figure 2) look remarkably like our height anomalies associated with SST EOF 2 (cf. bottom panel of Figure 9). Their results show that these patterns are not confined to the boreal summer season, though our results suggest that the predictability of the zonally-symmetric patterns is higher during the summer season.

We suggest further that the general tendency for dry or wet conditions in middle latitudes may be controlled by the zonally-symmetric patterns, particularly the second pattern (Figure 9, bottom panel) which has most of its variance in middle latitudes. For example, the global signature of the second pattern is clearly evident during the 1988 drought and 1993 floods in the United States. The controls on the extratropical precipitation by this SST anomaly pattern are, however, weak, so
that the strength and timing of specific drought and flood events must be influenced by other SST anomalies or by other factors. For example, the 1988 SST anomalies in the eastern tropical Pacific appear to have been important for shifting the ITCZ to the north and generating a wave response over North America that led to the U.S. drought conditions as suggested by Trenberth et al. (1988) and Trenberth and Branstator (1992). In our results, the first SST EOF forces a north-south shift in the Pacific ITCZ (see top panels of Fig. 13 and 14). While this pattern did contribute to the 1988 SST anomalies (see Fig.7), it does not appear to have much influence on the precipitation over the United States.

The other key factor in the forcing of drought and flood events is soil moisture. While we have not addressed this issue here, numerous studies have shown that soil moisture anomalies play an important role in the development and maintenance of drought and flood conditions (e.g. Namias 1991; Atlas et al. 1993; Beljaars et al. 1996); this appears to be especially true in continental regions, such as the United States Great Plains, which are transition zones between dry and wet climates (Koster et al. 2000).
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**List of Figures**

Figure 1: Top panels: The standard deviation of the signal in the seasonal forecasts of the 200mb height field ($s_x$ in text) for January-February-March (JFM, left panel), and June-July-August (JJA, right panel) computed for the period 1980-99. Units are meters. Lower panels: The variance of the signal divided by the total variance of the 200mb height ($T$ in text) for JFM (left panel) and JJA (right panel).

Figure 2: Top panels: Same as Fig.1, except for the standard deviation of the signal after removing the variance of the zonal mean ($se_x$ in text). Lower panels: Same as Figure 1, except for the variance of the signal (after removing the variance of the zonal mean) divided by the total variance ($T_e$ in text). Negative values are suppressed in the plots. See text for details.

Figure 3: Top panels: The standard deviation of the signal in the seasonal forecasts of the zonal mean height field ($sz_x$ in text) for January-February-March (JFM, left panel), and June-July-August (JJA, right panel) computed for the period 1980-99. Units are meters. Lower panels: The ratio of the signal to the total variance of the zonal mean height ($T_z$ in text) for JFM (left panel) and JJA (right panel).

Figure 4: The first two (of five) rotated empirical orthogonal functions (EOFs) of the zonal mean ensemble mean height field for June-July-August of 1980-99. Units are arbitrary.

Figure 5: The correlation between the ground temperature (sea surface temperature) and the first principal component (top panel) and second principal component (bottom panel) of the zonal mean height EOFs for June-July-August of 1980-99. Shading indicates significance at the 5% level.
Figure 6: The first two (of five) rotated empirical orthogonal functions (EOFs) of the June-July-August sea surface temperature (SST) for 1980-99. Units are arbitrary.

Figure 7: The principal component time series (June-July-August, 1980-99) associated with the first two SST EOFs shown in Figure 6. Units are arbitrary.

Figure 8: Results of regressing the ensemble mean zonal mean height field against the first two SST principal components (PCs) shown in Figure 7. The values plotted correspond to a positive two-standard deviation change in the SST PC predictors. Shading indicates the regression is significant at the 5\% level. Units are in meters.

Figure 9: Same as Figure 8, except for the ensemble mean 200mb height field.

Figure 10: Same as Figure 9, except for the 200mb height field from the NCEP/NCAR reanalysis.

Figure 11: The JJA height anomalies at 200mb for 1988 (upper panels) and 1993 (lower panels), using a base period climatology of 1980-99. The left panels show the results of the 9-member ensemble mean of the model simulations. The right panels show the results from the NCEP/NCAR reanalyses. Units are meters.

Figure 12: The JJA ensemble mean 200mb height response of the AGCM to specified SST anomalies consisting of the first EOF (top panel) and second EOF (bottom panel) patterns shown in Figure 6. The results shown are the differences of the responses to the two polarities of each SST EOF divided by two. See text for details. Shading indicates significance at the 5\% level. Units are meters.

Figure 13: Same as Figure 12, except for precipitation. Units are mm/day.
Figure 14: Same as Figure 10, except for observed precipitation from Xie-Arkin (1996). Units are mm/day. Shading indicates the regression is significant at the 10% level.
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