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Title of Investigation: “Obtaining reliable predictions of Terrestrial energy coupling from real-
time solar wind measurements”

The objective of this project was to use measurements from multiple satellites in the
“upstream” solar wind to determine how the temporal and spatial scales affect the ability to make
reliable predictions of the Earth’s “space weather” from measurements at the L1 orbit.

Following this, the next objective was to develop techniques to improve the timing of the
predictions, and then, determine how well the ionospheric parameters that are predicted by the
solar wind measurements compare to actual measurements.

The primary focus of this investigation was to be the measurements from the ACE
spacecraft, with secondary data obtained from Wind, IMP-8, and Geotail. Measurements from
all four spacecraft were used extensively in this project. To summarize the main findings, it was
found that the interplanctary magnetic field (IMF) measured with four different spacecraft in the
solar wind correlated to a surprisingly high degree, but only after making continuously variable
adjustments to the timing of the propagation delays between the satellites. These results could be
explained as due to variations in the orientation of the plane of constant phase. In other words,
the “phase fronts™ were tilted with respect to the propagation direction along the Sun-Earth line.
The implication for “space weather” predictions is that there is a very high confidence in that the
IMF that is measured at the L, orbit will be the same that later impacts the Earth’s
magnetosphere; the only question is exactly when, as the tilting of the phase fronts introduces
uncertainties in the timing of up to 30 to 40 minutes. More extensive details about these results
are contained in Appendix A, which contains the manuscript titled “Variable time delays in the
propagation of the interplanetary magnetic field.” This paper has been accepted for publication
in The Journal of Geophysical Research and currently is “in press’.

These findings had been accomplished with the use of measurements from four spacecraft
in the solar wind, and subsequently there was a need to be able to determine the orientation of the
tilted phase planes in near real time, using only the IMF measurements available from a single
spacecraft, such as ACE. It was found that this task could be accomplished with use of the
“minimum variance” technique, as described in Appendix B, titled “Predicting IMF propagation
delay times using the minimum variance technique.” This manuscript will be submitted for
publication to JGR very shortly.

There have also been good results in predicting jonospheric parameters from solar wind
measurements. Predictions using the ACE data in conjunction with the “Weimer 2001 electric
potential model had been shown at the 2000 Space Weather Week hosted by the NOAA Space
Environment Laboratory. The objective of this “prediction challenge” was to predict magnetic
variations measured on the ground. In the following year the challenge was given to predict ion

'"Weimer, D. R., An improved model of ionospheric electric potentials including substorm
perturbations and application to the GEM November 24, 1996 event, J. Geophys. Res., 106,
407, 2001.
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drift velocities, or electric fields, measured by the DMSP spacecraft. Again the model results
were good, often superior to those from supercomputer MHD simulations. Details about both
challenge results were given in earlier progress reports.

The calculations of magnetic perturbations in the first challenge had used the electric
potential model in combination with an ad hoc ionospheric conductivity model. This
conductivity model had been constructed by a statistical comparison of electric field predictions
and actual magnetometer measurements at the desired sites for several other days of the month,
and hence were valid only for those sites at that time of year. More recently it had been realized
that it would be possible to obtain predictions of magnetic perturbations on the ground by use of
a field-aligned current model that was constructed with magnetic Euler potentials’. This could be
done without the need for any ionospheric conductivity model, and yet obtain better results. The
use of this technique, in combination with the minimum variance calculation of IMF phase plane,
is demonstrated in Appendix B. While both the electric potential and field-aligned current
models were previously developed under other programs, the technique for practicable
application of these models to the prediction of geomagnetic effects with the ACE data were
developed under this contract. Continued work on this technique, including publication, will be
conducted within the context of a newer NASA contract through the Living With a Star program.

In summary, all of the stated project objectives were attained to a high degree of success.
The work on the tilted phase planes required a long-duration development of a considerable
amount of new and unique computer code, which precluded a large publication list from this
project. However, the final publications are expected to be regarded as important, milestone
works in the prediction of terrestrial space weather from the real-time solar wind and IMF
measurements.

>Weimer, D. R..Maps of field-aligned currents as a function of the interplanetary
magnetic field derived from Dynamics Explorer 2 data, J. Geophys. Res., 106, 12,889, 2001.
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Variable time delays in the propagation of the interplanetary

magnetic field

D. R. Weimer', D. M. Ober’, N. C. Maynard', W. J. Burke?, M. R. Collier’,

D. J. McComas®, N. F. Ness®, and C. W. Smith’

(To be published by the Journal of Geophysical Research)

Abstract. Simultancous measurements of the Interplanetary Magnetic Field (IMF) are obtained at
various locations with four spacecraft, ACE, Wind, IMP-8, and Geotail. We have devised a
technique whereby the exact propagation delay time between ACE , at the L1 orbit, and each of the

other three spacccraft can be derived f

rom these measurements. This propagation delay is

determined as a continuously varying function of time; when this measured delay is applied to all
three components of the IMF measured by ACE they will match the other satellites’ IMF to a degree
that is much better than expected. But the actual time delays can vary by nearly an hour in either
direction from the expected advection delays, and the lag times have significant changes that can
occur on a time scale of a few minutes. These results are interpreted as due to the effects of tilted
phase fronts which are changing orientation with time. We have used the delay measurements
between multiple satellites to calculate the three-dimensional orientation and temporal variations of
the phase front. The best-fit phase front planc usually lies within 4 R, or less from the four-point
measurements, indicating a lag resolution of a minute or less. Computer animations of the time-
varying phase fronts arc used to illustrate their behavior. Orientations can change on short time
scales. Our findings have implications for both basic research and “space weather” predictions.
These results give a high contidence that the same IME that is measured near L1 will most likely
impact the Earth’s magnetosphere, providing ample justification for use of spacecraft data in halo
orbit at L1 for monitoring the upstream solar wind prior to its interacting with the magnetosphere.
However, there is strong uncertainty in the timing of the arrival of the detailed IMF structures, and

these delays will need to be considered.

1. Introduction

Measurements of the interplanetary magnetic field (IMF) in
the solar wind upstream from the Earth are increasingly
critical for improving our understanding of solar-terrestrial
interactions and for operational space weather predictions.
The most practical position for upstrcam monitoring is at the
gravitationally stable first Lagrangian (L)) position, ~230 R
from Earth towards the Sun. Currently, NASA’s Advanced
Composition Explorer (ACE) satellite operates in a halo orbit
around L, ~35 R, from the Sun- Earth line. Interplanetary
paramcters measured near L, are acquired about an hour in
advance of terrestrial effects. While ACE measurements are
extremely useful, questions have been raised concerning the
degree to which measurements taken off-axis near L,
accurately represent the IMF that interacts with the Earth’s
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magnetosphere.  Previous investigations indicate that IMF
measurements taken at wide off-axis separations do not
always correlate very with those observed by satellites in the
near-Earth solar wind.

The ISEE 3 satellite was launched in August 1978 into a
wide halo orbit about L, to monitor approaching
interplanetary  structures  capable  of causing geospace
disturbances [Tsurutani and Baker. 1979} To predict
whether such  structures actually produce geomagnetic
disturbances requires knowledge of how plasmas and fields
passing L, correlate with near Earth values. The coherence of
interplanetary parameters with distance from Earth has been
studied with ISEE 3 near L,at solar maximum and with the
WIND satellite at various distances upstrcam near solar
minimum. Most studies have focused separately on (1) IMF
and (2) solar wind density/velocity structures. The main
results may be summarized as follows:

In the first type of study. correlations between IMF
structures observed upstream in the solar wind and near Earth
range from good to poor |Russell et al.. 1980]. Good
correlations are most frequently obtained if the IMF variability
is high. When the IMF variability is low, good correlations
are obtained if the distance perpendicular to the propagation
direction dJ_ < 20 R, [Crooker et al., 1982]. Russell et al.
[1980] suggested that the poorer correlations might reflect
effects of propagating hydromagnetic structures in the solar



Appendix A

wind or that the surface normals to planes separating magnetic
fields of different oricntation make large angles to the ecliptic.
By comparing the fraction of good IMF obtained with ISEE 3
and Wind near L, Collier et al. [1998] showed that coherence
degenerates significantly near solar minimum. Through a
probability analysis of observed advection times from L, to
Earth, they demonstrated that phase-plane tilting rather than
propagating magnetic structures were responsible for many
apparent low correlations. A recent analysis of IMF
measurements from the Wind, IMP 8, and Geotail spacecraft
suggests that phase planes have radii of curvature of ~100 R,
[Collier et al., 2001].

Ridley et al. [2000] used Wind and IMP-8 IMF
measurements o estimate the uncertainty in the timing of
propagation, using four different methods or assumptions to
calculate phase front planes and the resulting time delays.
They analyzed a number of individual events with sharp
transitions where they was an unambiguous determination of
the transition time between satellites, and found that the
average uncertainty is 7.5-8.5 min for oftf-axis distances of 30
R,. and at 100 R, the uncertainties are 17.5-25 min. Using
the total magnetic field vector to determine the front plane
gave the lowest average error.

Lyons et al. [1997] had used IMF observations from both
Wind and IMP-8 in conjunction with ground-based substorm
observations in order to demonstrate evidence for substorm
triggering. They found that “spatial structure in the plane
perpendicular to the Earth-Sun line critically affects whether
or not a trigger is observed for a particular IMF monitor; the
probability of sceing a trigger for the substorms in our study is
89% for monitors that are < 30 R, from the Earth-Sun line but
only 50% for monitors 30 to 56.7 R, trom te Earth-Sun line.”

In the second type of study, Solar wind fluxes, analyzed in
6 hr segments, showed good agreement between upstream and
near-Earth measurements independent of the X and Y
locations of the observing spacecraft [ Paularena et al., 1998).
Richardson et al. (1998} found that the best correlations
between solar wind speeds and densitics were obtained during
periods of high variability in the density. A change in the
correlation coefficients with X, separation suggests that the
solar wind evolved significantly across the 100 R, diameter of
ISEE 3's halo orbit about L,. When sampling intervals were
reduced to the 2 hr periods used in IMF studies, plasma
correlations deteriorated to values less than those found for
magnetic ficlds.  Richardson and Paularena [1998] used
three spacecraft to find the average east-west orientation of
plasma structures in the solar wind. Using an analysis of 6 hr
segments, they found that the average orientation of plasma
fronts is roughly halfway between perpendicular to the solar
wind and the Parker spiral direction. Coplan et al. {2001]
compared solar wind fluxes observed by the SOHO (near L)
and Wind spacecraft at large X, and Y g, scparations. The
database extended from solar minimum (1996) to maximum
(2000). Better corrclations were observed near solar
maximum. Again the concept of planar fronts proved useful
in organizing the mcasurements, with the average surface
normal in the quadrant of the Parker spiral.
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Richardson and Paularena [2001] also used multiple
spacecraft and compared correlations for both the plasma and
IMF. They found a very strong dependence of correlation on
spacecraft separation in the YZ plane.  Scale lengths
perpendicular to the flow, the distance over which the
correlation decreases by 0.1, were 45 R, for the IMF
components, 70 R, for plasma velocity and IMF magnitude,
and over 100 R, for density. Front orientations were similar
for both plasma and IMF features.

Using data from the Sakigake satellite at 0.8-1.0 AU,
Nakagawa et al. [1989] found periods lasting over 2 h that
they called “*planar magnetic structures.” (PMS) characterized
by variations in the magnetic field vector that were nearly
parallel to a fixed plane. The plane includes the spiral
direction but is inclined to the ecliptic plane from 30° to 85°.
Farrugia et al. [1990] report observations of PMS oriented at
a large angle, ~80°, to the Parker spiral, interpreted as
produced by draping about a high velocity, compressed
plasma cloud.

A complementary perspective on phase plane-propagation
emerged from the analysis of electric fields detected during
two rocket flights out of Svalbard in the midday magnetic
local time (MLT) sector [Mavnard et al., 2000, 2001a]. At
the times of the launches the Wind satellite was ncar GSM
coordinates (200, 10, 25) R,. IMF B, was northward during
the first and southward during the sccond flight. In both cases
B, was the dominant component. Electric field variations in
the ionosphere were compared with those in the interplanctary
electric field (IEF) E = V By, Sin® 8/2. Here V is the solar
wind speed, By, is the projection of the IMF onto the GSM Y-
Z plane, and @ is the clock angle of By, This representation
of the IEF provides the maximum rate of component merging
on the dayside magnetopause |Sonnerup, 19741, Varying
electric ficlds with similar waveforms were detected during
the rocket flights and at locations Wind and IMP 8 satellites.
In both instances the correlated signals were detected in the
jonosphere well before expected advection times from L, to
Earth. From the observed timing of IEF variations at Wind,
IMP 8 and the approximate merging sites on the dayside
magnetopause, Maynard et al. [2000; 2001b] estimated the
tilis of phase planes that required significant rotations with
respect 1o both the Yy and Zqy axes.

Results of these previous studics, the majority of which
have becen based on long-period average observations, have
implications for the accuracy of space-weather predictions
using monitors in L, halo orbits. To investigate the question
of accuracy in more detail. we had taken advantage of
simultaneous measurements of the IMF available from four
satellites, ACE, Wind, IMP-8. and Geotail. We had found that
IMF measurements from all four satellites agreed much better
than anticipated, when the advection lag was allowed to vary.
Significant and highly variable changes in the delay times
between the specific features observed at each satellite occur
on time scales of minutes. This paper reports our initial
findings concerning variable time delays.
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2. A New Technique for the Accurate
Determination of Time Delays

The importance of time delays is illustrated in Plate |
which shows IMF measurements taken by ACE and Wind on
January 21, 1999. Spacecraft locations are given in Table 1.
The black lines in the top three panels of Plate | show the
three GSE components of the IMF vector measured by ACE.
In this and subsequent graphs, lime lines on the horizontal
axis are referenced to the times of measurements at ACE. In
order to compare them with Wind measurements, it is
necessary to compensate for time delays in solar wind
propagation. The green line in the middie panel shows this
advection/convection  delay, calculated by dividing  the
separation distance along the GSE X axis by the X component
of the solar wind velocity. The velocity was measured by the
Solar Wind Electron, Proton, and Alpha Monitor (SWEPAM)
on ACE [McComas et al., 1998]. In this particular case the
computed convection delay is relatively stable, at ~60
minutes. The green lines in top three panels show a
superposition of the three components of the IMF vector
measured by Wind, employing this convection delay. For
example, at the 0800 UT position on the graph, IMF
measurements from ACE were obtained at 0800 UT. and the
IMF data from Wind were actually measured about an hour
later at ~0900 UT. With this lag, the data agree poorly, and
appear to have a negative correlation.  However. when the
Wind data are shifted in time by the proper lags they generally
agree very well with the ACE data stream. as shown in the
bottom three panels (although there are times where the match
is not pertect). The ACE IMF measurements are again shown
in black, and this time the Wind measurements are in blue.
The actual lag time used to obtain this match is shown in blue
in the middle panel. We refer to the lag that gives the best
match between the (wo sets of vector measurements as the
measured delay. The lag is not fixed. As seen in the graph it
varies, ranging from ~60 min at 0130 UT to almost 150 min
after 1300 UT. At this time it took the IMF 1.5 hr longer than
expected to propagate from ACE to Wind. Note that the
single variable lag usually brings the features of all three
components of the IMF into agreement.

Such large variability in advection delays seriously impact
our ability to understand magnetospheric interactions and
predict spacc weather.  We atiribute the difference between
the expected and actual advection delay times to planar IMF
phase fronts whose surface normals are tilted at some angle
with respect to the direction of the solar wind velocity vector.
The positions of ACE and Wind at the mid-point of this
interval, listed in Table 1, indicate that they had a larger
separation in the Yy, direction (~84 R,).which caused the
tilted phase plane to reach Wind at the late time. As noted
above, the concept of tilted phase planes is not new, [i.e.,
Collier et al., 1998: Maynard et al., 2000, 2001b; Coplan et
al., 2001], and Maynard et al. (2000, 2001b] found that the
planes are also tilted in the XZ plane when a significant By is
present. The fact that phase-front orientations and resulting
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lags varied continuously as functions of time was unexpected,
with significant changes occurring within a few minutes.
Variable time lags were not immediately obvious, and our
method for calculating delays evolved during the research
process. Our initial objective was to compare the IMF
measurements of four satellites. [t soon became apparent that
measurements from all four satellites appeared to agree very
well, with all significant features present, but only if the
timings were adjusted. The first attempt to calculate the
proper lags used fixed-width time intervals. of ~90 min,
calculating the best lag for cach interval. The resulting lag-
versus-time graphs had stair-step forms with discontinuities at
each step that seemed unnatural.

Rather than describe each step in our development, here we
only outline the final algorithm for calculating the time lags.
The process begins by dividing selected time intervals into
sections, adjusting the lag time in each section trom the
previous value, and repeating the process using smaller and
smaller divisions, while simultancously decreasing the
magnitude of the adjustments and improving the resolution.
The time period shown in Plate 1 is used for purpose of
illustration. Several steps in the sequence appear in Figure 1.
To start the sequence, the advection delay time for the entire
interval was used as the initial value of the measured delay
function. This value was assigned to each of the 16 s
resotution of ACE measurements of the IMF.

The initial interval was divided into 6 h segments, with the
last segment extended to the end if the interval was not an
even multiple of 6 h. An crror value was calculated for cach
segment as follows. The time line at ACE is used as a fixed
reference. The value of the delay function at cach step is
added to that time to obtain the delayed time at the target
satellite. This time is in the future if the delay is positive.
The ends of the segment may well be outside the range of the
6 h period under consideration.  An interpolation of all IMF
vector components that were measured at the target is used to
obtain the IMF at the delayed times, one vector for cach
measurement in the original time series at ACE. The error is
calculated by adding the square of the difference between
each of the three vector components, accumulating the sum
for every ACE data point in the segment.

For each segment a constant delay adjustment was found
such that, when added to the previous delay function in that
segment, the error between the IMF measured by ACE and the
target satellite was minimized. This best delay offset was
found by trying several possible values within an allowed
range of offsets. For the initial segment period of 6 h, the
tested offsets were in the range of -54 m to +54 m, or £15%
of the period. If the two best offsets were different by more
than a desired resolution of 4.5 m (1.25% of the period). then
several values between these best values were tried (this
procedure is similar to a binary search). In essence this
procedure finds the delay value that minimizes the least-
square error between the three-vector series. After the optimal
delay offset is found for a segment, the delay curve obtained
with this offset replaces the original estimate for the data
segment. The results after this first step are shown in Figure
la. The boundaries of the 6 h segments are shown on the
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illustration with the vertical lines. Discontinuities at the
boundaries were smoothed with boxcar averaging.

The same procedure was repeated with segments that are
7/13 times the original length, or approximately 0.5385 h,
with the results shown in Figure 1b. The range of offsets
tested was again +15% of the period, now £29.1 m, and the
resolution 2.42 m. The process was repeated a total of nine
times. The results of steps 3 to 7 are shown in Figures lc to
lg. After Figure 1d the segment boundaries are not shown for
clarity, and the last two steps are not illustrated since the
changes are not readily perceptible to the eye. The duration of
the final segment is 2.54 m. After the sixth step the delay
resolution is fixed at 8 s.

Some elements of this procedure were found by trial and
error. The amount of detail or structure in the resulting delay
function is sensitive to changes in the 15% factor. If it
increased above 20%, the resulting delay fluctuations
appeared unnatural. At one extreme, this routine can
incorrectly match up IMF features with lag times of hours if it
is not given reasonable constraints. On the other hand. if the
allowed lag adjustments are decreased then the algorithm is
not able to shift the delay time by a sufficient amount to
match IMF structures that are casily visible to the eye. The
original 6 h period was used so that the initial delay
adjustment is approximately one hour, as required for extreme
cases such as the one itlustrated. Originally, segment periods
were simply divided by two in cach step, which sometimes
resulted in unnatural features where boundary locations were
aligned on scquential steps.  The 7/13 factor insured that
boundaries in one step usually would not match up with
boundaries in other steps.

Several other details are worth noting.  Conventional
convolution techniques for determining lag times do not work,
first because they must match three-component vectors, and
second, lag times arc not fixed throughout the interval.
Additionally, the technique must work robustly when there are
gaps in the measurements, as shown below. In our method,
IMF values at the target satellite obtained by interpolation are
not used in computing the total square error if the times fall
within a gap in the original data. The average square crror is
actually used, dividing by the number of valid data points, to
compensate for missing data. I at some point the number of
invalid (within gaps) data points exceeds the number of valid
points in a segment, then the delay function within that
segment remains unchanged from its previous value. We do
not claim that this method is necessarily the only and best
algorithm for calculating the variable time delays, but it does
appear to function correctly most of the time. It is not
foolproof, as some adjustments in the parameters which might
help the algorithm better match obvious featurcs in some
cases might cause it to fail in other cases. by matching up
random noise fluctuations. The algorithm's performance is
weakest when the IMF is relatively constant with small
fluctuations.

3. Four-Satellite Comparisons
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Our delay calculation technique has been applied to cases
when solar wind/IMF measurements are available from the
ACE. Wind, IMP-8, and Geotail at the same time. The
sampling periods of the IMF data used here are 16.0, 3.0,
15.36. and 3.05 s from the four satellites, respectively. The 16
s data from ACE (Level 2) are available for nearly the entire
period since operations began in carly 1998. The algorithm
was initially developed using coarse, but readily available Key
Parameter, data from the other satellites, with sampling
periods of 61 to 92 s. Only recently have high-resolution (3 s)
IMF data from Wind become available to us, but only up to
the period through the end of July 1999. For the cases shown
here, higher resolution IMP-8 and Geotail data are likewise
used. The 3 s data are smoothed with a 5-box sliding average
before interpolation and comparison with the 16 s data due to
their higher Nyquist frequency.

The time lag calculations are shown next for two of our
four-satellite cases. Plates 2 - 4 show results from the first
case spanning the period 1200 to 2400 UT on April 29, 1999.
The format is identical to that of Plate 1. where the time axes
on cach of the three charts is referenced to IMF observations
at the ACE satellite, shown with the black lines. As in Plate
1. the middie plot shows both the convection and measured
delays, with green and blue lines, and the time-delayed target
IMF data are shown in the upper three and lower three panels
with superimposed green and blue lines. Breaks in the green
and bluc lines on these graphs, especially IMP-8 results,
indicate gaps in the original data.

The results for the delay times at Wind in Plate 2 are quite
different from those in Plate 1, as the measured and
convection delays are similar. The reason is clear from the
satellite positions indicated in Table 1. which show that Wind
and ACE are not widely separated in the Y g and Zgg. In
contrast, the IMP-8 (Plate 3) and Geotail (Plate 4) lags show
more significant differences between  the measured  and
advection delays.  IMF signals arrived at IMP-8 almost 20 m
ahead of schedule. As indicated in Table 1, IMP-8 is the
farthest from ACE in the combined Y-Z direction. If the lags
are due to tilted phase fronts, then the greater the separations
arc perpendicular to the Sun-Earth line, the greater the
discrepancy between the delays.

Plate 5 shows an example of IMF structure at high
resolution. Measurements from all four satellites are
superimposed for the 1 hr interval 2000 - 2100 UT, referenced
to ACE. and using measured lags for the other three. The
lines are colored to distinguish between the four, using black
for ACE. red for Wind, green for IMP-8, and blue for Geotail.
Note that there are 10 m between the major abscissa divisions
and only 2 m between the minor tick marks. There are small-
scale features of ~1 m or less that match at all four satellites
even though the Y separation distances exceed 50 R,. The
period near 2030 UT is particularly noteworthy. There are
matching structures that would not be fully resolved with
sampling periods >16 s or if delay calculation did not have a
similar accuracy. Such detail can be found in almost any time
period chosen, and it is useful to know that IMF variations on
a time scale of a minute are often coherent over Yy
separations of ~40 R,..
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The second case, spanning the period 1200 - 2400 UT on
June 25, 1999, is shown in Plates 6 - 8. There are larger
differences between the measured and convection delays with
all target satellites due to their varied Y-Z scparations, as
indicated in Table 1. Variations in lags of ~ 20 m are
common. and the sign of the actual delay with respeet to the
convection lag could change in minutes. Often time delays
measured between ACE and the other satellites have very
similar variations. As demonstrated in the next section there
are differences between them that depend on the relative
positions of the spacecraft and the orientations of the phase
front plane.

Phase Front Orientation in Three Dimensions

Two dimensional phase front oricntations were derived
from observed time lags by Collier er al. {1998, 2000].
Coplan et al. [2001] also used three satellites to derive phase
fronts in three dimensions, using lags of solar wind (plasma)
flux averaged over 2 and 6 h periods. Here we calculate
phase front orientations that vary on time scales of minutes,
using four satcllites. Normally three satellites are sufticient to
derive a plane. While any three points will always fit a plane,
this docs not ensure that the plane has physical significance.
Using four satellites provides a reality check for determining
how well refative lags at locations of the four satellites agree
with a planar structure.  The short answer is that they
generally fit very well.

The method used to determine orientations of phase fronts
proceeds as follows. As all measured lag times are referenced
10 the time linc at ACE, for cach of the three target satellites
the lag time from ACE is multiplicd by the solar wind velocity
measured at ACE at that instance. The resulting distances
tells how far the plane must move along the velocity vector to
get from ACE 1o cach satellite. Each of the three satellites is
then moved backwards along this vector to a “virtual”
position, starting from where they were located at the moment
when the IMF from ACE reaches them (the UT at ACE plus
the measured lag times). Al three components of the velocity
vector are used for this translation. The resulting four points
in space are then fit to a plane described by the equation

ax+bv+cer+d =0 . ()

The constants a, b, and ¢ are direction cosines that satisfy the
criteria

A+b+ =1 2

and d is the distance from the plane to the origin. The
direction cosines also describe a unit vector that is normal to
the plane. Equation (1) is solved for the four points for a least
square error fit that minimizes the distance of all points from
the solution plane, using the simplex method [Press et al..
1986].

We have developed a computer visualization program
which takes the results of time-delay calculations, carries out
the above plane-fitting calculations, and show a simple three-
dimensional view of how the phase plane is orientated at a

Page 7 of 35

given moment. Example results are contained in Plate 9,
where the top four panels show different views of the same
configuration at 1829 UT on April 29, 1999. Four spherical
points, tabeled A, W, [, and G, mark the relative locations of
the spacecraft after the translations described above. The
semi-transparent, gray surface represents the phase planc. It
has been clipped to the edges of the viewing region extending
from -50 to +90 R, in the X direction and from -50 to +50 R,
in the Y and Z dircctions. If there were no differences
between convection delays and the measured lag times from
ACE, the phase plane would be perpendicular to the X axis.

An additional complexity has been introduced to the
calculations described above to conform to our geocentric
bias. The position of ACE was shifted forward to an X
coordinate +40 R, upstream of the bow shock, and the virtual
positions of the other satellites were adjusted accordingly.
This way the Earth could be inserted into the picture (small
blue sphere) to serve as a reference point. The different views
in Plate 9, particularly where the plane is viewed from the
edge, show that all four satellite do indeed fit a common plane
very well. We find it difficult to make much sense of the time
delay variations without such images.

Time lapse amimations of this  threc-dimensional
visualization have been produced for the full duration of the
cases presented in Plates 2 - 4 and 6 - 8, and are provided as
an electronic supplement to this paper. Watching how phasce
planes change orientation with time provides valuable insight
on how well the four satellites fit a common plane, and how
they all move in a coordinated manner consistent with the
phase plane changes. Notable information is also gained by
watching how the IMF vector changes in relationship to the

measured  phase  plane  orientation. These  changing
orientations must be considered for understanding

magnetospheric interactions with the IMF. Plate 9 and the
animations include fixed-length arrows at the location of the
ACE satellite indicating the orientation of the IMF measured
by ACE. We note that the IMF vector often, but not always,
lies on or near the phasce plane. At abrupt changes in the IMF
direction the vector may lie within the phase plane both before
and after the change while the phase plane remains nearly the
same. This characteristic is illustrated in the bottom four
panels of Plate 9 which shows different views of the
configuration at 1839 UT., 10 m after the time considered in
the top panels. The IMF underwent a significant change in
direction, yet remained within the phase plane at nearly the
same orientation as before. Similar IMF transitions have been
examined at high resolution, and some are confirmed to be
tangential discontinuitics. Rotational discontinuities are also
present in the IMF [Turner and Siscoe, 1971].

Based on the tendency seen in the animations, that the IMF
vector lics in or near the phase front, it appcars that a
minimum-variance analysis {Sonnerup and Cahill, 1967;
Sonnerup and Scheible, 1998] should give an indication of the
phase front’s orientation. A minimum-variance analysis was
used by Farrugia et al. [1990} to deduce the orentation for
one event, and Ridley [2000] showed that it can be used to
reduce uncertainty in propagation times. We have had some
success using the minimum variance technique, with ACE
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data alone, to predict the phase front orientation angles that
are measured with our 4-satellite technique. The minimum
variance technique itself is prone to some uncertainty. and the
accuracy can depend on an arbitrary choices of how many
data points to use and the criteria for rejecting indeterminate
eigenvectors. Using the results of 4-satellite cases, where the
correct answers are known in advance, is essential to
optimizing the minimum variance parameters and gaining
confidence in the results. The details of these findings will be
reported in a separate paper.

Graphs of phase-planc orientations as a function of time
for both cases are shown in Figures 2 and 3. The three upper
panels show the angles of the planes with respect to the X, Y,
and Z axes, derived by taking the arcsine of the a, b, and ¢
parameters. The values of a and the X tilt are always positive.
A flat phase front with no time delay differences has the
direction cosine a=1. as the planc’s normal is aligned with the
X axis, and the plane itself is tilled 90 degrees from X. Both
Y and Z angles are zero in this case. Variations from these
values correspond to tilted plancs.  Substantial directional
changes are seen with time scales of the order of 10 min.
Figure 3 is more interesting as it corresponds to a case with
consistently larger time delay differences and hence large tilt
angles. The tilt in the Z direction can be substantial, over 60
degrees at times, as shown in Plate 9. From what we have
observed in this and other cascs, substantial tilts in the Z
direction are not uncommon, while the Y tilt tends to be more
moderate. In comparing Figure 3 with Plates 6 — 8. we note
that the Z tilt correlates inversely with the lag time to the
Geotail satellite, which was the tarthest away from ACE in the
7 direction, At the same time there is a similarity between the
Y tilt angle and the time delays to Wind and IMP-8.

Finally we turn our attention to the bottom panels in
Figures 2 and 3, labeled RMS Error, R,.. This graph shows the
square root of the mean squared distance from each satellite to
the best-fit plane, the value minimized in the fitting
procedure. It measures how well the positions of the four
satellites, after lag translations. fit onto a common plane.
Often this error is near zero, indicating a perfect fit. Even
with degraded fits, the RMS error is rarely >4 R,. the
approximate distance that the solar wind travels in about on¢
minute.  For visual reference, the spheres in Plate 9
representing the satellites are 4 R, in diameter. To obtain
these kind of results it is necessary to have the time lags
measured to a resolution much better than 1 minute, as we
have done here. To verify that the good planar fits are not
accidental, we have added random noise to the measured
delay values, on the order to 2 to 4 minutes, with the result
that good planar fits are destroyed and the angle and error
graphs become very noisy. We can also see in Figure 2 that
the error increases at ~1400 UT, the same time where gaps
appear in the IMP-8 and/or Geotail IMF measurements. Much
of the RMS error depicted on these graphs may also be due to
wavy or spherical deformations in the phase fronts, as
discussed by Collier et al. [2000].

The error calculations verify that lower errors are obtained
if both the Y and Z components of the solar wind velocity,
rather than X alone, are included in the satellite position
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translations.  Fluctuations in the velocity vector cause the
satellite positions in the animations to shift back and forth
slightly in the Y and Z directions, and the positions of the
satellites in Plate 9 therefore do not match the exact locations
given in Table 1. With the translation of ACE to X =40 R,
its position is aftected by the off-axis velocity tluctuations
much more than the other three. The planar fit errors also
indicate that better fits are obtained when the aberration of the
solar wind. due to the Earth’s orbital motion. is included in
the Y component of the velacity vector. The aberration
component is included in the results shown here, and it causes
the virtual position of ACE to be shifted by about 15 R,.

In Russell et al. [2000] it was asserted that there may be a
time tagging offset crror of about 70 s in the IMP § data,
which has led to some concerns within the community. If
such an offset existed, then the position of IMP & in our
results would have heen consistently shifted about 5 R, in one
direction. While we have not specifically scarched for an
error in the IMP 8 timings, such an offset is not seen in our
three-dimensional animations, and the errors in the planar fits
would have been larger.

4. Discussion and Summary

We have demonstrated that the propagation time of the
IMF from an upstream monitor at L, may have significant and
highly differences from the lag times that are calculated by
using a simple propagation in the GSE X direction at the solar
wind velocity. We have demonstrated a method to measure
the actual propagation delay time from ACE to other satellites
in the solar wind. A high temporal precision is obtained,
which could not otherwise be achieved by conventional
convolution techniques. This method has been used with four
satellites to show that the results are consistent with nearly
planar, tilted phase fronts, where the tilt angles vary on time
scales of minutes.

The primary objective of this paper is to present these
concepts and establish familiarity to them within the
community. Additional, more detailed work can then follow,
such as using a number of other four-satellite cases o better
understand how often the phase planes are tilted and to what
degrec. Further study should concentrate on how well the
IMF correlates from one satellite to another as off-axis
separation increases, also as a function of scale size. ACE
and Wind data alone are suitable for this study. but require
applications of the technique presented here.

The impression gained from this work suggests that, with
proper time-delay adjustments, the IMF correlations between
different observation points are much better than expected.
Thus, the probability is very high that the IMF measured at L,
will impact the Earth’s magnetopausc.  The important
question concerns exactly when. Several implications follow
from these findings. The first concerns the response time of
the magnetosphere and ionosphere to IMF variations. Ridlev
et al. [1998] estimated that the delay time for ionospheric
convection to begin reconfiguring after an IMF change
impacts the magnetopause is ~8 minutes. It then takes about
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12 more minutes to fully alter the convection pattern.
Maynard et al. [2001a} showed that the 8 min reconfiguration
delay was largely spent reversing the polarity of the cusp-
mantle system of field-aligned currents. We note that the
uncertainties in measurements reported by Ridley et al. 11998]
were nearly as large as the average values. If the uncertainties
reflect unknown planar tilts, using the techniques described
here would likely reduce response-time variability
considerably. Additionally, Mavaard et al. [2001b] showed
that tilted phase fronts impact the northern and southern
merging regions of the magnetosphere at different times. As a
result, different regions of the ionosphere in the same
hemisphere may exhibit different lag times. With our more
advanced phase front calculation tools it will be possible to
make further progress in this subject.

Another area of impacted research concerns the timing of
external substorm triggers. Lyons et al. [1997] and others
argue that magnetospheric substorms are triggered by
northward turnings of the IMF.  This hypothesis has been
often disputed on the basis of ancedotal cases where the
timings between IMF variations and substorm onscts were not
consistent. Results presented here shed a new light on the
subject. Presumed trigger events may arrive at the
magnetosphere much earlier or later than what was expected.
Rigorous application of the technique described here can be
used to help either definitively confirm or nullify the
northward-turning hypothesis.

How to interpret or make sense of the variable tilts is a
matter of conjecture. To begin with, the planar phase fronts
are certainly approximations to large-scale, curved or
undulating structures in the IMF. The orientation of the local
surface normal changes as the curved surfaces move by.
What we observe has similarities to the planar magnetic
structures described by Nakagawa et al. [1989]. but on a
much smaller spatial and temporal scale. Nakagawa et al.
[1989] interpreted their PMS events “as tongues of field lines
or magnetic islands newly extended from the Sun or produced
in interplanctary space.” It is possible that the structures
originating at the surface of the Sun to which Nakagawa et al.
attributed the PMS produce magnetic ficld line structures near
1 AU at a multitude of scales.

Our findings have obvious implications for basic space-
weather predictions. There had been some doubts about the
reliability of IMF measurements at L, halo orbits for
predicting effects at the Earth. Our findings strengthen
confidence in our ability to predict geospace environments
based on upstream measurements. There remains however a
scrious problem with this capability, in that there is an
uncertainty in the timing of events. Times when an L,
monitor is offset from the Earth-Sun line in the Z direction
likely introduce worse timing errors than offsets in the Y
direction: this conclusion is based on the three-dimensional
phase plane pictures and the delay times from ACE to the
other satellites when the targets were offset from ACE in the
7 direction. Obviously, the multiple satellite time lag
technique that is used in this paper cannot now be used for
making predictions, as presently there is only one satellite
transmitting solar wind data in real time. It would be ideal if
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the phase front orientation could be determined using real-
time data from a single spacecraft in an L, orbit, or egven
closer to the Sun. As mentioned above, we have made some
progress along these lines with the minimum-variance
technique, to be the subject of a separate paper. We suggest
here that the ideal solution would be to place three monitors at
L,, spaced 120° apart in their halo orbit so that tilts in the
phase fronts can be determined. ACE is a rescarch satellite,
yet by its current use within NOAA and DoD forecast centers,
it has demonstrated the need for operational weather satellites
at L,, and having three would also climinate vulnerability o a
single-point failure.
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Electronic Supplements.  There are two clectronic
supplements to this paper, consisting of computer animations.
These animations show three-dimensional views of the IMF
phase plane orientation as a function of time, for the duration
of the entire intervals shown for the cases on April 29, 1999
and June 15, 1999. The format is the same as the pictures in
Plate 9. Also shown are black lines drawn from each satellite
to the nearest point on the best-fit phase plane, an indication
of how well the four points lic on a common plane. For
reference the animations also include on the right side a
vertical graph of the IMF B, (green) and B, (red) measured at
ACE, with a sliding blue bar that indicates the current time.
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Figure 1. Examplc of the measured time delay as it evolves through the first seven steps of the calculation. The IMF data for
this same interval are in Plate 1. The delay function is initialized with the advection value. In the first step (a) the entire interval
is divided into 6 h segments, marked with the vertical lines, and the best delay offset from initial value is determined in each
segment. The process is repeated, with the segment duration multiplied by 7/13 at each subsequent step while also increasing
the resolution of the delay offset in each step. For clarity the segment boundaries are not shown after the first four steps.
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Plate 5. High-resolution graph of the IMF measured with all four satellites for a one hour interval on April 29, 1999. The data have
been shifted according to the “measured” time delays, and are plotted on the same time scale as the ACE data, which are not shifted.
The black, red, green, and blue lines show the data from ACE, Wind, IMP-8, and Geotail respectively.
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Plate 9. Three-dimensional views of the IMF phase plane orientation at two moments in time on April 29, 1999. The top four
pictures show the phase plane from different viewpoints at 1829 UT, and the bottom four pictures show the same views 10 min later,
at 1839 UT. The four colored spheres show the “virtual” locations of the four satellites, with the ACE satellite shifted forward up
to X=40 R, and the others shifted according to the measured delay times and solar wind velocity, compensated for the ACE shift.
All shifts are along the velocity vector, measured at ACE. The spheres are labeled with the first initial of each satellite. These spheres
are drawn with a diameter of 4 R,. For reference, a blue sphere representing the Earth is shown at the origin. The arrow at the ACE
location has a fixed length and points in the direction of the IMF vector measured at ACE. The phase plane orientation remains nearly

the same while the vector reverses direction.
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Predicting IMF propagation delay times using the minimum

variance technique

D. R. Weimer', D. M. Ober', N. C. Maynard', M. R. Collier’, D. J. McComas’, N. F.

Ness*, C. W. Smith*, and J. Watermann®

(To be submitted to the Journal of Geophysical Research)

Abstract. Recently it has been shown that the propagation time of the interplanetary magnetic field
(IMF) trom the ACE satellite at L, to three other satellites may be significantly difterent from what
would be expected by using a flat plane propagation at the solar wind velocity. The time differences

can be accounted for by tilted phase planes in the IMF, w

here the angle of tilt varies on a time scale

of minutes. A consequence of these tilted phase planes is that predictions of the effects of the IMF at
the Earth, on the basis of the L, IMF measurements, will suffer from reduced accuracy in the timing
of events. Since the multiple satellite technigque cannot be used with real-time data from a lone
satellite at L,, then an alternative method is required to derive the phase front angles, which can then
be used for more accurate space weather predictions. In this paper we show that the minimum
variance analysis technique can be used to adequately determine the variable tilt of the plane of
propagation. The number of points that is required to compute the variance matrix has been found to
be much higher than expected, corresponding to a time period on the order of 30 to 40 minutes. The
optimal parameters for the minimum variance analysis (MVA) were determined by a comparison
with the results from the multiple-satellite time delay method. With use of the optimized parameters
it is shown that the MVA method, using the ACE data alone, performs reasonably well for predicting
the actual time lags in the propagation between ACE and other spacecraft, as well as to the Earth.
Application of this technique can correct for timing errors, on the order of 30 minutes or more, n

predictions of geomagnetic effects on the ground.

1. Introduction

Recently it has been shown that the planes of constant
phase in the interplanetary magnetic field (IMF) are usually
tilted at an angle with respect to the solar wind propagation
direction. and that the tilt angle may often have significant
variations on a time scale of a few minutes [Weimer et al.,
2002]. As a consequence of these changing tilt angles, the
IMF that is measured by a spacecraft at one position in the
solar wind will often arrive at another location with a
propagation delay time that is carlier or later than that which
would be calculated by assuming that all variations of the IMF
are in a plane perpendicular to the Earth-sun line. The
differences in the delay times were demonstrated by a
comparison of the IMF measured by four different satellites,
ACE. Wind, IMP-8, and Geotail, and a technique was
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developed where the differences in the timing between
satellites could be used to calculate the actual orientation of
the IMF phase front as a function of time. Another
consequence of significance is that measurements of the IMF
at the so-called first Lagrangian (L,) position (~230 R, from
the Earth towards the Sun) are used extensively for research
into the effects of the IMF on the near-Earth space
environment, and for predicting these effects. These “space
weather” predictions rely on the approximately one-hour
propagation delay time, at the solar wind velocity, between the
measurement at L1 (with essentially no delay in radio
transmission) and the arrival of the same IMF at the Earth’s
magnetosphere.  Due to the tilting of the phase planes. the
timing of the IMF impact for both research and predictive
applications will not be accurate unless the tilt is taken into
consideration. This leads to a dilemma, as the technique of
using multiple satellites  can only be done at rare
“conjunctions.” and never in real time. Thus a technique is
required for determining the orientation of the tilt angle using
only the measurements from one satellite.

We have found that the “minimum variance analysis™
technique [Sonnerup and Scheible, 1998] can be used to
obtain a good estimate for the tilt angle of the phase plane.
This technique had originally been devised for an analysis of
data from satellite passes through the magnetopause boundary
[Sonnerup and Cahill, 1967]. The technique had also been
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used by Farrugia et al. {1990] for one event to deduce the
orientation of the phase front in the IMF.  Ridley [2000]
showed that the minimum variance method could be used to
reduce uncertainty in propagation limes of distinct
discontinuity events, and that it worked better than other,
simpler methods such as flat plane propagation or using the
orientation of the Parker spiral. Surprisingly. Horburv et al.
[2001] had found that for tangential discontinuitics the
minimum variance technique had a very poor performance,
and that better results were obtained with a cross-product of
the magnetic field vectors on both sides of the discontinuity.
Horbury et al. [2001] had used 60 s of IMF data on both sides
of the discontinuities for their minimum variance calculations;
it will be shown later that this number may have some
influence on their results.

The purpose of this paper is to show the results of our
investigation into using minimum variance in order (o be able
1o improve upon the accuracy of the IMF propagation time
delay. One very important criteria is that it is desired to have a
method that could be as a matter of routine at all times, rather
than usable only with distinct tangential discontinuity events.

2. The Minimum Variance Technique

To quote from Soanerup and Scheible [1998], “the main
purpose of minimum or maximum variance analysis (MVA) is
to find, from single-spacecraft data. an estimator for the
direction normal to a one-dimensional or approximately one-
dimensional current layer, wave front, or other transition layer
in a plasma.” Without dwelling on the theory of the
technique, which can be found in the references, it is useful to
give a summation of the basic equations, With the elements of
a symmetric, 3 by 3 “magnetic variance matrix” defined as

mp =(B.B,)—(B,)(B,) . (13)

the fundamental MV A equation can be written in matrix form
as

3

ZMEV n\,:7u1u (13)

v=l
“The allowed values of A are the eigenvalues A, A, A, of My,

. and the corresponding cigenvectors, x,, x,, and x,. are

orthogonal. The three eigenvectors represent the directions of
maximum, intermediate, and minimum variation of the field
components along cach vector” [Sonnerup and Scheible,
1998].  The eigenvector that corresponds to the smallest
eigenvalue is in the direction of minimum variance and normal
to the plane that contains the maximum variance, which is
assumed to be the plane of the IMF phase front. Often the
ratio of the intermediate to minimum eigenvalues is used as an
indicator of the guality of the result. If they are approximately
equal, so that this ratio is near unity, then the solution is said
to be degenerate.

The MVA is prone to some uncertainty, and the accuracy
can depend on arbitrary choices of both how many data points
1o use in computing the variance matrix and the criteria for
rejecting degenerate cases. No definitive numbers are given in
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the references, although ratios in the range of 5 to 10 are often
used as the requirement for a good, non-degenerate solution.
However, by using the technique of the time delays measured
between four different satellites [Weimer et al.. 2002], the
correct results for the MVA are known, and comparisons of
the two methods can be used to test how well the MVA
technique works and how to optimize the parameters.

These comparison tests have been done for several of the
four-satellite cases, where the minimum variance vectors are
compared with the phase plane normal vectors determined by
the multiple time delays. The IMF measured at ACE was used
for the MVA calculations, since the major focus of this
investigation has been to evaluate the reliability of the L, data
for making predictions, and to develop techniques for
improving these predictions. [nitially it had been assumed
that the MVA should be applied to data spanning just a
minute or two of time, which may very well be the case for
the magnetopause crossings for which this technique had been
developed. But at first the MVA technique did not seem to
work satistactory. Then it was discovered that if the number
of data points used to construct the magnetic variance matrix
is greatly increased, then it does do quite well.  For use with
the typical IMF it was found that the number of data points
that worked the best covered a time span on the order of 30 to
40 minutes.  For example, using our highest resolution ACE
IMF data, which are sampled at a cadence of 16 s, then the
number that worked well was in the range of 115 to 130
sample points, corresponding to time spans of roughly 30 to
35 min. As the real-time data from ACE that are posted by
the NOAA Space Environment Laboratory (SEL) are given at
1 min intervals, then the comparisons were also tried with
similar data, using a 4-sample moving box average to
resample the 16 s measurements at 64 s intervals. Now the
number of data points required for the variance matrix was
reduced to the range of 30 to 40, but the total time span comes
out the same, if not a little longer. There are no precise
numbers, as there were variations between the different cases
on what worked the best.

Examples of two of these comparisons are shown in
Figures | and 2, where the three stacked plots show the
orientation of the phase plane normal vector (or minimum
variance direction) as a function of time. What are plotted are
the inverse sines, in degrees, of the normalized vectors’ x, y,
and z components in GSE coordinates. As the normal vectors
that are calculated by either method have arbitrary signs, then
each vector was multiplied by -1 if the x component were
negative. Where the phase plane is not tilted at all, ie.
perpendicular to the Earth-Sun line and lying within the Y-Z
plane, then the “X tilt” on the graph is 90 degrees and both the
Y and Z tilt angles are zero. Alternatively, if the *Y tlt”
increases in the positive direction, then it means that the
normal vector is moving from the +X direction toward the +Y
axis, and vice versa. The light grey lines on the two figures
show the results using the multi-spacecraft time delay
technique, with points computed at two minute intervals. The
thicker black lines show the results from the MV A technique,
in both cases using 30 points at the 64 s sample rate. The
MVA computations would start with the first 30 points from
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the time period, compute the variance matrix from these 30
points, and then test the matrix eigenvalues for degeneracy. 1f
the intermediate/minimum eigenvalue ratio is greater than 2.5,
then that minimum variance eigenvector is used for the phase
plane normal direction: if the ratio failed this test then the
previous “good” vector is used, up until a new one is found
(hence the straight lines in some sections). Another criteria
used to reject the “bad™ orientations is that the normal should
not be tilted more than 75 degrees from the X direction. The
use of a “limiting angle” follows from Ridley (2000}, who had
used a 45 degree limit. The times of cach MVA computation
are at the center of each 30 point group. The computation
steps forward in time by adding one new datum to the variance
calculation and dropping the oldest onc.

The ratio of 2.5 was also determined by the comparisons
with the multiple-satellite results. If too high of a number is
chosen for the minimum ratio, then a larger number of *“good”
points are eliminated as well as the indeterminate vectors, and
the overall temporal resolution is reduced. If too low, then
spurious spikes from the indeterminate results appear in the tilt
angle plots. The optimal parameters for the MVA were
derived by computing the dot product of the minimum
variance vector with the normal vector that is obtained from
the time delay method at the same time. This dot product is
unity where there is perfect agreement, This dot product is
computed for every MVA measurement within several events,
The average of all dot products gives a figure of merit for each
paired combination of the number points used and the
minimum eigenvalue ratio. Figure 3 shows this figure of merit
test score as a function of both the number of points used and
the minimum cigenvalue ratio, cvaluated on a two-dimensional
grid. The MVA parameters arc shown on the horizontal axes,
and the score is shown as both a flat contour map and a
vertical surface representation.  The optimal combination is
found where the figure of merit peaks, as indicated with the
cross mark on the contour plot.

Although the vertical scale on this graph is exaggerated, it
shows that the quality of the results starts to drop sharply as
the number of data points that are used goes below 20 samples
(at 64 s cach). With 30 points there is a tendency for the score
to drop as the minimum ratio is increased above 2.5.
However, when few points are used the score increases as the
ratio increases. so that a selection ratio in the range of 5 to 10
or more is not unreasonable, in agreement with the previously
known guidelines.

Returning to Figures | and 2, it is seen that the results that
are obtained by the two different methods, while not in perfect
agreement, do match to a surprisingly high degree.  The
overlaid tilt angle graphs show that the same general trends in
are present; the results from the MVA resemble a low-pass
filtered version of the time delay results. There are also some
sharp transitions that are present in the results from both
methods at the same time. These results can be taken as a
confirmation that the minimum variance method, when used
with these parameters, does give a reasonably accurate
measurement of the IMF phase plane tilt angle as a function of
time. Conversely, the MVA results can be construed as a
validation of the technique that is used to construct the time

Page 25 of 35

delays between satellites, and the subsequent interpretation of
these variable delays as due to the tilting of phase front
planes. In other words, comparable results are obtained from
two entirely different techniques.

3. Further Validation Tests

Additional tests have been done to determine how well the
MVA technique does at actually predicting propagation delay
fimes, putting into practice the results from the prior section.
One example is shown in Plate [, which shows a comparison
of the IMF that is measured by both ACE and Wind, for the
same time period as was shown in Figure 2. The format of
this graph is nearly the same as those that were presented by
[Weimer et al., 2002]. The upper three plots show the three
components of the IMF measured by ACE in black on the
original time line of these measurements at the ACE location.
The green lines in these plots show a superposition of the
same measurements at Wind, shifted backward in time to the
ACE times according to the solar wind velocity and separation
distance. and assuming a flat, non-tilted propagation. The
green line in the middle plot shows the amount of this time
shift, the solar wind “advection time delay,” as a function of
Universal Time. At the start of this time interval ACE was at
coordinates  (236.6, 38.8, -1.6) R GSE and Wind was at
(208.5, -22.6. -0.7). As the separation between the two
spacecraft in the X distance was small, the expected time
delay is only a few minutes, yet there are places where the
features in the green lines are obvious shifted in time ahead of
the ACE results by up to 20 min. Due to the effects of the
tilted phase plancs, certain transitions in the IMF actually
reached Wind before ACE, cven though Wind was farther
“downwind.”

After computing the minimum variance dircctions as a
tunction of time, using the ACE IMF measurements alone
through the application of the procedure described above, the
“predicted” propagation delay time from ACE to Wind is
computed with the formula:

Ar= a- (P, —P/f Vg (13)
given the vector positions of Wind and ACE, the solar wind
velocity vector, and the minimum variance cigenvector (the
phase plane’s normal direction), . The blue line in the
middle graph shows this propagation delay. and the blue lines
in the botiom three panels show the Wind IMF measurements
shifted in time accordingly. overlaid on the same reference
ACE measurements in black. The MVA technique performed
reasonably well at predicting the actual lag times, as
transition features in the IMF that did not line up before now
come together quite nicely. For purpose of comparison, the
red line in the middle graph shows the time delay that
achieved the greatest match between the IMF measurements.
using the technique described in detail by Weimer et al.
[2002]. Because these spacecraft are scparated by 61.4 R, in
the Y direction, and almost none in the Z direction, these time
delays follow the Y tilt angle shown in Figure 2. Similar
results were obtained with other cases, including the example
case shown in the prior publication from January 21, 1999
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where the time lags were well over an hour greater than
expected due to a very wide separation between ACE and
Wind.

Next it seems prudent to ask whether or not the tilted phase
planes can have any significant influence on space weather
predictions, since ACE’s separation from the Earth-Sun line,
about 40 R, is not as great as from Wind in the extreme
example cases. The answer is found by performing the MVA
and delay calculations with the ACE data for a number of
different days. The result is that while the differences in the
delay times are not as great, and often the difference between
the normal and tilted propagation times is negligible, it is still
not uncommon for there to be differences on the order of 30 to
40 minutes.  An example is shown in Figure 4. where the
bottom three panels show the predicted tilt angles in the same
format as in the previous figures. An additional panel on top
shows the computed time delays from ACE to Earth using
both the MVA technique with the heavy black line and the flat
plane calculation as the lighter gray line. For this calculation
the position of Wind in (3) was replaced by a “target” point on
the Earth’s magnetopause near the Northern cusp, at (8, 0, 4)
R,.

This case in Figure 4 from June 6, 2001 is one of several
found in an examination of very recent ACE data during
Northern summer months where there was both a significant
difference between the two delay caleulations and a distinct
transition feature in the IMF which would be detectable by the
response of high-latitude magnetometers on the ground. The
objective was to test the MVA technique with an actual “space
weather” prediction without using any other IMF data from a
second spacecraft.  In Figure 5 are shown the Y and Z
components of the IMF, from 10 to 14 UT, as a function of the
predicted times of impact on the magnetopause. The light gray
lines show the result using the non-tilted delay calculation and
the heavy black lines use the MVA results.  There is an
approximately 30 min time difference in the arrival of the
transition where the Y component goes briefly positive, while
the Z component swings from positive to negative, back to
positive, and again to negative. As the MVA time delays are
not constant, some features of the IMF are not just shifted in
time but have their temporal profile altered as well.

In Figure 6 are shown both the northern and vertical
components of the magnetic perturbations measured from four
northern stations in the “Greenland Chain” that is maintained
by the Danish Meteorological Institute.  The corrected
geomagnetic latitudes of these stations are in the range of 76.8
to 83.5 degrees. The actual magnetometer data are shown as
the light gray lines, the same in both rows. As it is not
obvious what the cffects should be from the IMF shown in
Figure S, in order to facilitate a comparison these data have
been passed through a model which can predict magnetic
perturbations solely on the basis of the IMF, solar wind
velocity, and the dipole tilt angle (which includes the scasonal
effects). The heavy black lines in Figure 6 show the model
perturbations, with the bottom row using the IMF from the flat
plane propagation and the top row using the tilted phase fronts
from the MVA technique. It is evident that the timing of the
comparison is very good in the top row, with the MVA
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technique, while in the bottom row the predicted effects of the
IMF occur about a half-hour before they are actually seen.

The prediction of these geomagnetic effects were derived
from an interim version of the empirical field-aligned current
mode] described by Weimer [2001]. The exact details of how
the geomagnetic prediction is accomplished with this
particular model is beyond the scope of this paper and will be
described in more detail in a future publication. Suffice it to
say, the technique is akin to the reverse of the well-known
magnetometer inversion process to derive the field-aligned
currents [Richmond, 1992). The exact values of this model
are not as important as the timing of the characteristic
signature that is associated with this particular flip in the IMF.

Thus the tilting of the phase planes is demonstrated to have
a measurable influence on the propagation of the IMF from
their measurement at the L, location to the Earth, and it would
be advantageous to always use an MVA calculation when
these time delays are required, for both research purposes and
actual forecast predictions.  Although the technique is not
100% accurate and foolproof, the overall results should be
more accurate than not doing any correction at all for the tilted
propagation.

There is one other minor point worth mentioning. All three
components of the solar wind velocity are used in (3) for
calculating the proper delay time. Even though the X
component is by far the most important, the other two
components were found in to previous study to have subtle
contributions as well. 1t is also worth repeating that the
spacecraft at the L, orbit share with the Earth an orbital
motion around the Sun, and this creates an aberrated
component to the solar wind velocity in the +Y direction that
is seen in the spacecraft velocity measurements.  This
aberration is routinely removed in the processing of these
velocity measurements, so that the data are transformed to the
reference frame of the Sun. When these data are given in
GSE coordinates, the angular rotation to this coordinate
system is done without the translation of the velocities to the
Earth-centered  reference  frame. For the purpose of
calculating the delay times in three dimensions the aberration
needs to be put back in, which amounts to adding 29.8 km/s to
the Y component. Over the course of an hour this correction
changes the Y position by about 17 R, or almost half the
radius of the ACE libration orbit around L,. In the case of the
real time data from ACE, currently only the X component of
the velocity is supplied, so that the Y component should be
given an assumed value of 29.8 km/s rather than zero.

4. Discussion and Summary

Previously it had been found that the propagation time of
the IMF from an upstream monitor at L, to other satellites may
be significantly different from what would be expected by
using a simple, flat plane propagation in the GSE X direction
at the solar wind velocity. The differences can be accounted
for by tilted phase planes in the IMF, where the angle of tilt
varies on a time scale of minutes. A consequence of these
tilted phase planes is that predictions of the effects of the IMF
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at the Earth on the basis of the L, measurements may suffer
from reduced accuracy in the timing of events. A technique
for measuring the actual delay times between multiple
satellites was used to determine the angle of tilt and how it
varies with time. As this technique can not be used with real-
time data from a single satellite at L,, then an alternative
method is required to derive the phase front angles for more
accurate space weather predictions.

In this paper we have demonstrated that the minimum
variance analysis technique can be used to adequately
determine the variable tilt of the plane of propagation. The
number of points that is required to compute the variance
matrix had been found to be much higher than expected,
corresponding to a time period on the order of 30 to 40
minutes. This number most likely is related to a characteristic
scale size of the solar wind IMF, and it is not expected to be
valid for other applications of the minimum variance
technique.

The optimal parameters for the MVA were determined by a
comparison with the results from the time delay method, in
several cases having multiple-spacecratt IMF measurements.
With use of the optimized parameters it has been shown that
the MVA method, using the ACE data alone, performs
reasonably well for predicting the actual time lags in the
propagation between ACE and other spacecraft as well as to
the Earth. I has been shown that this technigque can correct
for timing errors, on the order of 30 minutes, in predictions of
geomagnetic effects on the ground. We note that, in addition
to use with empirical models, this technique should also be
usable for improving the performance of MHD simulations,
although it is recognized that there is considerable complexity
involved in implementing a variable-tilt IMF phase front in
such models. Perhaps cven the empirical models could be
made more sophisticated in order 10 mimic the recent findings
by Mavnard et al. [2001] that the tilted phase planes will
interact with the northern and southern hemisphere merging
regions at different times, and 1he effects in one hemisphere
are later seen in the other. 1t would first be required to know
the tilt angles, which the MVA provides, but currently it is not
known how to incorporate the “double source” effects in an
empirical model.

For an analysis of cvents which are clearly tangential
discontinuities, the cross-product method described by
Horbury et al. [2001] may very well be more suitable. But for
more general use, where the tilt angles are required at all
times. the MVA technigue can be used to advantage for more
accurate timing of IMF propagation and the subsequent
predictions.
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IMF Plane Angle from Minimum Variance and Time Delays
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Figure 1. Computed IMF tilt angles as a function of time on October 21, 1998, The lighter gray lines show the
results from using the propagation time delays between four satellites, and the dark black lines are the results obtained
with the minimum variance method. The graphs show the angle between the tit plane’s normal vector and the three
GSE coordinate axes.
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IMF Plane Angle from Minimum Variance and Time Delays
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Figure 2. Computed IMF tilt angles as a function of time on July 2, 1999. The format is the same as in Figure 1.
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Jest Score

Figure 3. Performance test score of the minimum variance technique as a function of both the number of points used
and the eigenvalue ratio cutoff. These scores were obtained by a comparison of the minimum variance results with
those from the four-satellite time delay technique. The score is the average dot product from every measurement
within four days. Using IMF data from 64 s samples, the best results were found with 30 data points and using 2.5
as the minimum requirement for the eigenvalue ratio.
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IMF Plane Angle from Minimum Variance
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Figure 4. Computed IMF tilt angles as a function of time on June 6, 2001. The format is the same as in Figure 1,
only in this case the results are shown from the minimum variance technique only, using measurements from ACE.
Additionally, the top panel shows the propagation delay time, from ACE to Earth, that is obtained by using these tilt
angles. For comparison, the lighter gray lines show the time delay that is obtained without using any tilt.
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Time Delayed IMF
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Figure 5. The Y and Z components of the IMF that were measured by ACE
on Junc 6, 2001. These measurements have been shifted in time by using the
two different delay values that were plotted in Figure 4. thus giving two
different predictions for the [MF variations at the Earth. The darker lines
show the results from using the minimum variance calculations.
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Appendix B
DMI Greenland Chain, 2001-06-06
station Local Magnetic North Vertical Down
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Figure 6. A comparison of measured magnetic perturbations and model predictions for 10 to 14 UT on June 6. 2001. The northern
and vertical components of the magnetic perturbations are shown for four northern stations in the Greenland Chain, using the light
gray lines. The darker black lines show the results from predicting these variations with a technique that uses the IMF data shown
in Figure 5. The upper row uses the IMF that were shifted in time according to the minimum variance tilt angles, while the bottom

row uses the flat plane propagation.
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