Filtered Mass Density Function for Design Simulation of High Speed Airbreathing Propulsion Systems

by


Department of Mechanical and Aerospace Engineering
State University of New York at Buffalo
Buffalo, NY 14260-4400

Final Report to
The NASA Langley Research Center

Grant NAG 1-2238

for the Period

September 1, 1999 - August 31, 2002
Contents

1 Introduction ................................................................. 1

2 Accomplishments .......................................................... 2

   2.1 Velocity Filtered Density Function for Large Eddy Simulation of Turbulent Flows .............................................. 3

   2.2 Velocity-Scalar Filtered Density Function for Large Eddy Simulation of Turbulent Flows ............................................. 4

   2.3 Scalar Filtered Density Function for Large Eddy Simulation of a Diffusion Flame ...................................................... 4

3 Enhancement of Technology and Education .................................. 6

   3.1 Graduate Students ..................................................... 6

   3.2 Awards and Honors .................................................... 7

   3.3 Publications .......................................................... 7
Filtered Mass Density Function for Design Simulation of High Speed Airbreathing Propulsion Systems

Department of Mechanical and Aerospace Engineering
State University of New York at Buffalo
Buffalo, NY 14260-4400

Abstract

The objective of this research is to improve and implement the filtered mass density function (FDF) methodology for large eddy simulation (LES) of high-speed reacting turbulent flows. We have just completed three years of this research. This is the Final Report on our activities during the period: September 1, 1999 through August 31, 2002.

Dr. J. Philip Drummond (Hypersonic Propulsion Branch, NASA LaRC, Mail Stop 197, Tel: 757-864-2298) is the Technical Monitor of this Grant.

1 Introduction

An issue of current interest to NASA is associated with design of various components involved in air-breathing propulsion systems such as the scramjet [1]. A successful design needs the resolution of numerous issues such as fuel injector design and optimization, flame holding associated with the injection, critical design studies of certain areas (not the whole integrated engine), etc. Resolving these issues is of crucial importance to achieve the final goal of producing a more optimum aerospace propulsion system for hypersonic vehicles. To achieve this goal, however, there is a demand for development of robust tools that can aid in the design procedure. This is due to the fact that the physics of high-speed reactive flows is rich with many complexities. Few
examples of the physical issues of current interest are the questions associated with the chemical and thermodynamical non-equilibrium effects, the cause and effect of turbulence, the interaction of turbulence and chemistry, the real gas effects at high temperatures, etc.

The need for advanced computational methods for the analysis of high speed propulsion systems is obvious [1]. Within the past three decades the NASA Langley Research Center (LaRC) has been at the forefront in making use of advanced computational methods for investigations of such systems. Large eddy simulation (LES) is regarded as one the most promising means of simulating turbulent reacting flows [2,3]. Amongst the various LES strategies, the approach based on the probability density function (PDF) has proven particularly effective [4-19]. The formal means of conducting such LES is by consideration of the “filtered density function” (FDF) which is essentially the filtered fine-grained PDF of the transport quantities [20]. Colucci et al. [8] developed a transport equation for the FDF in constant density turbulent reacting flows. Jaberi et al. [9] extended the methodology for LES of variable density flows by consideration of the “filtered mass density function” (FMDF) which is the mass weighted FDF. The fundamental property of the PDF methods is exhibited by the closed form nature of the chemical source term appearing in the transport equation governing the FDF (FMDF). This property is very important as evidenced in several applications of FDF for LES of a variety of turbulent reacting flows [8-12, 16].

2 Accomplishments

The goal of this research was to improve the capabilities of the FDF method and to implement it for LES of chemically reacting turbulent flows. We feel that we have been very successful in achieving the specific objectives of this work. These objectives were:

1. Development and implementation of the velocity filtered density function (VFDF) for LES.

2. Development and implementation of the joint velocity-scalar filtered density function (VSFDF) for LES.

3. Implementation of the FDF for LES of hydrocarbon diffusion flames and comparison with experimental data.
The efforts pertaining to the first two objectives are completed and are fully described in journal articles (included here as Appendix I and Appendix II). The work pertaining to the third objective is premature for publication. Also, during the work on this project, the PI was invited to deliver a Keynote Lecture at the Third AFOSR International Conference on DNS and LES (Arlington, TX, August 5-9, 2001). A copy of the review article on this tutorial lecture is given in Appendix III. The efforts pertaining to each of these objectives are summarized in the next three subsections.

2.1 Velocity Filtered Density Function for Large Eddy Simulation of Turbulent Flows

In this part of our work, a methodology termed the “velocity filtered density function” (VFDF) is developed and implemented for large eddy simulation (LES) of turbulent flows. In this methodology, the effects of the unresolved subgrid scales (SGS) are taken into account by considering the joint probability density function (PDF) of all of the components of the velocity vector. An exact transport equation is derived for the VFDF in which the effects of the SGS convection appear in closed form. The unclosed terms in this transport equation are modeled. A system of stochastic differential equations (SDEs) which yields statistically equivalent results to the modeled VFDF transport equation is constructed. These SDEs are solved numerically by a Lagrangian Monte Carlo procedure in which the Itô-Gikhman character of the SDEs is preserved. The consistency of the proposed SDEs and the convergence of the Monte Carlo solution are assessed by comparison with results obtained by an Eulerian LES procedure in which the corresponding transport equations for the first two SGS moments are solved. The VFDF results are compared with those obtained via several existing SGS closures. These results are also analyzed via \textit{a priori} and \textit{a posteriori} comparisons with results obtained by direct numerical simulation (DNS) of an incompressible, three-dimensional (3D), temporally developing mixing layer.

This work is fully described in Appendix II.
2.2 Velocity-Scalar Filtered Density Function for Large Eddy Simulation of Turbulent Flows

In this part of our work, a methodology termed the "velocity-scalar filtered density function" (VSFDF) is developed and implemented for large eddy simulation (LES) of turbulent flows. In this methodology, the effects of the unresolved subgrid scales (SGS) are taken into account by considering the joint probability density function (PDF) of the velocity-scalar field. An exact transport equation is derived for the VSFDF in which the effects of the SGS convection and chemical reaction are closed. The unclosed terms in this equation are modeled. A system of stochastic differential equations (SDEs) which yields statistically equivalent results to the modeled VSFDF transport equation is constructed. These SDEs are solved numerically by a Lagrangian Monte Carlo procedure in which the Itô-Gikhman character of the SDEs is preserved. The consistency of the proposed SDEs and the convergence of the Monte Carlo solution are assessed by comparison with results obtained by a finite difference LES procedure in which the corresponding transport equations for the first two SGS moments are solved. The VSFDF results are compared with those obtained via other SGS closures, and all the results are assessed via comparison with data obtained by direct numerical simulation (DNS) of a temporally developing mixing layer involving transport of a passive scalar. It is shown that the values of both the SGS and the resolved components of all second order moments including the scalar fluxes are predicted well by VSFDF. The sensitivity of the model's (empirical) constants are assessed and it is shown that the magnitudes of these constants are in the same range as that typically employed in PDF methods.

This work is fully described in Appendix II.

2.3 Scalar Filtered Density Function for Large Eddy Simulation of a Diffusion Flame

We have started work on the use of the filtered density function (FDF) method for large eddy simulation (LES) of the piloted jet flame configuration as considered in the experiments of the Combustion Research Facility at the Sandia National Laboratory [21–25]. This flame has been the subject of broad investigations by other computational/modeling methodologies [24]. In the experiments, three basic flames
are considered, identified by Flames D, E, and F. The geometrical configuration in
these flames is the same, but the jet inlet velocity is varied. In Flame D, the fuel jet
velocity is the lowest and the flame is close to equilibrium. The jet velocity increases
from flames D to E to F, with noticeable non-equilibrium effects in the latter two.

Some preliminary work has already been completed in which the LES/SFDF is used
for predictions for the Sandia piloted jet flame. In these simulations, combustion is
modeled via two chemistry models: (1) an equilibrium model via realistic kinetics,
(2) a finite rate, single-step model for non-equilibrium flames. In (1), the LES/SFDF
is employed in conjunction with equilibrium methane-oxidation model. This model
is enacted via “flamelet” simulations which consider a laminar counterflow (opposed
jet) flame configuration [26–29]. The full methane oxidation mechanism of the Gas
Research Institute (GRI) [30,31] accounting for 53 species and 325 elementary re-
actions is employed. At low strain rates, the flame is close to equilibrium. Thus,
the thermo-chemical variables are determined completely by the “mixture fraction.”
This flamelet library is coupled with our LES/SFDF solver in which transport of the
mixture fraction is considered. It is useful to emphasize here that the PDF of the mix-
ture fraction is NOT “assumed” a priori (as done in almost all other flamelet based
LES [32–42]); rather, it is calculated explicitly via the SFDF. In (2), the methane
oxidation is modeled via a finite-rate, single-step kinetics model [43]. The system
of nonlinear ordinary different equations representing reactant conversion is solved
via LES/SFDF for all of the scalar variables (mass fractions and enthalpy). With
this, some aspects of non-equilibrium chemistry are taken into account, albeit in an
idealized manner.

With the equilibrium chemistry model, the results obtained by LES/SFDF/flamelet
are compared with Sandia’s experimental data [21–25]. Up to now, we have only
simulated Flame D and we have observed good agreements. But more work is required
to ensure the accuracy of our results. Simulations of flames E and F have not been
yet attempted.

In closure of this section, we would like to state that since our early work on FDF,
this methodology has been used by several other investigators (e.g. Refs. [12,16,19]).
Please see Appendix III for a recent review of current state of progress in LES/FDF.
3 Enhancement of Technology and Education

With completion of this research, we feel that we have been able to contribute to maintain U.S. leadership in a technology which is of significant importance to NASA. This is a very important matter, particularly when considering the extent of ongoing concentrated efforts in Europe and Asia in the efforts proposed here. To appreciate the seriousness of the competition, we indicate that the number of European researchers who are currently involved in mathematical & computational modeling of turbulent reacting flows is significantly larger than that in the U.S. In fact, considering only England, France and Germany, the number of senior investigators (not including graduate students) who are working on the specific research field of “LES of turbulent combustion” in these three countries is larger than that in the whole U.S.!

This indicates the wide recognition of the importance of this research field in other countries. We feel that the approach proposed here is very promising in dealing with this challenging problem in addition to enhancing the current state of knowledge in turbulent combustion.

In order to demonstrate our visibility in this research, here we shall list all the awards and some of noticeable achievements of the personnel involved in this program.

3.1 Graduate Students

Involvement of students in research is an issue which is taken very seriously at our University. We are committed to recruiting excellent quality students and involving them in high caliber research. During the past three years, the following students have been supported under this Grant.

1. Dr. Laurent Y.M. Gicquel (Ph.D. 2001). Currently: Research Scientist, CERFACS, Toulouse, France. NASA’s support is acknowledged in Ph.D. Dissertation [44].

2. Mr. Tomasz G. Drozda (M.S. 2002). Currently: Ph.D. candidate at the University of Pittsburgh. NASA’s support is acknowledged in M.S. Thesis [45]

3.2 Awards and Honors

1. Peyman Givi: Promoted to University at Buffalo Distinguished Professor (2002).

2. Peyman Givi: Received Professor of the Year Award, Tau Beta Pi Engineering Honor Society, New York Nu Chapter (2001-2002).


4. Profile Featured in:


3.3 Publications

In all of the following publications, the support from NASA Langley is greatfully acknowledged:

**Invited Review Articles:**


**Refereed Papers:**


**Conference Papers:**


References


[23] Nooren, P. A., Versiuis, M., Van der Meer, T. H., Barlow, R. S., and Frank, J. H., 
Raman-Rayleigh-LIF Measurements of Temperature and Species Concentrations 
(2000).

[24] Barlow, R. S., Sandia National Laboratories, TNF Workshop website, 

[25] Sandia National Laboratory, Combustion Research Facility website, 

[26] Peters, N., Local Quenching Due to Flame Stretch and Non-Premixed Turbulent 

[27] Spalding, S. B., Theory of Mixing and Chemical Reaction in the Opposed-Jet 

[28] Liñán, A., The Asymptotic Structure of Counterflow Diffusion Flames for Large 

[29] Maruta, K., Yoshida, M., Guo, H., Ju, Y., and Nioka, T., Extinction of Low-
Stretched Diffusion Flame in Microgravity, *Combust. and Flame*, **112**:181-187 

berg, M., Bowman, C. T., Hanson, R., Song, S., Gardiner, W. C., Lissianski, 
V., and Qin, Z., http://www.me.berkeley.edu/gri-mech

[31] Bowman, C. T., Hanson, R. K., Gardiner, W. C., Lissianski, V., Frenklach, M., 
2.11–An Optimized Detailed Chemical Reaction Mechanism for Methane Com-
bustion and NO Formation and Reburning, Report GRI-97/0020, Gas Research 
Institute, Chicago, IL, 1997.

(1997).

[33] Cook, A. W. and Riley, J. J., Subgrid Scale Modeling for Turbulent Reacting 

[34] De Bruyn Kops, S. M., Riley, J. J., Kosály, G., and Cook, A. W., Investigation of 
Modeling for Non-Premixed Turbulent Combustion, *Combust. Flame*, **60**:105– 


Appendix I
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Abstract

A methodology termed the "velocity filtered density function" (VFDF) is developed and implemented for large eddy simulation (LES) of turbulent flows. In this methodology, the effects of the unresolved subgrid scales (SGS) are taken into account by considering the joint probability density function (PDF) of all of the components of the velocity vector. An exact transport equation is derived for the VFDF in which the effects of the SGS convection appear in closed form. The unclosed terms in this
transport equation are modeled. A system of stochastic differential equations (SDEs) which yields statistically equivalent results to the modeled VFDF transport equation is constructed. These SDEs are solved numerically by a Lagrangian Monte Carlo procedure in which the Itô-Gikhman character of the SDEs is preserved. The consistency of the proposed SDEs and the convergence of the Monte Carlo solution are assessed by comparison with results obtained by an Eulerian LES procedure in which the corresponding transport equations for the first two SGS moments are solved. The VFDF results are compared with those obtained via several existing SGS closures. These results are also analyzed via a priori and a posteriori comparisons with results obtained by direct numerical simulation (DNS) of an incompressible, three-dimensional (3D), temporally developing mixing layer.
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1 INTRODUCTION

The probability density function (PDF) approach has proven useful for large eddy simulation (LES) of turbulent reacting flows.\textsuperscript{1–15} The formal means of conducting such LES is by consideration of the "filtered density function" (FDF) which is essentially the filtered fine-grained PDF of the transport quantities. In all previous contributions, the FDF of the "scalar" quantities is considered: Gao and O’Brien,\textsuperscript{3} Colucci et al.,\textsuperscript{6} Réveillon and Vervisch\textsuperscript{7} and Zhou and Pereira\textsuperscript{12} developed a transport equation for the FDF in constant density turbulent reacting flows. Jaberi et al.\textsuperscript{8} extended the methodology for LES of variable density flows by consideration of the "filtered mass density function" (FMDF), which is essentially the mass weighted FDF. The fundamental property of the PDF methods is exhibited by the closed form nature of the chemical source term appearing in the transport equation governing the FDF (FMDF). This property is very important as evidenced in several applications of FDF for LES of a variety of turbulent reacting flows.\textsuperscript{6–10,12} However, since the FDF of only the scalar quantities are considered, all of the "hydrodynamic" effects are modeled. In all previous LES/FDF simulations, these effects have been modeled via "non-FDF" methods.

The objective of the present work is to extend the FDF methodology to also include the subgrid scale (SGS) velocity vector. This is facilitated by consideration of the joint "velocity filtered density function" (VFDF). With the definition of the VFDF, the mathematical framework for its implementation in LES is established. A transport
The equation is developed for the VFDF in which the effects of SGS convection are shown to appear in closed form. The unclosed terms in this equation are modeled in a fashion similar to those in the Reynolds-averaged simulation (RAS) procedures. A Lagrangian Monte Carlo procedure is developed and implemented for numerical simulation of the modeled VFDF transport equation. The consistency of this procedure is assessed by comparing the first two moments of the VFDF with those obtained by the Eulerian finite difference solutions of the same moments transport equations. The results of the VFDF simulations are compared with those predicted by the Smagorinsky closure, and the "dynamic" Smagorinsky model. The VFDF results are also assessed via comparisons with direct numerical simulation (DNS) data of a three-dimensional (3D) temporally developing mixing layer in a context similar to that of Vreman et al.

This work deals with LES of the velocity field in a constant density, non-reacting flow. Consideration of the joint velocity-scalar FDF (or FMDF) in variable density, chemically reacting flows will be the subject of future work. It is in this context that the approach has its principal advantage: convective transport (of momentum and species) is in closed form.

2 FORMULATION

In the mathematical description of incompressible (unit density) turbulent flows, the primary transport variables are the velocity vector, \( u_i(x, t) \) \((i = 1, 2, 3)\), and the
pressure, \( p(x, t) \), field. The equations which govern transport of these variables in space \((x_i)\) and time \((t)\) are

\[
\frac{\partial u_i}{\partial x_i} = 0, \\
\frac{\partial u_j}{\partial t} + \frac{\partial u_i u_j}{\partial x_i} = -\frac{\partial p}{\partial x_j} + \frac{\partial \sigma_{ij}}{\partial x_i}. 
\]

For a Newtonian fluid, the viscous stress tensor \( \sigma_{ij} \) is represented by

\[
\sigma_{ij} = \nu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right), 
\]

where \( \nu \) is the kinematic viscosity and is assumed constant.

Large eddy simulation involves the spatial filtering operation

\[
\langle f(x, t) \rangle_L = \int_{-\infty}^{+\infty} f(x', t) G(x', x) dx', 
\]

where \( G \) denotes the filter function, \( \langle f(x, t) \rangle_L \) represents the filtered value of the transport variable \( f(x, t) \), and \( f' = f - \langle f \rangle_L \) denotes the fluctuations of \( f \) from the filtered value. We consider spatially and temporally invariant and localized filter functions, thus \( G(x', x) \equiv G(x' - x) \) with the properties, \( G(x) = G(-x) \), and \( \int_{-\infty}^{\infty} G(x) dx = 1 \). Moreover, we only consider “positive” filter functions for which all the moments \( \int_{-\infty}^{\infty} x^m G(x) dx \) exist for \( m \geq 0 \). The application of the filtering
operation to the instantaneous transport equations yields

\[
\frac{\partial (u_i)_L}{\partial x_i} = 0,
\]

\[
\frac{\partial (u_j)_L}{\partial t} + \frac{\partial (u_i)_L (u_j)_L}{\partial x_i} = -\frac{\partial (p)_L}{\partial x_j} + \frac{\partial (\sigma_{ij})_L}{\partial x_i} - \frac{\partial \tau_L(u_i, u_j)}{\partial x_i},
\]

where \( \tau_L(u_i, u_j) = \langle u_i u_j \rangle_L - \langle u_i \rangle_L \langle u_j \rangle_L \) denotes the "generalized SGS stresses". These stresses satisfy

\[
\frac{\partial}{\partial t} [\tau_L(u_i, u_j)] + \frac{\partial}{\partial x_k} [(u_k)_L \tau_L(u_i, u_j)] = -\frac{\partial T_{ijk}}{\partial x_k} - \Pi_{ij} + P_{ij} - \epsilon_{ij}.
\]

In this equation, \( T_{ijk} = \tau_L(u_i, u_j, u_k) - \nu \frac{\partial}{\partial x_k} [\tau_L(u_i, u_j)] \) is the SGS turbulent transport tensor where \( \tau_L(u_i, u_j, u_k) = \langle u_i u_j u_k \rangle_L - \langle u_i \rangle_L \tau_L(u_j, u_k) - \langle u_j \rangle_L \tau_L(u_i, u_k) - \langle u_k \rangle_L \tau_L(u_i, u_j) - \langle u_i \rangle_L \langle u_j \rangle_L \langle u_K \rangle_L \). The other terms are the SGS pressure-velocity scrambling tensor, \( \Pi_{ij} = \tau_L(u_i, \frac{\partial p}{\partial x_j}) + \tau_L(u_j, \frac{\partial p}{\partial x_i}) \), the SGS production rate tensor, \( P_{ij} = -\tau_L(u_i, u_k) \frac{\partial \langle u_j \rangle_L}{\partial x_k} - \tau_L(u_j, u_k) \frac{\partial \langle u_i \rangle_L}{\partial x_k} \), and the SGS dissipation rate tensor, \( \epsilon_{ij} = 2\nu \tau_L (\frac{\partial u_i}{\partial x_k}, \frac{\partial u_j}{\partial x_k}) \).
A Definitions

The "velocity filtered density function" (VFDF), denoted by $P_L$, is formally defined as

$$
P_L(v; x, t) \equiv \int_{-\infty}^{+\infty} \varrho[v, u(x', t)] G(x' - x) dx',
$$

where $\varrho$ denotes the delta function and $v$ is the velocity state vector. The term $\varrho[v, u(x, t)]$ is the "fine-grained" density,\textsuperscript{25,26,11} and Eq. (6) defines the VFDF as the spatially filtered value of the fine-grained density. With the condition of a positive filter kernel,\textsuperscript{24} $P_L$ has all the properties of the PDF.\textsuperscript{26} For further developments, it is useful to define the "conditional filtered value" of the variable $Q(x, t)$ by

$$
\langle Q(x, t) | u(x, t) = v \rangle_L \equiv \langle Q | v \rangle_L = \frac{\int_{-\infty}^{+\infty} Q(x', t) \varrho[v, u(x', t)] G(x' - x) dx'}{P_L(v; x, t)},
$$

(7)
where \( \langle \alpha|\beta \rangle_L \) denotes the filtered value of \( \alpha \) conditioned on \( \beta \). Equation (7) implies

\[
\begin{align*}
(i) & \quad \text{For } Q(x, t) = c, \quad \langle Q(x, t)|v \rangle_L = c, \\
(ii) & \quad \text{For } Q(x, t) \equiv \hat{Q}(u(x, t)), \quad \langle Q(x, t)|v \rangle_L = \hat{Q}(v), \\
(iii) & \quad \text{Integral property : } \langle Q(x, t) \rangle_L = \int_{-\infty}^{+\infty} \langle Q(x, t)|v \rangle_L P_L(v; x, t) dv,
\end{align*}
\]

where \( c \) is a constant, and \( Q(x, t) \equiv \hat{Q}(u(x, t)) \) denotes the case where the variable \( Q \) is completely described by the variable \( u(x, t) \). From these properties it follows that the filtered value of any function of the velocity variable is obtained by integration over the velocity space

\[
\langle Q(x, t) \rangle_L = \int_{-\infty}^{+\infty} \hat{Q}(v) P_L(v; x, t) dv.
\]

\[
\tag{9}
\]

### B VFDF Transport Equation

The exact transport equation for the VFDF is derived in this section. Two forms of this equation are considered similar to those previously developed in PDF methods.\(^{27-31}\)

The starting point is to consider the time-derivative of Eq. (6),

\[
\frac{\partial P_L(v; x, t)}{\partial t} = - \int_{-\infty}^{\infty} \frac{\partial u_i(x', t)}{\partial t} \frac{\partial \rho[v, u(x', t)]}{\partial v_i} G(x' - x) \, dx' \\
= - \frac{\partial}{\partial v_i} \int_{-\infty}^{\infty} \frac{\partial u_i(x', t)}{\partial t} \rho[v, u(x', t)] G(x' - x) \, dx'.
\]

\[
\tag{10}
\]
This combined with Eq. (7) yields

$$\frac{\partial P_L(v; x, t)}{\partial t} = - \frac{\partial}{\partial v_i} \left[ \left\langle \frac{\partial u_i}{\partial t} | v \right\rangle_L P_L(v; x, t) \right]. \tag{11}$$

Substituting Eq. (1) into Eq. (11) yields,

$$\frac{\partial P_L(v; x, t)}{\partial t} = - \frac{\partial}{\partial v_i} \left\{ - \left\langle \frac{\partial u_i u_k}{\partial x_k} | v \right\rangle_L - \left\langle \frac{\partial p}{\partial x_i} | v \right\rangle_L + \left\langle \frac{\partial \sigma_{ik}}{\partial x_k} | v \right\rangle_L \right\} P_L(v; x, t). \tag{12}$$

With the relation

$$\frac{\partial}{\partial v_i} \left[ \left\langle \frac{\partial u_i u_k}{\partial x_k} | v \right\rangle_L P_L(v; x, t) \right] = -u_k \frac{\partial P_L(v; x, t)}{\partial x_k}, \tag{13}$$

and decompositions

$$v_k P_L = \langle u_k \rangle_L P_L + [v_k - \langle u_k \rangle_L] P_L,$$

$$\left\langle \frac{\partial p}{\partial x_i} | v \right\rangle_L P_L = \frac{\partial \langle p \rangle_L}{\partial x_i} P_L + \left[ \left\langle \frac{\partial p}{\partial x_i} | v \right\rangle_L - \frac{\partial \langle p \rangle_L}{\partial x_i} \right] P_L,$$

$$\left\langle \frac{\partial \sigma_{ik}}{\partial x_k} | v \right\rangle_L P_L = \frac{\partial \langle \sigma_{ik} \rangle_L}{\partial x_k} P_L + \left[ \left\langle \frac{\partial \sigma_{ik}}{\partial x_k} | v \right\rangle_L - \frac{\partial \langle \sigma_{ik} \rangle_L}{\partial x_k} \right] P_L,$$

the VFDF transport equation becomes,

$$\frac{D P_L}{D t} = - \frac{\partial}{\partial x_k} [(v_k - \langle u_k \rangle_L)] P_L + \frac{\partial \langle p \rangle_L}{\partial x_i} \frac{\partial P_L}{\partial v_i} - \frac{\partial \langle \sigma_{ik} \rangle_L}{\partial x_k} \frac{\partial P_L}{\partial v_i}$$

$$+ \frac{\partial}{\partial v_i} \left[ \left( \left\langle \frac{\partial p}{\partial x_i} | v \right\rangle_L - \frac{\partial \langle p \rangle_L}{\partial x_i} \right) P_L \right] - \frac{\partial}{\partial v_i} \left[ \left( \left\langle \frac{\partial \sigma_{ik}}{\partial x_k} | v \right\rangle_L - \frac{\partial \langle \sigma_{ik} \rangle_L}{\partial x_k} \right) P_L \right]. \tag{15}$$
where \( \frac{D}{Dt} = \frac{\partial}{\partial t} + (u_k)_L \frac{\partial}{\partial x_k} \) denotes the "filtered" material derivative.

Equation (15) is an exact transport equation for the VFDF. The first term on the right hand side represents the SGS convection of the VFDF in physical space and is closed. The second and third terms (which are also in closed form) represent the convection in velocity space due to the resolved pressure gradient and molecular diffusion, respectively. The last two terms are unclosed and denote convective effects in the velocity space due to SGS pressure gradient and SGS diffusion.

Alternatively, the conditional diffusion term in Eq. (15) can be represented as:

\[
- \frac{\partial}{\partial v_i} \left[ \left( \frac{\partial \sigma_{ik}}{\partial x_k} \right) P_L(v;x,t) \right] = \nu \frac{\partial^2 P_L(v;x,t)}{\partial x_k \partial x_k} - \frac{\partial^2}{\partial v_i \partial v_j} \left[ \left( \frac{\nu \frac{\partial u_i}{\partial x_k}}{\partial x_k} \right) \right] P_L(v;x,t),
\]

\( (16) \)

in which the second term on the RHS involves the conditional expected dissipation.

With this, the alternate form of the VFDF transport equation is:

\[
\frac{D P_L}{Dt} = - \frac{\partial}{\partial x_k} [(v_k - (u_k)_L) P_L] + \frac{\partial (p)_L}{\partial x_i} \frac{\partial P_L}{\partial v_i} + \nu \frac{\partial^2 P_L}{\partial x_k \partial x_k} + \frac{\partial}{\partial v_i} \left[ \left( \frac{\partial p}{\partial x_i} \right) \right] P_L - \frac{\partial^2}{\partial v_i \partial v_j} \left[ \left( \nu \frac{\partial u_i}{\partial x_k} \right) \right] P_L.
\]

\( (17) \)

Equation (17) is another exact transport equation for the VFDF. The first term on the right hand side represents the SGS convection of the VFDF in physical space and is closed. The second term corresponds to the convection in the velocity space due to the resolved pressure gradient. The third term represents molecular diffusion.
of the VFDF in physical space. The closure problem is associated with the last two terms. These represent, respectively, convection in velocity space by the unresolved SGS pressure gradient, and diffusion in velocity space by SGS dissipation rate tensor.

C Modeled VFDF Transport Equations

The generalized Langevin model (GLM)\textsuperscript{27,32} is employed for closure of the VFDF transport equation. Here we introduce two modeled VFDF equations, which are denoted by “VFDF1” and “VFDF2.” These are presented in order. To close Eq. (17), VFDF1 is

\[
\frac{\partial}{\partial v_i} \left[ \left( \frac{\partial p}{\partial x_i} - \frac{\partial (p)_L}{\partial x_i} \right) P_L \right] - \frac{\partial^2}{\partial v_i \partial v_j} \left[ \left( \nu \frac{\partial u_i}{\partial x_k} \frac{\partial u_j}{\partial x_k} \right) P_L \right] \\
\approx - \frac{\partial}{\partial v_i} \left[ G_{ij} (v_j - \langle v_j \rangle_L) P_L \right] + \frac{1}{2} C_0 \varepsilon \frac{\partial^2 P_L}{\partial v_i \partial v_i} \\
+ \nu \frac{\partial (u_i)_L}{\partial x_k} \frac{\partial (u_j)_L}{\partial x_k} \frac{\partial^2 P_L}{\partial v_i \partial v_j} + 2 \nu \frac{\partial (u_i)_L}{\partial x_k} \frac{\partial^2 P_L}{\partial x_k \partial v_i}. \tag{18}
\]

To close Eq. (15), VFDF2 is:

\[
\frac{\partial}{\partial v_i} \left[ \left( \frac{\partial p}{\partial x_i} - \frac{\partial (p)_L}{\partial x_i} - \frac{\partial (\sigma_{ik})_L}{\partial x_k} \right) P_L \right] \\
\approx - \frac{\partial}{\partial v_i} \left[ G_{ij} (v_j - \langle v_j \rangle_L) P_L \right] + \frac{1}{2} C_0 \varepsilon \frac{\partial^2 P_L}{\partial v_i \partial v_i}. \tag{19}
\]

Note that these models (i.e., the first two terms on the right hand sides of Eqs. (18) and (19) are the same, but that they model slightly different quantities. With this
closure, the two terms in $G_{ij}$ and $\varepsilon$ jointly represent the SGS pressure-strain and SGS dissipation. These are modeled as:\textsuperscript{26,11}

$$G_{ij} = -\omega \left( \frac{1}{2} + \frac{3}{4} C_0 \right) \delta_{ij}, \quad \varepsilon = C_\varepsilon \frac{k^{3/2}}{\Delta_L}, \quad \omega = \varepsilon / k. \tag{20}$$

where $\omega$ is the SGS mixing frequency, $\Delta_L$ is the filter width, $k = \frac{1}{2} \tau_L (u_i, u_i)$ is the SGS kinetic energy, and $\varepsilon = \frac{1}{2} \varepsilon_{ii}$ is the SGS dissipation rate.

With the GLM, the two forms of the VFDF transport equation are,

$$\frac{D P_L}{D t} = -\frac{\partial}{\partial x_k} \left[ (v_k - \langle u_k \rangle_L) P_L \right] + \frac{\partial \langle p \rangle_L}{\partial v_i} \frac{\partial P_L}{\partial v_i} + \nu \frac{\partial^2 P_L}{\partial x_k \partial x_k} + \frac{\partial \langle u_i \rangle_L}{\partial v_i} \frac{\partial \langle u_j \rangle_L}{\partial v_j} \frac{\partial^2 P_L}{\partial v_i \partial v_j}$$

$$+ 2\nu \frac{\partial \langle u_i \rangle_L}{\partial x_k} \frac{\partial^2 P_L}{\partial x_k \partial v_i} - \frac{\partial}{\partial v_i} \left[ G_{ij} (v_j - \langle u_j \rangle_L) P_L \right] + \frac{1}{2} C_0 \varepsilon \frac{\partial^2 P_L}{\partial v_i \partial v_i}, \tag{21}$$

for VFDF1, and

$$\frac{D P_L}{D t} = -\frac{\partial}{\partial x_k} \left[ (v_k - \langle u_k \rangle_L) P_L \right] + \frac{\partial \langle p \rangle_L}{\partial x_i} \frac{\partial P_L}{\partial v_i} - \frac{\partial \langle \sigma_{ik} \rangle_L}{\partial x_k} \frac{\partial P_L}{\partial v_i}$$

$$- \frac{\partial}{\partial v_i} \left[ G_{ij} (v_j - \langle u_j \rangle_L) P_L \right] + \frac{1}{2} C_0 \varepsilon \frac{\partial^2 P_L}{\partial v_i \partial v_i}. \tag{22}$$

for VFDF2. Hereinafter, Eqs. (21) and (22) are referred to as “VFDF1” and “VFDF2,” respectively. The difference between these two equations is in the different treatment of the closed viscous terms.
The zeroth, first and second moment equations corresponding to these two formulations are:

For VFDF1:

\[
\frac{\partial \langle u_i \rangle_L}{\partial x_i} = 0,
\]

\[
\frac{\partial \langle u_j \rangle_L}{\partial t} + \frac{\partial \langle u_i \rangle_L \langle u_j \rangle_L}{\partial x_i} = - \frac{\partial \langle p \rangle_L}{\partial x_j} + \nu \frac{\partial^2 \langle u_j \rangle_L}{\partial x_i \partial x_i} - \frac{\partial \tau_L(u_i, u_j)}{\partial x_i},
\]

\[
\frac{\partial }{\partial t} [\tau_L(u_i, u_j)] + \frac{\partial }{\partial x_k} [(u_k)_L \tau_L(u_i, u_j)] = - \frac{\partial }{\partial x_k} [\tau_L(u_i, u_j, u_k)] - \nu \frac{\partial }{\partial x_k} [\tau_L(u_i, u_j)]
+ G_{ik} \tau_L(u_j, u_k) + G_{jk} \tau_L(u_i, u_k) - \tau_L(u_i, u_k) \frac{\partial \langle u_j \rangle_L}{\partial x_k} - \tau_L(u_j, u_k) \frac{\partial \langle u_i \rangle_L}{\partial x_k} + C_0 \delta_{ij}.
\]

For VFDF2:

\[
\frac{\partial \langle u_i \rangle_L}{\partial x_i} = 0,
\]

\[
\frac{\partial \langle u_j \rangle_L}{\partial t} + \frac{\partial \langle u_i \rangle_L \langle u_j \rangle_L}{\partial x_i} = - \frac{\partial \langle p \rangle_L}{\partial x_j} + \nu \frac{\partial^2 \langle u_j \rangle_L}{\partial x_i \partial x_i} - \frac{\partial \tau_L(u_i, u_j)}{\partial x_i},
\]
\[
\frac{\partial}{\partial t}[\tau_L(u_i, u_j)] + \frac{\partial}{\partial x_k}[(u_k) L \tau_L(u_i, u_j)] = -\frac{\partial}{\partial x_k} [\tau_L(u_i, u_j, u_k)] \\
+ G_{ik} \tau_L(u_j, u_k) + G_{jk} \tau_L(u_i, u_k) - \tau_L(u_i, u_k) \frac{\partial (u_j)_L}{\partial x_k} - \tau_L(u_j, u_k) \frac{\partial (u_i)_L}{\partial x_k} + C_0 \varepsilon \delta_{ij}.
\]

(26)

It may be seen that the zeroth and first moment equations are identical (and exact); whereas the second central moment equations differ by the additional viscous term in VFDF1 (Eq. (24)). A comparison of these modeled equations with Eq. (5) shows that the GLM model implies:

\[
-\Pi_{ij} - (\varepsilon_{ij} - \frac{2}{3} \varepsilon \delta_{ij}) = -C_1 \omega \left[ \tau_L(u_i, u_j) - \frac{2}{3} k \delta_{ij} \right], \quad C_1 = 1 + \frac{3}{2} C_0.
\]

(27)

This is the same as the Rotta\(^3\) model as shown by Pope.\(^3\) There are two model constants in the VFDF equation. In RAS, typically\(^3,35\) \(C_0 \approx 1, \quad C_0 \approx 2.1 (C_1 = 4.15)\). As shown in Refs.,\(^3,27\) boundedness of the GLM coefficients \(C_0 > 0\) guarantees that the SGS stress is realizable.

4 EQUIVALENT STOCHASTIC SYSTEMS

The solution of the VFDF transport equation provides all the statistical information pertaining to the velocity vector. The most convenient means of solving this equation is via the Lagrangian Monte Carlo scheme. The basis of this scheme relies upon
the principle of equivalent systems. Two systems with different instantaneous behaviors may have identical statistics and satisfy the same PDF transport equation. In this context, the general diffusion process is considered via the following system of stochastic differential equations (SDEs),

\[
\begin{align*}
\frac{dX_i(t)}{dt} &= D_i(X(t), U(t); t) dt + B_i(X(t), U(t); t) dW^x_i(t), \\
\frac{dU_i(t)}{dt} &= M_i(X(t), U(t); t) dt + E_i(X(t), U(t); t) dW^v_i(t) + F_{ij}(X(t), U(t); t) dW^z_j(t),
\end{align*}
\]

(28)

where \( X \) and \( U \) are probabilistic representations of the \( x \) and \( u \), respectively. The coefficients \( D_i \) and \( M_i \) are the "drift" in the phase space of position and velocity, respectively. The terms \( B \) and \( E \) are the "diffusion" coefficients for physical and velocity spaces, respectively; and \( W^x_i \) and \( W^v_i \) denote independent Wiener-Lévy processes. The tensor \( F_{ij} \) represents the dependency between the velocity and physical spaces. This terms is needed to satisfy the Itô condition for \( B \neq 0 \). A comparison of the Fokker-Planck equation of Eq. (28) with the modeled VFDF1 transport equation, Eq. (21) yields:

\[
\begin{align*}
M_i &\equiv -\frac{\partial \langle p \rangle_L}{\partial x_i} + 2\nu \frac{\partial^2 \langle u_i \rangle_L}{\partial x_k \partial x_k} + G_{ij} (U_j - \langle u_j \rangle_L), & D_i &\equiv U_i, \\
B &\equiv \sqrt{2\nu}, & E &\equiv \sqrt{C_{0v}}, & F_{ij} &\equiv \sqrt{2\nu} \frac{\partial \langle u_i \rangle_L}{\partial x_j}.
\end{align*}
\]

(29)
Therefore, the proper SDEs which represent VFDF1 in the Lagrangian sense are:

\[
\begin{align*}
    dX_i(t) &= U_i(t) \, dt + \sqrt{2\nu} \, dW_i^x(t), \\
    dU_i(t) &= \left[ -\frac{\partial \langle p \rangle_L}{\partial x_i} + 2\nu \frac{\partial^2 \langle u_i \rangle_L}{\partial x_k \partial x_k} + G_{ij} (U_j(t) - \langle u_j \rangle_L) \right] \, dt + \sqrt{C_0} \, \varepsilon \, dW_i^\nu(t) \\
    &\quad + \sqrt{2\nu} \frac{\partial \langle u_i \rangle_L}{\partial x_j} \, dW_j^x(t).
\end{align*}
\] (30)

This stochastic system is the same as that developed by Dreeben and Pope\textsuperscript{29-31} for RAS.

For VFDF2, due to the absence of diffusion in physical space we must have \( B = 0 \). Therefore, the corresponding SDEs are:

\[
\begin{align*}
    dX_i(t) &= U_i(t) \, dt \\
    dU_i(t) &= \left[ -\frac{\partial \langle \rho \rangle_L}{\partial x_i} + \frac{\partial \langle \sigma_{ik} \rangle_L}{\partial x_k} + G_{ij} (U_j(t) - \langle u_j \rangle_L) \right] \, dt + \sqrt{C_0} \, \varepsilon \, dW_i^\nu(t).
\end{align*}
\] (31)

This system is the same as that suggested by Pope\textsuperscript{26} and Haworth and Pope\textsuperscript{27} for RAS.

The primary difference between the two formulations VFDF1 and VFDF2 is due to molecular effects in the spatial diffusion of the VFDF. This is explicitly included in the VFDF1 formulation and is also present in the corresponding second moment equation. This difference is expected to be important in flows where viscous effects are important; e.g. flow near solid boundaries.\textsuperscript{29-31} Both of these formulation are considered in our numerical simulations as discussed below.
5 NUMERICAL SOLUTION PROCEDURE

Numerical solution of the modeled VFDF transport equation is obtained by a Lagrangian Monte Carlo procedure. The basis of this procedure is the same as that in RAS\textsuperscript{39-41} and in previous LES/FDF.\textsuperscript{6,8} But there are some subtle differences which are explained here. In the Lagrangian description, the VFDF is represented by an ensemble of $N$ statistically identical Monte Carlo particles. Each of these particles carries information pertaining to its velocity $\mathbf{U}^{(n)}(t)$ and position $\mathbf{X}^{(n)}(t)$, $n = 1, 2, \ldots N$. This information is updated via temporal integration of Eq. (30). The simplest means of performing this integration is via the Euler-Maruyamma approximation\textsuperscript{42}

$$
\begin{align*}
X_i^n(t_{k+1}) &= X_i^n(t_k) + D_i^n(t_k)\Delta t + B^n(t_k)(\Delta t)^{1/2}\zeta^n_i(t_k), \\
U_i^n(t_{k+1}) &= U_i^n(t_k) + M_i^n(t_k)\Delta t + E^n(t_k)(\Delta t)^{1/2}\xi_i^n(t_k) + F^n_{ij}(t_k)(\Delta t)^{1/2}\zeta_j^n(t_k),
\end{align*}
$$

(32)

where $D_i^n(t_k) = D_i(\mathbf{X}^{(n)}(t_k), \mathbf{U}^{(n)}(t_k); t)$, $B^n(t_k) = B(\mathbf{X}^{(n)}(t_k), \mathbf{U}^{(n)}(t_k); t)$, \ldots and $\xi_i^n(t_k), \zeta_j^n(t_k)$ are independent standardized Gaussian random variables. This formulation preserves the Markovian character of the diffusion processes\textsuperscript{43,44} and facilitates affordable computations. Higher order numerical schemes for solving Eq. (30) are available,\textsuperscript{42} but one must be cautious in using them for LES.\textsuperscript{6} Since the diffusion term in Eq. (28) strongly depends on the stochastic processes, the numerical scheme must be consistent with Itô-Gikhman\textsuperscript{45,46} calculus. Equation (32) exhibits this prop-
The statistics are evaluated by consideration of the ensemble of particles in a "finite volume" centered at a spatial location. This ensemble provides "one-time" statistics. This finite volume is characterized by a cubic box of length $\Delta_E$. This is necessary as, with probability one, no particle will coincide with the point as considered. Here, a cubic box of size $\Delta_E$ is used to construct the ensemble mean, variances and covariances of the velocity vector. These values are used in the finite difference LES solver of Eq. (4) as described below.

The SGS dissipation rate and the SGS mixing frequency as required in the solution of the VFDF are evaluated on the finite difference grid points and interpolated to the particle's location. Ideally, for reliable Eulerian statistics and minimum numerical dispersion, it is desired to have the size of the sample domain infinitesimally small (i.e. $\Delta_E \to 0$) and the number of particles within this domain infinitely large. That is,

$$ P_L(v; x, t) \leftarrow \mathcal{P}_{N_E}(v; x, t) \equiv \frac{1}{N_E} \sum_{n \in \Delta_E} \delta(v - U^{(n)}), $$  

(33)

where $\mathcal{P}_{N_E}$ is the Eulerian PDF constructed from the particle ensemble, $n \in \Delta_E$ denotes the particles contained in an ensemble box of length $\Delta_E$ centered at $x$; and $N_E$ is the total number of particles within the box. With a finite number of particles, obviously a larger $\Delta_E$ is needed. This compromise between the statistical accuracy
and dispersive accuracy implies that the optimum magnitude of $\Delta_E$ cannot, in general, be specified a priori.\textsuperscript{26,11} This does not diminish the capability of the procedure, but exemplifies the importance of the parameters governing the statistics.

To provide an estimate of the proper $\Delta_E$ size, a “point estimator” procedure is considered. With this procedure, the mean values (the first moments of the VFDF) are evaluated by ensemble averaging, and spatial variations of these mean values within the box are ignored. With the discrete representation (Eq. (32)), the first two moments in this procedure are evaluated via:

\begin{align}
\langle u_i \rangle_L & \leftarrow \frac{1}{N_E} \sum_{n \in \Delta_E} U_i^{(n)} \equiv \langle U_i \rangle_E, \\
\tau_L(u_i, u_j) & \leftarrow \frac{1}{N_E - 1} \sum_{n \in \Delta_E} (U_i^{(n)} - \langle U_i \rangle_E) (U_j^{(n)} - \langle U_j \rangle_E).
\end{align}

The point estimator is obviously subject to both statistical errors and dispersive errors for $\Delta_E \neq 0$.

To determine the pressure field, the “mean field solver” is based on the “compact parameter” finite difference scheme of Carpenter.\textsuperscript{47} This is a variant of the McCormack\textsuperscript{48} scheme in which fourth-order compact differences are used to approximate the spatial derivatives, and a second order symmetric predictor-corrector sequence is employed for time discretization. The numerical algorithm is a hyperbolic solver which considers a fully compressible flow. Here, the simulations are conducted with a low Mach number ($M \leq 0.3$) to minimize compressibility effects. All the finite difference opera-
tions are conducted on fixed and equally sized grid points. The transfer of information from these points to the location of the Lagrangian particles is conducted via interpolation. A second-order (bilinear) interpolation scheme is used for this purpose. The results of previous work indicate no significant improvements with the use of higher order interpolation schemes.\(^6\)

The mean-field solver also determines the filtered velocity field. That is, there is a "redundancy" in the determination of the first filtered moments as both the finite difference and the Monte Carlo procedures provides the solution of this field. This redundancy is actually very useful in monitoring the accuracy of the simulated results. Detailed discussions pertaining to this issue are provided in Refs.\(^8\)\(^{a9}\)\(^{41}\)

To establish the consistency of the VFDF solver, another LES is also conducted in which the modeled transport equations for the filtered velocity and the generalized SGS stresses are solved strictly via the finite difference scheme. These simulations are referred to as LES-FD and are only applied for the case corresponding to VFDF2. That is, Eqs. (25) and (26) are considered. Since the SGS transport terms \(\tau_L(u_i, u_j, u_k)\) are unclosed in Eq. (26), the values corresponding to these terms are taken from the Monte Carlo solver and substituted in the SGS stress transport equations. The attributes of all of the scheme are summarized in Table 1, with further discussions in Refs.\(^6\)\(^{39-41}\)
6 RESULTS

A Flows Simulated

Simulations are conducted of a two-dimensional (2D) planar jet, and a 3D temporally developing mixing layer. The jet flow simulations are conducted primarily for establishing the consistency of the Lagrangian Monte Carlo solver. For this purpose, 2D simulations are sufficient. To analyze the overall performance of the VFDF and to demonstrate its full capabilities and drawbacks, 3D simulations are required.

In the planar jet, a fluid issues from a jet of width $D$ into a co-flowing stream with a lower velocity. The size of the domain in the streamwise ($x$) and cross-stream ($y$) directions are $0 \leq x \leq 14D$ and $-3.5D \leq y \leq 3.5D$. The ratio of the co-flowing stream velocity to that of the jet at the inlet is kept fixed at 0.5. A double-hyperbolic tangent profile is utilized to assign the velocity distribution at the inlet plane. The formation of the large scale coherent structures are expedited by imposing low amplitude perturbations at the inlet. In the finite difference simulations, the characteristic boundary condition procedure of Ref. 49 is used at the inlet, free-shear boundary conditions are used at the free-streams and the pressure boundary condition of Ref. 50 is used at the outflow.

The temporal mixing layer consists of two parallel streams traveling in opposite directions with the same speed. 51-53 A hyperbolic tangent profile is utilized to assign the velocity distribution at the initial time. The simulations are conducted for a cubic
box, $0 \leq x \leq L$, $-L/2 \leq y \leq L/2$, $0 \leq z \leq L$, where $x$, $y$ and $z$ denote the streamwise, the cross-stream and the spanwise directions, respectively; and the length, $L$ is specified such that $L = 2^{N_p} \lambda_u$, where $N_p$ is the desired number of successive vortex pairings and $\lambda_u$ is the wavelength of the most unstable mode corresponding to the mean streamwise velocity profile imposed at the initial time. The flowfield is parameterized in a procedure somewhat similar to that by Vreman et al. The formation of the large scale structures are expedited through eigenfunction based initial perturbations. This includes two-dimensional and three-dimensional perturbations with a random phase shift between the 3D modes. This results in the formation of two successive vortex pairings and strong three-dimensionality.

The flow variables are normalized with respect to selected reference quantities. In the jet flow, the jet exit velocity and the jet width are the reference scales. In the temporal mixing layer, the reference length is the half initial vorticity thickness, $L_r = \frac{\delta_v(t=0)}{2}$, $\delta_v = \frac{\Delta U}{\left| \frac{\partial (u_1)_L}{\partial y} \right|_{max}}$, where $(u_1)_L$ is the Reynolds averaged value of the filtered streamwise velocity and $\Delta U$ is the velocity difference across the layer). The reference velocity is $U_r = \Delta U/2$.

B Numerical Specifications

All finite difference simulations are conducted on equally-spaced grid points with grid spacings $\Delta x = \Delta y = \Delta z$ (for 3D) = $\Delta$. The resolution for LES of the planar jet consists of $201 \times 101$ grid points. This allows simulations with a Reynolds number
\( Re = \frac{u' D}{\nu} = 14,000 \). The simulations of the temporal mixing layer are conducted on \( 193^3 \) and \( 33^3 \) points for DNS and LES, respectively. This allows simulations with \( Re = \frac{u' L_e}{\nu} = 50 \).

To filter the DNS data, a top-hat function\(^{21} \) of the form below is used

\[
G(x' - x) = \prod_{i=1}^{N_D} \tilde{G}(x'_i - x_i)
\]

\[
\tilde{G}(x'_i - x_i) = \begin{cases} 
\frac{1}{\Delta_L} & |x'_i - x_i| \leq \frac{\Delta_L}{2}, \\
0 & |x'_i - x_i| > \frac{\Delta_L}{2},
\end{cases}
\]

in which \( N_D \) denotes the number of dimensions, and \( \Delta_L = 2\Delta \).\(^{58} \) No attempt is made to investigate the sensitivity of the results to the filter function\(^{24} \) or the size of the filter.\(^{59} \)

For VFDF simulations of the temporal mixing layer, the Monte Carlo particles are initially distributed throughout the computational region. For the jet flow, the particles are supplied in the inlet region \(-1.75D \leq y \leq 1.75D \). As the particles convect downstream, this zone distorts as it conforms to the flow as determined by the hydrodynamic field. The simulation results are monitored to ensure the particles fully encompass and extend well beyond regions of non-zero vorticity with an approximately uniform particle number density. All simulations are performed with a uniform "weight"\(^{26} \) of the Monte Carlo particles. In the temporal mixing layer, due to flow periodicity in the streamwise and spanwise directions, if the particle leaves
the domain at one of these boundaries new particles are introduced at the other boundary with the same compositional values. In the cross-stream directions, the free-slip boundary condition is satisfied by the mirror-reflection of the particles leaving through these boundaries. In the planar jet, new particles are introduced through the inlet boundary at a rate proportional to the local flow velocity and with a velocity makeup dependent on the cross-stream direction only. When the particles leave the computational domain at the outflow, they are no longer tracked. The density of the Monte Carlo particles is determined by the average number of particles $N_E$ within the ensemble domain of size $\Delta_E \times \Delta_E$ ($\times \Delta_E$). The effects of both of these parameters are assessed to ensure the consistency and the statistical accuracy of the VFDF simulations.

All results are analyzed both "instantaneously" and "statistically." In the former, the instantaneous contours (snap-shots) and scatter plots of the variables of interest are analyzed. In the latter, the "Reynolds-averaged" statistics constructed from the instantaneous data are considered. In the spatially developing flows this averaging procedure is conducted via sampling in time. In the temporal mixing layer, the statistics are constructed by spatial averaging over the $x-z$ plane of statistical homogeneity. All Reynolds averaged results are denoted by an overbar.
C Consistency and Convergence Assessments

The objective of this section is to demonstrate the consistency of the VFDF formulation and the convergence of its Monte Carlo simulation procedure. For this purpose, the results via VFDF and LES-FD are compared against each other. Since the accuracy of the finite difference procedure is well-established (at least for the first order filtered quantities), such a comparative assessment provides a good means of assessing the performance of the Monte Carlo solution of the VFDF. This assessment is done for 2D simulations and for VFDF2 as they are sufficient for establishing consistency and convergence. To do so, the statistical results obtained from the Monte Carlo simulations of Eq. (31) are compared with the finite difference solution of Eqs. (25) & (26). Also, no attempt is made to determine the appropriate values of the model constants; the values suggested in the literature are adopted\textsuperscript{34} $C_0 = 2.1(C_1 = 4.15)$ and $C_\varepsilon = 1$.

In Fig. 1, the instantaneous contour plots of the vorticity are shown as determined by (a) VFDF2 and (b) LES-FD. This figure provides a simple visual demonstration of the consistency of the VFDF2. Scatter plots of $(u)_L$ vs. $(v)_L$ are presented in Fig. 2. The correlation and regression coefficients (denoted, respectively, by $\rho$ and $r$ on these figures) are insensitive to $\Delta_E$. Figures 3 and 4 show the Reynolds averaged values of the streamwise velocity and several components of the SGS stress tensor for several values of $\Delta_E$, with $N_E = 40$ kept fixed. It is observed that the first filtered moments as obtained by VFDF agree very well with those via LES-FD even for large $\Delta_E$ values.
However, smaller $\Delta_E$ values are required for convergence of the VFDF predicted SGS stresses to those by LES-FD. The relative difference between the $L_2$ norms of all of the components of the SGS tensor as a function of $(\Delta_E/\Delta)^2$ is presented in Fig. 5. Extrapolation to $\Delta_E = 0$ shows that the “error” goes to zero as $\Delta_E \to 0$.

The influence of $N_E$ on the first two moments is shown in Figs. 6 and 7. It is observed that $N_E$ does not have a significant influence on the first moments, but does slightly influence the second moments. In all the cases considered, $N_E \geq 40$ yields reliable predictions, consistent with previous consistency and convergence assessments of the scalar FDF.$^{6,8}$

All the subsequent simulations are conducted with $\Delta_E = \Delta/2$ and $N_E = 40$.

D Comparative Assessments of the VFDF

The objective of this section is to analyze some of the characteristics of the VFDF via comparative assessments against DNS data. This assessment is done via both a priori and a posteriori analyses. In the former, the DNS results are used to determine the range of the empirical constants appearing in the VFDF sub-closures. In the latter, the final results as predicted by the VFDF are directly compared with those obtained by DNS. The procedure is similar to that in Ref.$^{20}$ and considers the 3D temporal mixing layer.

In addition to VFDF, three other LES are conducted with (1) no SGS model, (2) the
Smagorinsky\textsuperscript{16,60} SGS closure, and (3) the dynamic Smagorinsky\textsuperscript{17-19} model. In the case with no model, the contribution of the SGS is completely ignored, i.e. $\tau_L(u_i, u_j) = 0$. In this case, the numerical errors amount to an implied model. But as indicated in Ref.\textsuperscript{20} this case is included to provide a point of reference for the other closures.

The Smagorinsky model is,\textsuperscript{16,61}

$$\begin{equation}
\tau_L(u_i, u_j) = \frac{2}{3} k \delta_{ij} = -2 \nu_t S_{ij},
$$

$$S_{ij} = \frac{1}{2} \left( \frac{\partial (u_i)_L}{\partial x_j} + \frac{\partial (u_j)_L}{\partial x_i} \right),
$$

$$\nu_t = C_\nu \Delta_L^2 S.
$$

$C_\nu = \sqrt{2} \ 0.17^2 \approx 0.04$, \textit{S} = $\sqrt{S_{ij} S_{ij}}$ and $\Delta_L$ is the characteristic length of the filter. This model considers the anisotropic part of the SGS stress tensor $a_{ij} = \tau_L(u_i, u_j) - 2/3 k \delta_{ij}$. The isotropic components are absorbed in the pressure field.

The dynamic version of the Smagorinsky model provides a means of approximating $C_\nu$ as suggested in Refs.\textsuperscript{17-19} The procedure for the implementation of this model in the 3D temporal mixing layer LES is described by Vreman;\textsuperscript{20} thus it is not repeated here. (See Refs.\textsuperscript{11,23,62,63} for recent reviews on SGS closure strategy.)

In addition to the resolved velocity field, the primary integral statistical quantities considered for comparative assessments are:

$$E_I = \int \frac{1}{2} (u_i)_L (u_i)_L \, dx$$

(37)
\[ P_k = \int p_k \, dx, \quad \text{with} \quad p_k = -\tau_L(u_i, u_j) \frac{\partial \langle u_i \rangle_L}{\partial x_j}, \]

\[ E_\nu = \int \epsilon_\nu \, dx, \quad \text{with} \quad \epsilon_\nu = \nu \frac{\partial \langle u_i \rangle_L}{\partial x_k} \left( \frac{\partial \langle u_i \rangle_L}{\partial x_k} + \frac{\partial \langle u_k \rangle_L}{\partial x_i} \right), \quad (38) \]

\[ B_k = \int \min(0, p_k) \, dx. \]

\( E_f \) is the kinetic energy of the resolved field, \( \epsilon_\nu \) represents the viscous molecular dissipation rate directly from the filtered field, \( P_k \) is the production rate of the SGS kinetic energy (or the rate of energy transfer from the resolved filtered motion to the SGS motion), and \( B_k \) is the total backscatter.\(^{64-66}\) The resolved molecular dissipation rate is always positive (by definition), but the production rate of the SGS kinetic energy can be locally negative. This backscatter is not represented in the Smagorinsky model. The dynamic model is potentially capable of accounting for it, but at the expense of causing numerical instabilities. In the implementation of the dynamic model used here, backscatter is avoided by averaging the numerator and denominator of the expression determining \( C_\nu \) (Refs.\(^{19,20}\)) over the homogeneous directions. If negative values are still present, they are set equal to zero.\(^{20,63}\)

The "resolved" components of the Reynolds-averaged stress tensor are denoted by \( \overline{R}_{ij} \) where \( \overline{R}_{ij} = \langle (U_i)_L - \overline{(U_i)} \rangle (\langle U_j \rangle_L - \overline{(U_j)}_L) \). The "total" Reynolds stresses are denoted by \( \overline{r}_{ij} \) where \( r_{ij} = (U_i - \overline{U_i})(U_j - \overline{U_j}) \). These are approximated by

\[ \overline{r}_{ij} \approx \overline{R}_{ij} + \overline{\tau_L(u_i, u_j)}. \]

In DNS, the total stresses are evaluated directly and the results indicate that \( \overline{R}_{ij} + \overline{\tau_L(u_i, u_j)} \) does indeed approximate \( \overline{r}_{ij} \) with a maximum error of less than 10\%.
Figure 8 shows the distribution of the particle number density within the whole computational domain. Assuring an approximately uniform distribution, the values of the moments within local ensembles are compared with those of filtered DNS data. These DNS data are transposed from the original high resolution $193^3$ points to the low resolution of $33^3$ points, and then are compared with LES results on these coarse points.

The DNS data are also used to make a priori estimates of the model constants. The primary terms which require closure are the SGS dissipation and the velocity-pressure scrambling tensors. The model equation (Eq. (20)) involving $C_\varepsilon$ is in a scalar form. For an estimate of $C_1$ (thus $C_0$), we consider the following norm of the corresponding closure (Eq. (27)):

$$
\| - \Pi_{ij} - (\varepsilon_{ij} - \frac{2}{3} \varepsilon \delta_{ij}) \| \approx C_1 \omega \| \tau_L(u_i, u_j) - \frac{2}{3} k \delta_{ij} \|,
$$

where $\| W_{ij} \| = \sqrt{W_{ji}W_{ij}}$. To estimate the coefficients, a linear regression is performed on all the data points at each computational time step. The optimized constants as obtained in this way are denoted by $\widetilde{C}_\varepsilon$ and $\widetilde{C}_1$. This procedure is also followed for the Reynolds averaged data, with the optimized models obtained in this way denoted by $\overline{C}_\varepsilon$ and $\overline{C}_1$. The temporal variations of these estimated values are shown in Fig. 9. The non-uniformity of the coefficients indicates the "non-universality" of the models.
This is expected as the flow evolves from an initially smooth laminar state to a strong three-dimensional state (at $t \approx 40$) before the action of the small scales becomes significant. The closures as adopted are not fully suitable for application in all of these flow regions. Nevertheless, Fig. 9 indicates that the values for these coefficients as suggested in RAS, i.e. $C_1 \approx 4.15$, $C_\epsilon \approx 1$ are reasonable, at least within the turbulent regime. The influences of these parameters are further investigated via a posteriori analysis of the results as discussed below.

Figures 10 and 11 show the contours of the spanwise and the streamwise components of the vorticity field, respectively, at time $t = 80$. By this time, the flow has gone through several pairings and exhibits strong 3D effects. This is evident by the formation of large scale spanwise rollers with presence of counter-rotating streamwise vortex pairs in all the simulations. The results via the no-model indicate too many small-scale structures which clearly are not captured accurately on the coarse grid. The amount of SGS diffusion with the Smagorinsky model is very significant at initial times. Due to this dissipative characteristics of the model, the predicted results are too smooth and only contain the large scale structures. The vortical structures as depicted by the dynamic Smagorinsky and the VFDF are very similar and predict the DNS results better than the other two models. The results obtained by VFDF1 and VFDF2 are virtually indistinguishable from each other. This is expected, due to the lack of importance of molecular effects in this free shear flow.

The Reynolds averaged values of the streamwise velocity and the temporal variations
of the momentum thickness:

\[ \delta_m(t) = \frac{1}{4} \int_{-L/2}^{L/2} \left( 1 - \langle u \rangle_L \right) \left( 1 + \langle u \rangle_L \right) dy, \]  

(40)

are shown in in Figs. 12 and 13, respectively. In Fig. 12 the Reynolds averaged values of both filtered and unfiltered DNS data are considered and are shown to be essentially equivalent. Therefore, the latter are not shown in subsequent figures. The dissipative nature of the Smagorinsky model at initial times resulting in a slow growth of the layer is shown. Several values of the model parameters \((C_0, C_e)\) are considered in the VFDF simulations. It is observed that as the magnitude of \(C_e\) decreases, the initial rate of the layer's spread is higher. With the exception of the case with \(C_e = 0.5\) and the Smagorinsky model, all the other VFDF cases, the dynamic Smagorinsky and the no-model yield a similar rate of layer's growth at late times.

The temporal variations of the resolved kinetic energy and all of the terms defined in Eq. (38) are shown in Fig. 14. The overall features displayed in this figure are similar to those reported by Vreman et al.\(^{20}\) for the no model, the Smagorinsky model and the dynamic Smagorinsky model. The initial rate of decay of the resolved kinetic energy for the Smagorinsky model is the highest. This is due to the excessive production of the SGS kinetic energy by this model in the transitional region, and explains the reason for the lack of small scales in the vortical structures as discussed before. For all the other models the initial rate of decrease of the resolved kinetic energy is small and increases as the flow develops. The trend portrayed by DNS results is
best captured by the VFDF simulations. For the no model case the only means of
dissipation of the resolved kinetic energy is through molecular action and numerical
dissipation which become significant at later stages due to presence of a large amount
of small scales. In this case, the amount of numerical dissipation is the highest. For
all the other closures, the productions rate of the SGS kinetic energy is larger than
the molecular dissipation as the flow develops. The dynamic Smagorinsky and the
no-model simulations predict the same initial rate of decay for the resolved kinetic
energy. This is due to low initial values of $P_k$ predicted by the dynamic Smagorinsky
model. After $t = 40$ the amount of $P_k$ as predicted by the dynamic model is more
than that of molecular dissipation by the no-model. Thus the rate of decay of the
resolved kinetic energy becomes higher for the dynamic model and is closer to that
obtained by DNS.

With the exception of the no-model case, all the simulations predict similar trends for
the molecular dissipation. The magnitude of this dissipation as predicted by VFDF
changes slightly with the variation of the model parameter. The production rate of the
SGS kinetic energy depends more strongly on the model coefficients; as $C_s$ decreases,
the peak magnitude of $P_k$ is larger. The Smagorinsky model does not adequately
predict $P_k$, and the dynamic model yields better predictions at long times. The overall
trends are best predicted by VFDF. The same is true in capturing the backscatter
phenomenon. By design, the backscatter is identically zero in the Smagorinsky and
the dynamic Smagorinsky model. But VFDF is capable of capturing it, and its extent
is controlled by the model parameters. In this regard it is important to note that there are no numerical instability problems in the VFDF solver for negative $B_k$ values. However, the amount of predicted backscatter is less than that of DNS and its relative magnitude is less than those of $P_k$ and $E_v$.

Several components of the planar averaged values of the SGS anisotropy tensor, $\overline{\tau}_{ij} = \tau_{ij}(u_i, u_j) - 2/3 \overline{k} \delta_{ij}$ are presented in Figs. 15 & 16. Both the Smagorinsky and the dynamic model under-predict all of the components of this stress. The VFDF predictions are much more satisfactory. In this regard, the VFDF is expected to be more effective than the other closures for LES of reacting flows since the extent of SGS mixing is heavily influenced by SGS convection. Optimum” values for $C_\varepsilon$ and $C_0$ cannot be suggested to predict all of the components of this tensor at all times, but it is obvious that there is too much SGS energy with $C_\varepsilon = 0.5$.

Several components of the resolved stress tensor $\overline{R}_{ij}$ are shown in Figs. 17 & 18. As expected, the performance of the Smagorinsky model is not very good as it does not predict the spread and the peak value of the resolved Reynolds stresses. None of the other models show a distinct superiority in predicting the DNS results. The no-model and the dynamic Smagorinsky model predict large peak values at the middle of the layer. The VFDF predicts both the spread and the peak values reasonably well. The results for small $C_\varepsilon$ values are not shown since the amount of energy in the resolved scale decreases too much in favor of the increase of the SGS stress (as shown in Figs. 15 & 16). The cross-stream variations of the total Reynolds stress $\overline{r}_{12}$
are presented in Figs. 19. The peak values by the no-model simulations are again the highest. The dynamic model and VFDF perform similarly and capture the DNS trends equally well.

E Comparison with Previous Investigations

All of the results obtained here by DNS, and LES via the Smagorinsky and the dynamic Smagorinsky models agree very well with those of Vreman et al.\textsuperscript{20} The slight differences are due to the non-identical flow initializations, and the different computational methodologies employed in the two simulations. To compare with results of other investigations, simulations are conducted of another temporally developing mixing layer with \( Re = 500 \) in a larger computational domain, \( L_r = 120 \). An initial forcing of the form \( Ae^{-\left(y/2\right)^2} \) is used, where \( A \) is a uniformly distributed random number with an amplitude of 0.05. Rogers and Moser\textsuperscript{60} perform DNS of a high \( Re \) number flow on \( 512 \times 210 \times 192 \) spectral points. The results of these simulations are in excellent agreements with laboratory data of Bell and Mehta.\textsuperscript{71} Here, LES is conducted of this flow via the dynamic Smagorinsky model.

The profiles of the mean streamwise velocity and several components of the resolved stresses at \( t = 250 \) are presented in Figs. 20 and 21, respectively. In these figures, \( \xi = y/\delta_m(t) \) and the symbols denote the experimental data\textsuperscript{71} at several streamwise locations. The good agreement with these data also indicates good agreement with DNS results of Rogers and Moser.\textsuperscript{72}
F Computational Requirements

The total computational times associated with simulations of the 3D temporal mixing layer are shown in Table 2. Expectedly, the overhead associated with the VFDF simulation is extensive as compared to the other models; nevertheless this requirement is significantly less that of DNS. This overhead was tolerated in present simulations, but can be reduced with utilization of an optimum parallel simulation procedure. This has been discussed for use in PDF\textsuperscript{73} and is recommended for future VFDF simulations.

7 SUMMARY AND CONCLUDING REMARKS

The filtered density function (FDF) methodology\textsuperscript{1} has proven very effective for large eddy simulation (LES) of turbulent reacting flows.\textsuperscript{3,6-11} In all of previous contributions, the LES/FDF of only the scalar quantities are considered. The objective of the present work is to develop the FDF methodology for LES of the velocity field. For this purpose, a methodology termed the velocity filtered density function (VFDF) is developed. The VFDF is basically the probability function (PDF) of the subgrid scale (SGS) velocity vector. The exact transport equation governing the evolution of the VFDF is derived. It is shown that the effects of SGS convection in this equation appears in a closed form. The unclosed terms in this transport equation are modeled via two formulations: VFDF1 and VFDF2. The primary difference between the two
models is the inclusion of the molecular diffusion in the spatial transport of the VFDF in the first formulation. The closure strategy in the formulation similar to that in PDF methods in Reynolds averaged simulation (RAS) procedures. In this way, the VFDF formulation is at least equivalent to a second-order moment SGS closure.

The modeled VFDF transport equations are solved numerically via a Lagrangian Monte Carlo scheme in which the solutions of the equivalent stochastic differential equations (SDEs) are obtained. Two Monte Carlo procedures are considered. The schemes preserve the Itô-Gikhman nature of the SDEs and provide a reliable solution for the VFDF. The consistency of the VFDF formulation and the convergence of its Monte Carlo solutions are assessed. This is done via comparisons between the results obtained by the Monte Carlo procedure and the finite difference solution of the transport equations of the first two filtered moments of VFDF (LES-FD). With inclusion of the third moments from the VFDF into the LES-FD, the consistency and convergence of the Monte Carlo solution is demonstrated by good agreements of the first two SGS moments with those obtained by LES-FD.

The VFDF predictions are compared with those with LES results with no SGS model, with the Smagorinsky SGS closure, and with the dynamic Smagorinsky model. All of these results are also compared with direct numerical simulation (DNS) results of a three-dimensional, temporally developing mixing layer in a context similar to that conducted by Vreman et al. This comparison provides a means of examining some of the trends and overall characteristics as predicted by LES. It is shown that
the VFDF performs well in predicting some of the phenomena pertaining to the SGS transport. The magnitude of the SGS Reynolds stresses as predicted by VFDF is significantly larger than those predicted by the other SGS models and much closer to the filtered DNS results. The temporal evolution of the production rate of the SGS kinetic energy is predicted well by VFDF as compared with those via the other closures. The VFDF is also capable of accounting the SGS backscatter without any numerical instability problems, although the level predicted is substantially less than that observed in DNS.

The results of a priori assessment against DNS data indicates that the values of the model coefficients as employed in VFDF ($C_0$ and $C_\varepsilon$) are of the range suggested in the equivalent models previously used in RAS. The results of a posteriori assessments via comparison with DNS data does not give any compelling reasons to use values other than those suggested in RAS, $C_0 = 2.1$, $C_\varepsilon = 1$. However, small values of $C_\varepsilon$ are not acceptable as they would yield too much of SGS energy relative to that within the resolved scales.

Most of the overall flow features, including the mean velocity field and the resolved and total Reynolds stresses as predicted by VFDF are similar to those obtained via the dynamic Smagorinsky model. This is interesting in view of the fact that the model coefficients in VFDF are kept fixed. It may be possible to improve the predictive capabilities of the VFDF by two ways: (1) development of a dynamic procedure to determine the model coefficients, and/or (2) implementation of higher order closures
for the generalized Langevin model parameter $G_{ij}$ (see Ref.\textsuperscript{34}).

Work is in progress towards developments of a joint velocity-scalar FDF for LES of reacting flows. Compared to standard LES, this approach has the advantage of treating reaction in a closed form; and, compared to scalar FDF\textsuperscript{6,8} has the advantage of treating convective transport (of momentum and species) in closed form. These modeling advantages have an associated computational penalty. For the cases considered here, VFDF is more expensive computationally than the dynamic Smagorinsky model by a factor of 15. It is expected that VFDF will not be more expensive than scalar FDF, at least for reacting flows with many species.
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<table>
<thead>
<tr>
<th></th>
<th>Finite difference variables</th>
<th>Particle solver variables</th>
<th>Particle statistics used by the finite difference solver</th>
<th>Finite difference variables used by particle solver</th>
<th>Redundant quantities</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>VFDF 1</strong></td>
<td>$\langle u_i \rangle_L$</td>
<td>$X_i$</td>
<td>$\tau_L(u_i, u_j)$</td>
<td>$\langle u_i \rangle_L, \frac{\partial \langle p \rangle_L}{\partial x_i}, \frac{\partial^2 \langle u_i \rangle_L}{\partial x_k \partial x_k}$</td>
<td>$\langle u_i \rangle_L$</td>
</tr>
<tr>
<td></td>
<td>$\langle p \rangle_L$</td>
<td>$U_i$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>VFDF 2</strong></td>
<td>$\langle u_i \rangle_L$</td>
<td>$X_i$</td>
<td>$\tau_L(u_i, u_j)$</td>
<td>$\langle u_i \rangle_L, \frac{\partial \langle p \rangle_L}{\partial x_i}, \frac{\partial^2 \langle u_i \rangle_L}{\partial x_k \partial x_k}$</td>
<td>$\langle u_i \rangle_L$</td>
</tr>
<tr>
<td></td>
<td>$\langle p \rangle_L$</td>
<td>$U_i$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LES-FD</strong></td>
<td>$\langle u_i \rangle_L, \langle p \rangle_L$</td>
<td>$X_i$</td>
<td>$\tau_L(u_i, u_j, u_k)$</td>
<td>$\langle u_i \rangle_L, \frac{\partial \langle p \rangle_L}{\partial x_i}, \frac{\partial^2 \langle u_i \rangle_L}{\partial x_k \partial x_k}$</td>
<td>$\tau_L(u_i, u_j)$</td>
</tr>
<tr>
<td></td>
<td>$\tau_L(u_i, u_j)$</td>
<td>$U_i$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Recapitulation of the VFDF solution procedures.
<table>
<thead>
<tr>
<th></th>
<th>Resolution</th>
<th>$N_E$</th>
<th>Normalized CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNS</td>
<td>$193 \times 193 \times 193$</td>
<td>-</td>
<td>178</td>
</tr>
<tr>
<td>VFDF1</td>
<td>$33 \times 33 \times 33$</td>
<td>40</td>
<td>33.6</td>
</tr>
<tr>
<td>VFDF2</td>
<td>$33 \times 33 \times 33$</td>
<td>40</td>
<td>30</td>
</tr>
<tr>
<td>Dynamic Smagorinsky</td>
<td>$33 \times 33 \times 33$</td>
<td>-</td>
<td>2.19</td>
</tr>
<tr>
<td>Smagorinsky</td>
<td>$33 \times 33 \times 33$</td>
<td>-</td>
<td>1.05</td>
</tr>
<tr>
<td>No model</td>
<td>$33 \times 33 \times 33$</td>
<td>-</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2: Computer requirements for the 3D temporal mixing layer. 1 unit corresponds to 1657.2 seconds of CPU time on the SGI Origin 2000.
FIGURE CAPTIONS

Figure 1. Plot of the vorticity field contours, (a) VFDF2, (b) LES-FD. \( \Delta_E = \Delta, \ N_E = 40 \).

Figure 2. Scatter plots of the filtered velocity field as obtained via VFDF2 vs. LES-FD. (a), \( \langle u \rangle_L \); (b), \( \langle v \rangle_L \). \( \Delta_E = \Delta, \ N_E = 40 \).

Figure 3. Reynolds averaged values of the filtered streamwise velocity. (a) Cross-stream variations at \( x = 7 \), (b) streamwise variation at \( y = 0 \) (centerline). \( N_E = 40 \).

Figure 4. Cross-stream variations of the Reynolds averaged values of some of the components of the SGS stress tensor at \( x = 7 \) with \( N_E = 40 \). The LES-FD results are obtained with \( \Delta_E = 0.5\Delta, \ N_E = 40 \).

Figure 5. Percentage of the relative difference between the \( L_2 \) norms of the stresses as a function of \( \frac{\Delta_E}{\Delta} \). (a) \( x = 2.8 \), (b) \( x = 7 \), (c) \( x = 11.2 \).

Figure 6. Cross-stream variations of the Reynolds averaged values of the filtered streamwise velocity at \( x = 7 \). The LES-FD results are obtained with \( \Delta_E = 0.5\Delta, \ N_E = 40 \).

Figure 7. Cross-stream variations of the Reynolds averaged values of some of the components of the SGS stress tensor at \( x = 7 \). The LES-FD results are obtained with \( \Delta_E = 0.5\Delta, \ N_E = 40 \).
Figure 8. Particle number density in VFDF2 simulation at $t = 60$. The isosurface corresponds to $N_E = 40$ set as initial conditions. $C_0 = 2.1, C_\varepsilon = 1$.

Figure 9. Time variation of the model coefficients as obtained from a priori analysis of the DNS data.

Figure 10. Contour plots of the spanwise component of the vorticity at $z = 0.75L/L_r$, $t = 80$. (a) filtered DNS, (b) no model, (c) Smagorinsky model, (d) dynamic Smagorinsky model, (e) VFDF2, $C_0 = 2.1, C_\varepsilon = 1$, (f) VFDF1, $C_0 = 2.1, C_\varepsilon = 1$.

Figure 11. Contour plots of the streamwise component of the vorticity vector at $x = 0.25L/L_r$, $t = 80$. (a) filtered DNS, (b) no model, (c) Smagorinsky model, (d) dynamic Smagorinsky model, (e) VFDF2, $C_0 = 2.1, C_\varepsilon = 1$, (f) VFDF1, $C_0 = 2.1, C_\varepsilon = 1$.

Figure 12. Cross-stream variations of the Reynolds averaged values of the streamwise velocity at $t = 70$.

Figure 13. Temporal variations of the momentum thickness.

Figure 14. Temporal variations of (a) total resolved kinetic energy, (b) SGS kinetic energy production rate, (c) total backscatter, (d) total resolved dissipation.

Figure 15. Cross stream variations of some of the components of $\overline{a_{ij}}$ at $t = 60$. 52
Figure 16. Cross-stream variations of some of the components of $\overline{u_{ij}}$ at $t = 80$.

Figure 17. Cross-stream variations of some of the components of $\overline{R_{ij}}$ at $t = 60$.

Figure 18. Cross-stream variations of some of the components of $\overline{R_{ij}}$ at $t = 80$.

Figure 19. Cross stream variations of $\overline{r_{12}}$, (a) $t = 60$, (b) $t = 80$.

Figure 20. Cross stream variation of the Reynolds averaged values of the streamwise velocity at $t = 250$. Solid line denotes model predictions via the dynamic Smagorinsky model. Symbols denote experimental data of Bell and Mehta.$^{71}$

Figure 21. Cross stream variations of the Reynolds averaged values of the streamwise velocity at $t = 250$. Solid lines denote model predictions via the dynamic Smagorinsky model. Symbols denote experimental data of Bell and Mehta.$^{71}$
Figure 1: Plot of the vorticity field contours, (a) VFDF2, (b) LES-FD. $\Delta E = \Delta$, $N_E = 40$. (Gicquel et al., Physics of Fluids.)
Figure 2: Scatter plots of the filtered velocity field as obtained via VFDF2 vs. LES-FD. (a), $\langle u \rangle_L$; (b), $\langle v \rangle_L$. $\Delta_E = \Delta$, $N_E = 40$. (Gicquel et al., Physics of Fluids.)
Figure 3: Reynolds averaged values of the filtered streamwise velocity. (a) Cross-stream variations at $x = 7$, (b) streamwise variation at $y = 0$ (center-line). $N_E = 40$. (Gicquel et al., Physics of Fluids.)
Figure 4: Cross-stream variations of the Reynolds averaged values of some of the components of the SGS stress tensor at $x = 7$ with $N_E = 40$. The LES-FD results are obtained with $\Delta_E = 0.5\Delta$, $N_E = 40$. (Gicquel et al., Physics of Fluids.)
Figure 5: Percentage of the relative difference between the $L_2$ norms of the stresses as a function of $\frac{\Delta E}{\Delta}$. (a) $x = 2.8$, (b) $x = 7$, (c) $x = 11.2$. (Gicquel et al., Physics of Fluids.)
Figure 6: Cross-stream variations of the Reynolds averaged values of the filtered streamwise velocity at $x = 7$. The LES-FD results are obtained with $\Delta E = 0.5\Delta$, $N_E = 40$. 
Figure 7: Cross-stream variations of the Reynolds averaged values of some of the components of the SGS stress tensor at $x = 7$. The LES-FD results are obtained with $\Delta_E = 0.5 \Delta$, $N_E = 40$. (Gicquel et al., Physics of Fluids.)
Figure 8: Particle number density in VFDF2 simulation at $t = 60$. The iso-surface corresponds to $N_E = 40$ set as initial conditions. $C_0 = 2.1, C_e = 1$. (Gicquel et al., Physics of Fluids.)
Figure 9: Time variation of the model coefficients as obtained from a priori analysis of the DNS data. (Gicquel et al., Physics of Fluids.)
Figure 10: Contour plots of the spanwise component of the vorticity at $z = 0.75L/L_r$, $t = 80$. (a) filtered DNS, (b) no model, (c) Smagorinsky model, (d) dynamic Smagorinsky model, (e) VFDF2, $C_0 = 2.1$, $C_e = 1$, (f) VFDF1, $C_0 = 2.1$, $C_e = 1$. (Gicquel et al., Physics of Fluids.)
Figure 11: Contour plots of the streamwise component of the vorticity vector at $x = 0.25L/L_r$, $t = 80$. (a) filtered DNS, (b) no model, (c) Smagorinsky model, (d) dynamic Smagorinsky model, (e) VFDF2, $C_0 = 2.1$, $C_\varepsilon = 1$, (f) VFDF1, $C_0 = 2.1$, $C_\varepsilon = 1$. (Gicquel et al., Physics of Fluids.)
Figure 12: Cross-stream variations of the Reynolds averaged values of the streamwise velocity at $t = 70$. (Gicquel et al., Physics of Fluids.)
Figure 13: Temporal variations of the momentum thickness. (Gicquel et al., Physics of Fluids.)
Figure 14: Temporal variations of (a) total resolved kinetic energy, (b) production rate of the SGS kinetic energy, (c) total backscatter, (d) total resolved dissipation. (Gicquel et al., Physics of Fluids.)
Figure 15: Cross stream variations of some of the components of $\overline{a_{ij}}$ at $t = 60$. (Gicquel et al., Physics of Fluids.)
Figure 16: Cross-stream variations of some of the components of $\overline{a_{ij}}$ at $t = 80$. (Gicquel et al., Physics of Fluids.)
Figure 17: Cross-stream variations of some of the components of $R_{ij}$ at $t = 60$. (Gicquel et al., Physics of Fluids.)
Figure 18: Cross-stream variations of some of the components of $\overline{R_{ij}}$ at $t = 80$. (Gicquel et al., Physics of Fluids.)
Figure 19: Cross-stream variations of $\bar{r}_{12}$. (a) $t = 60$, (b) $t = 80$. (Gicquel et al., Physics of Fluids.)
Figure 20: Cross stream variation of the Reynolds averaged values of the streamwise velocity at $t = 250$. Solid line denotes model predictions via the dynamic Smagorinsky model. Symbols denote experimental data of Bell and Mehta.\textsuperscript{71} (Gicquel et al., Physics of Fluids.)
Figure 21: Cross stream variation of the resolved Reynolds stresses at $t = 250$. Solid lines denote model predictions via the dynamic Smagorinsky model. Symbols denote experimental data of Bell and Mehta.$^{71}$ (Gicquel et al., Physics of Fluids.)
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Abstract

A methodology termed the “velocity-scalar filtered density function” (VSFDF) is developed and implemented for large eddy simulation (LES) of turbulent flows. In this methodology, the effects of the unresolved subgrid scales (SGS) are taken into account by considering the joint probability density function (PDF) of the velocity-scalar field. An exact transport equation is derived for the VSFDF in which the effects of the SGS convection and chemical reaction are closed. The unclosed terms in this equation are modeled. A system of stochastic differential equations (SDEs) which yields statistically equivalent results to the modeled VSFDF transport equation is constructed. These SDEs are solved numerically by a Lagrangian Monte Carlo procedure in which the Itô-Gikhman character of the SDEs is preserved. The consistency of the proposed SDEs and the convergence of the Monte Carlo solution are assessed by comparison with results obtained by a finite difference LES procedure in which the corresponding transport equations for the first two SGS moments are solved. The VSFDF results are compared with those obtained via other SGS closures, and all the results are assessed via comparison with data obtained by direct numerical simulation (DNS) of a temporally developing mixing layer involving transport of a passive scalar. It is shown that the values of both the SGS and the resolved components of all second order moments including the scalar fluxes are predicted well by VSFDF. The sensitivity of the model’s (empirical) constants are assessed and it is shown that the magnitudes of these constants are in the same range as that typically employed in PDF methods.
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I. INTRODUCTION

The probability density function (PDF) approach has proven useful for large eddy simulation (LES) of turbulent reacting flows [1]. The formal means of conducting such LES is by consideration of the “filtered density function” (FDF) [2] which is essentially the filtered fine-grained PDF of the transport quantities. In all previous contributions, the “marginal” FDF of the scalars [3–15], or the marginal FDF of the velocity vector [16] are considered; see Givi [17] for a recent review.

The objective of the present work is to extend the FDF methodology to account for the “joint” subgrid scale (SGS) velocity-scalar field. This is facilitated by consideration of the joint “velocity-scalar filtered density function” (VSFDF). With the definition of the VSFDF, the mathematical framework for its implementation in LES is established. A transport equation is developed for the VSFDF in which the effects of SGS convection and SGS chemical reaction (in a reacting flow) are closed. The unclosed terms in this equation are modeled in a fashion similar to those in the Reynolds-averaged simulation (RAS) procedures. A Lagrangian Monte Carlo procedure is developed and implemented for numerical simulation of the modeled VSFDF transport equation. The consistency of this procedure is assessed by comparing the first two moments of the VSFDF with those obtained by the Eulerian finite difference solutions of the same moments’ transport equations. The results of the VSFDF simulations are compared with those predicted by the Smagorinsky [18] closure. All the results are assessed via comparisons with direct numerical simulation (DNS) data of a three-dimensional (3D) temporally developing mixing layer involving transport of a passive scalar variable.

II. FORMULATION

For the general formulation, we consider an incompressible (unit density), isothermal, turbulent reacting flow involving \( N_s \) species. The primary transport variables describing such a flow are the three components of the velocity vector \( u_i(x, t) \) (\( i = 1, 2, 3 \)), the pressure \( p(x, t) \), and the species’ mass fractions \( \phi_\alpha(x, t) \) (\( \alpha = 1, 2, \ldots, N_s \)). The equations which
govern the transport of these variables in space \((x_i)\) and time \((t)\) are

\[
\frac{\partial u_k}{\partial x_k} = 0 \quad (1a)
\]

\[
\frac{\partial u_i}{\partial t} + \frac{\partial u_k u_i}{\partial x_k} = -\frac{\partial p}{\partial x_i} + \frac{\partial \sigma_{ik}}{\partial x_k} \quad (1b)
\]

\[
\frac{\partial \phi_\alpha}{\partial t} + \frac{\partial u_k \phi_\alpha}{\partial x_k} = -\frac{\partial J_k^\alpha}{\partial x_k} + S_\alpha \quad (1c)
\]

where \(S_\alpha \equiv \dot{S}_\alpha (\phi(x,t))\) denotes the chemical reaction term for species \(\alpha\), and \(\phi \equiv [\phi_1, \phi_2, \ldots, \phi_N]\) denotes the scalar variable array. For an incompressible, Newtonian fluid, with Fick’s law of diffusion, the viscous stress tensor \(\sigma_{ik}\) and the scalar flux \(J_k^\alpha\) are represented by

\[
\sigma_{ik} = \nu \left( \frac{\partial u_i}{\partial x_k} + \frac{\partial u_k}{\partial x_i} \right) \quad (2a)
\]

\[
J_k^\alpha = -\Gamma \frac{\partial \phi_\alpha}{\partial x_k} \quad (2b)
\]

where \(\nu\) is the fluid kinematic viscosity and \(\Gamma = \frac{\nu}{Sc}\) is the diffusion coefficient of all species with \(Sc\) denoting the molecular Schmidt number. We assume a constant value for \(\nu = \Gamma\); that is \(Sc = 1\). In reactive flows, molecular processes are much more complicated than portrayed by Eq. (2). Since the molecular diffusion is typically less important than that of SGS, this simple model is adopted with justifications and caveats given by in Refs. [19-21].

Large-eddy simulation involves the spatial filtering operation [22-25]

\[
\langle f(x,t) \rangle = \int_{-\infty}^{+\infty} f(x',t)G(x',x)dx' \quad (3)
\]

where \(G(x',x)\) denotes a filter function, and \(\langle f(x,t) \rangle\) is the filtered value of the transport variable \(f(x,t)\). We will consider a filter function that is spatially and temporally invariant and localized, thus: \(G(x',x) \equiv G(x' - x)\) with the properties \(G(x) \geq 0, \int_{-\infty}^{+\infty} G(x)dx = 1\), and moments \(\int_{-\infty}^{+\infty} x^m G(x)dx\) exist for \(m > 0\). Applying the filtering operation to Eqs. (1) yields

\[
\frac{\partial \langle u_k \rangle}{\partial x_k} = 0 \quad (4a)
\]

\[
\frac{\partial \langle u_i \rangle}{\partial t} + \frac{\partial \langle u_k \rangle \langle u_i \rangle}{\partial x_k} = -\frac{\partial \langle p \rangle}{\partial x_i} + \nu \frac{\partial^2 \langle u_i \rangle}{\partial x_k \partial x_k} - \frac{\partial \tau(u_k, u_i)}{\partial x_k} \quad (4b)
\]

\[
\frac{\partial \langle \phi_\alpha \rangle}{\partial t} + \frac{\partial \langle u_k \rangle \langle \phi_\alpha \rangle}{\partial x_k} = \nu \frac{\partial^2 \langle \phi_\alpha \rangle}{\partial x_k \partial x_k} - \frac{\partial \tau(u_k, \phi_\alpha)}{\partial x_k} + \langle S_\alpha \rangle \quad (4c)
\]
where the second-order SGS correlations
\[
\tau(a, b) = \langle ab \rangle - \langle a \rangle \langle b \rangle
\] (5)
are governed by
\[
\frac{\partial \tau(u_i, u_j)}{\partial t} + \frac{\partial}{\partial x_k} \left( \tau(u_i, u_j) \right) = \Gamma \frac{\partial^2 \tau(u_i, u_j)}{\partial x_k \partial x_k} - \tau(u_k, u_i) \frac{\partial \langle u_j \rangle}{\partial x_k} - \tau(u_k, u_j) \frac{\partial \langle u_i \rangle}{\partial x_k} - \frac{\partial \tau(u_k, u_i, u_j)}{\partial x_k}
\]
(6a)
\[
\frac{\partial \tau(u_i, \phi_\alpha)}{\partial t} + \frac{\partial}{\partial x_k} \left( \tau(u_i, \phi_\alpha) \right) = \Gamma \frac{\partial^2 \tau(u_i, \phi_\alpha)}{\partial x_k \partial x_k} - \tau(u_k, u_i) \frac{\partial \langle \phi_\alpha \rangle}{\partial x_k} - \tau(u_k, \phi_\alpha) \frac{\partial \langle u_i \rangle}{\partial x_k} - \frac{\partial \tau(u_k, u_i, \phi_\alpha)}{\partial x_k}
\]
(6b)
\[
\frac{\partial \tau(\phi_\alpha, \phi_\beta)}{\partial t} + \frac{\partial}{\partial x_k} \left( \tau(\phi_\alpha, \phi_\beta) \right) = \Gamma \frac{\partial^2 \tau(\phi_\alpha, \phi_\beta)}{\partial x_k \partial x_k} - \tau(u_k, \phi_\alpha) \frac{\partial \langle \phi_\beta \rangle}{\partial x_k} - \tau(u_k, \phi_\beta) \frac{\partial \langle \phi_\alpha \rangle}{\partial x_k} - \frac{\partial \tau(u_k, \phi_\alpha, \phi_\beta)}{\partial x_k}
\]
(6c)
In this equation, the third order correlations
\[
\tau(a, b, c) = \langle abc \rangle - \langle a \rangle \tau(b, c) - \langle b \rangle \tau(a, c) - \langle c \rangle \tau(a, b) - \langle a \rangle \langle b \rangle \langle c \rangle
\] (7)
are unclosed along with the other terms within square brackets.

III. VELOCITY-SCALAR FILTERED DENSITY FUNCTION (VSFDF)

A. Definitions

The “velocity-scalar filtered density function” (VSFDF), denoted by \( P \), is formally defined as
\[
P(v, \psi; x, t) = \int_{-\infty}^{+\infty} \varrho(v, \psi; u(x', t), \phi(x', t)) G(x' - x) \, dx'
\] (8)
\[
\varrho(v, \psi; u(x, t), \phi(x, t)) = \prod_{i=1}^{3} \delta(v_i - u_i(x, t)) \times \prod_{\alpha=1}^{N_s} \delta(\psi_\alpha - \phi_\alpha(x, t))
\] (9)
where $\delta$ denotes the delta function, and $\mathbf{v}, \psi$ are the velocity vector and the scalar array in the sample space. The term $\varrho$ is the “fine-grained” density [20, 26], hence Eq. (8) defines VSFDF as the spatially filtered value of the fine-grained density. With the condition of a positive filter kernel [27], $P$ has all of the properties of the PDF [20]. For further developments it is useful to define the “conditional filtered value” of the variable $Q(x, t)$ as

$$
\langle Q(x, t) \mid \mathbf{u}(x, t) = \mathbf{v}, \phi(x, t) = \psi \rangle \equiv \langle Q \mid \mathbf{v}, \psi \rangle = \int_{-\infty}^{\infty} Q(x', t) \varrho(v, \psi; \mathbf{u}(x', t), \phi(x', t)) G(x' - x) dx'
$$

$$
P(v, \psi; x, t)
$$

Equation (10) implies the followings:

(i) for $Q(x, t) = c$,

$$
\langle Q(x, t) \mid \mathbf{v}, \psi \rangle = c
$$

(11a)

(ii) for $Q(x, t) \equiv \dot{Q}(\mathbf{u}(x, t), \phi(x, t))$

$$
\langle Q(x, t) \mid \mathbf{v}, \psi \rangle = \dot{Q}(\mathbf{v}, \psi)
$$

(11b)

(iii) Integral properties:

$$
\langle Q(x, t) \rangle = \int_{-\infty}^{\infty} \langle Q(x, t) \mid \mathbf{v}, \psi \rangle P(v, \psi; x, t) dv d\psi
$$

(11c)

From Eqs. (11) it follows that the filtered value of any function of the velocity and/or scalar variables is obtained by its integration over the velocity and scalar sample spaces

$$
\langle Q(x, t) \rangle = \int_{-\infty}^{\infty} \dot{Q}(\mathbf{v}, \psi) P(v, \psi; x, t) dv d\psi
$$

(12)

B. VSFDF Transport Equations

To develop the VSFDF transport equation, we consider the time derivative of the fine-grained density function (Eq. (9))

$$
\frac{\partial \varrho}{\partial t} = -\left( \frac{\partial u_k}{\partial t} \frac{\partial \varrho}{\partial v_k} + \frac{\partial \phi_\alpha}{\partial t} \frac{\partial \varrho}{\partial \psi_\alpha} \right)
$$

(13)

Substituting Eqs. (1b-1c), and Eqs. (2a-2b) into Eq. (13) we obtain

$$
\frac{\partial \varrho}{\partial t} + \frac{\partial u_k \varrho}{\partial x_k} = \left( \frac{\partial \rho}{\partial x_i} - \nu \frac{\partial^2 u_i}{\partial x_k \partial x_k} \right) \frac{\partial \varrho}{\partial v_i} - \left( \nu \frac{\partial^2 \phi_\alpha}{\partial x_k \partial x_k} + S_\alpha(\phi) \right) \frac{\partial \varrho}{\partial \psi_\alpha}
$$

(14)
Integration of this according to Eq. (8), while employing Eq. (10) results in

\[
\frac{\partial P}{\partial t} + \frac{\partial v_k P}{\partial x_k} = \frac{\partial \langle p \rangle}{\partial x_k} \frac{\partial P}{\partial v_k} - \frac{\partial}{\partial \psi_\alpha} [S_\alpha(\psi) P] \\
+ \frac{\partial}{\partial v_k} \left[ \left( \langle \frac{\partial p}{\partial x_k} | v, \psi \rangle - \frac{\partial \langle p \rangle}{\partial x_k} \right) P \right] \\
- \frac{\partial}{\partial v_i} \left( \left\langle \nu \frac{\partial^2 u_i}{\partial x_k \partial x_k} | v, \psi \right\rangle P \right) \\
- \frac{\partial}{\partial \psi_\alpha} \left( \left\langle \nu \frac{\partial^2 \phi_\alpha}{\partial x_k \partial x_k} | v, \psi \right\rangle P \right)
\]

(15)

This is an exact transport equation for the VSFDF. It is observed that the effects of convection (second term on LHS) and chemical reaction (the last term on RHS) appear in closed forms. The unclosed terms denote convective effects in the velocity-scalar sample space. Alternatively, the VSFDF equation can be expressed as

\[
\frac{\partial P}{\partial t} + \frac{\partial v_k P}{\partial x_k} = \nu \frac{\partial^2 P}{\partial x_k \partial x_k} + \frac{\partial \langle p \rangle}{\partial x_k} \frac{\partial P}{\partial v_k} - \frac{\partial}{\partial \psi_\alpha} [S_\alpha(\psi) P] \\
+ \frac{\partial}{\partial v_k} \left[ \left\langle \frac{\partial p}{\partial x_k} | v, \psi \rangle - \frac{\partial \langle p \rangle}{\partial x_k} \right\rangle P \right] \\
- \frac{\partial^2}{\partial v_i \partial v_j} \left\langle \nu \frac{\partial u_i \partial u_j}{\partial x_k \partial x_k} | v, \psi \right\rangle P \right) \\
- \frac{\partial^2}{\partial \psi_\alpha \partial \psi_\beta} \left\langle \nu \frac{\partial \psi_\alpha \partial \psi_\beta}{\partial x_k \partial x_k} | v, \psi \right\rangle P \right)
\]

(16)

This is also an exact equation, but the unclosed terms are exhibited by the conditional filtered values of the dissipation fields as shown by the last three terms on the RHS.
C. Modeled VSFDF Transport Equation

For closure for the VSFDF transport equation, we consider the general diffusion process [28], given by the system of stochastic differential equations (SDEs):

\[
\begin{align*}
\text{d}X^+ &= D^X(X^+, U^+, \phi^+; t)\text{d}t + B^X(X^+, U^+, \phi^+; t)\text{d}W^X(t) + F^X(X^+, U^+, \phi^+; t)\text{d}W^\phi(t) \\
\text{d}U^+ &= D^U(X^+, U^+, \phi^+; t)\text{d}t + B^U(X^+, U^+, \phi^+; t)\text{d}W^U(t) + F^U(X^+, U^+, \phi^+; t)\text{d}W^\phi(t) \\
\text{d}\phi^+ &= D^\phi(X^+, U^+, \phi^+; t)\text{d}t + B^\phi(X^+, U^+, \phi^+; t)\text{d}W^\phi(t) \\
&\quad + F^{\phi U}(X^+, U^+, \phi^+; t)\text{d}W^X(t) + F^{\phi U}(X^+, U^+, \phi^+; t)\text{d}W^U(t)
\end{align*}
\]

(17a) (17b) (17c)

where \(X^+, U^+, \psi^+\) are probabilistic representations of position, velocity vector, and scalar variables, respectively. The \(D\) terms denote diffusion, the \(B\) terms denote drift in the composition space, the \(F\) terms denote diffusion couplings, and the \(W\) terms denote the Wiener-Lévy processes [29, 30]. Following Haworth and Pope [31], Dreeben and Pope [32], Colucci et al. [7], and Gicquel et al. [16] we consider the generalized Langevin model (GLM) and the linear mean square estimation (LMSE) model [26]

\[
\begin{align*}
\text{d}X^+ &= U^+\text{d}t + \sqrt{\nu_1}\text{d}W^X \\
\text{d}U^+ &= \left[-\frac{\partial \langle p \rangle}{\partial x_i} + \nu_2 \frac{\partial^2 \langle u_i \rangle}{\partial x_k \partial x_k} + G_{ij} \left(U^+_j - \langle u_j \rangle \right) \right] \text{d}t \\
&\quad + \sqrt{\nu_3} \frac{\partial \langle u_i \rangle}{\partial x_k} \text{d}W^X + \sqrt{C_0 \epsilon} \text{d}W^U \\
\text{d}\phi^+ &= \left[\nu_4 \frac{\partial^2 \langle \phi_\alpha \rangle}{\partial x_k \partial x_k} - C_{\phi} \omega (\phi^+ - \langle \phi \rangle) + S_{\phi}(\psi) \right] \text{d}t \\
&\quad + \sqrt{\nu_5} \frac{\partial \langle \phi_\alpha \rangle}{\partial x_k} \text{d}W^X 
\end{align*}
\]

(18a) (18b) (18c)

where the variables \(\nu_1, \nu_2, \ldots\) are all diffusion coefficients (to be specified), and

\[
G_{ij} = -\omega \left( \frac{1}{2} + \frac{3}{4} C_0 \right) \delta_{ij} \quad \omega = \frac{\epsilon}{k} \\
\epsilon = C_\epsilon \frac{k^{3/2}}{\Delta_L} \quad k = \frac{1}{2} \tau (u_k, u_k)
\]

(19)

Here \(\omega\) is the SGS mixing frequency, \(\epsilon\) is the SGS dissipation rate, \(k\) is the turbulent kinetic energy, and \(\Delta_L\) is the LES filter size. The parameters \(C_0, C_\phi\) and \(C_\epsilon\) are model constants.
and need to be specified. The Fokker-Planck [33] equation for the diffusion process as given by Eq. (18) is:

\[
\frac{\partial f}{\partial t} + \frac{\partial}{\partial x_k} (v_k f) = \left[ \frac{\partial \langle p \rangle}{\partial x_i} - (v_2 - \sqrt{v_1 v_3}) \frac{\partial^2 (u_i)}{\partial x_k \partial x_k} \right] \frac{\partial f}{\partial v_i} - \frac{\partial}{\partial v_i} \left[ G_{ij} (v_j - \langle u_j \rangle) f \right] - \left[ v_1 - \sqrt{v_1 v_3} \right] \frac{\partial^2 (\phi_0)}{\partial x_k \partial x_k} \frac{\partial f}{\partial \phi_0} + \frac{\partial}{\partial \phi_0} \left[ C_\phi \omega (\psi_\phi - \langle \phi_0 \rangle) f \right] - \frac{\partial}{\partial \psi_\phi} \left[ S_\phi (\psi) f \right] + \frac{\nu_1}{2} \frac{\partial^2 f}{\partial x_k \partial x_k} + \frac{\sqrt{v_1 v_3}}{\partial x_i} \frac{\partial^2 f}{\partial x_i \partial v_j} + \frac{\sqrt{v_3 \nu_3}}{\partial x_i} \frac{\partial^2 f}{\partial x_i \partial \psi_\phi} + \frac{\nu_3}{2} \frac{\partial \langle u_i \rangle}{\partial x_k} \frac{\partial^2 f}{\partial v_i \partial v_j} + \frac{1}{2} C_\phi \epsilon \frac{\partial^2 f}{\partial v_i \partial \phi} + \sqrt{v_3 \nu_3} \frac{\partial \langle u_i \rangle}{\partial x_k} \frac{\partial^2 f}{\partial x_k \partial \psi_\phi} + \frac{\nu_3}{2} \frac{\partial \langle \phi_0 \rangle}{\partial \psi_\phi} \frac{\partial^2 f}{\partial \psi_\phi \partial \psi_\phi}
\]

The transport equations for the filtered variables are obtained by integration of Eq. (20) according to Eq. (12):

\[
\frac{\partial \langle u_k \rangle}{\partial x_k} = 0
\]

\[
\frac{\partial \langle u_i \rangle}{\partial t} + \frac{\partial \langle u_k \rangle \langle u_i \rangle}{\partial x_k} = - \frac{\partial \langle p \rangle}{\partial x_i} + \left( \frac{\nu_1}{2} + \nu_2 - \sqrt{v_1 v_3} \right) \frac{\partial^2 \langle u_i \rangle}{\partial x_k \partial x_k} - \frac{\partial \tau (u_k, u_i)}{\partial x_k}
\]

\[
\frac{\partial \langle \phi_0 \rangle}{\partial t} + \frac{\partial \langle u_k \rangle \langle \phi_0 \rangle}{\partial x_k} = \left( \nu_1 - \sqrt{v_1 v_3} + \frac{\nu_1}{2} \right) \frac{\partial^2 \langle \phi_0 \rangle}{\partial x_k \partial x_k} + \frac{\partial \tau (u_k, \phi_0)}{\partial x_k} - \frac{\partial \tau (u_k, \phi_0)}{\partial x_k}
\]

The transport equations for the second order SGS moments are

\[
\frac{\partial \tau (u_i, u_j)}{\partial t} + \frac{\partial \langle u_k \rangle \tau (u_i, u_j)}{\partial x_k} = \frac{\nu_1}{2} \frac{\partial^2 \tau (u_i, u_j)}{\partial x_k \partial x_k} - \tau (u_k, u_i) \frac{\partial \langle u_j \rangle}{\partial x_k} - \tau (u_k, u_j) \frac{\partial \langle u_i \rangle}{\partial x_k} + \left( \nu_1 - 2\sqrt{v_1 v_3} + \nu_3 \right) \frac{\partial \langle u_i \rangle}{\partial x_k} \frac{\partial \langle u_j \rangle}{\partial x_k} - \left[ G_{ik} \tau (u_k, u_j) + G_{jk} \tau (u_k, u_i) + C_0 \delta_{ij} \right] - \frac{\partial \tau (u_k, u_i, u_j)}{\partial x_k}
\]

\[
\frac{\partial \tau (u_i, \phi_0)}{\partial t} + \frac{\partial \langle u_k \rangle \tau (u_i, \phi_0)}{\partial x_k} = \frac{\nu_1}{2} \frac{\partial^2 \tau (u_i, \phi_0)}{\partial x_k \partial x_k} - \tau (u_k, u_i) \frac{\partial \langle \phi_0 \rangle}{\partial x_k} - \tau (u_k, \phi_0) \frac{\partial \langle u_i \rangle}{\partial x_k} + \left( \nu_1 - \sqrt{v_1 v_3} - \sqrt{v_1 v_3} + \sqrt{v_3 v_3} \right) \frac{\partial \langle u_i \rangle}{\partial x_k} \frac{\partial \langle \phi_0 \rangle}{\partial x_k} + \left[ G_{ik} \tau (u_k, \phi_0) - C_\phi \omega \tau (u_i, \phi_0) \right] + \tau (u_i, S_\phi) - \frac{\partial \tau (u_k, u_i, \phi_0)}{\partial x_k}
\]
\[
\frac{\partial \tau(\phi_\alpha, \phi_\beta)}{\partial t} + \frac{\partial \langle u_k \rangle \tau(\phi_\alpha, \phi_\beta)}{\partial x_k} = \frac{1}{2} \frac{\partial^2 \tau(\phi_\alpha, \phi_\beta)}{\partial x_k \partial x_k} - \tau(u_k, \phi_\alpha) \frac{\partial \langle \phi_\beta \rangle}{\partial x_k} - \tau(u_k, \phi_\beta) \frac{\partial \langle \phi_\alpha \rangle}{\partial x_k} + \\
+ \left( \nu_1 - 2\sqrt{\nu_1 \nu_2} + \nu_2 \right) \frac{\partial \langle \phi_\alpha \rangle}{\partial x_k} \frac{\partial \langle \phi_\beta \rangle}{\partial x_k} - \\
- [2C_\phi \tau(\phi_\alpha, \phi_\beta)] + \tau(\phi_\alpha, S_\beta) + \tau(\phi_\beta, S_\alpha) - \frac{\partial \tau(u_k, \phi_\alpha, \phi_\beta)}{\partial x_k}
\]

(22c)

A term-by-term comparison of the exact moment transport equations (Eqs. (4),(6)), with the modeled equations (Eqs. (21),(22)), suggests \( \nu_1 = \nu_2 = \nu_3 = \nu_4 = 2\nu \). However, this violates the realizability of the scalar field. A set of coefficients yielding a realizable stochastic model requires: \( \nu_1 = \nu_2 = 3 \nu \) and \( \nu_4 = \nu_5 = 0 \). That is,

\[
\begin{align*}
\frac{dX_i^+}{dt} &= U_i^+dt + \sqrt{2\nu}dW_i^X \\
\frac{dU_i^+}{dt} &= \left[ -\frac{\partial \langle p \rangle}{\partial x_i} + 2\nu \frac{\partial^2 \langle u_i \rangle}{\partial x_k \partial x_k} + G_{ij}(U_j^+ - \langle u_j \rangle) \right] dt \\
&\quad + \sqrt{2\nu}\frac{\partial \langle u_i \rangle}{\partial x_k}dW_k^X + \sqrt{C_\phi \nu}dW_i^U \\
\frac{d\phi_\alpha^+}{dt} &= -C_\phi \omega(\phi_\alpha^+ - \langle \phi_\alpha \rangle)
\end{align*}
\]

(23a)

(23b)

(23c)

The Fokker-Planck equation for this system is

\[
\frac{\partial f}{\partial t} + \frac{\partial}{\partial x_k}(vf_k) = \frac{\partial \langle p \rangle}{\partial x_i} \frac{\partial f}{\partial v_i} - \frac{\partial}{\partial v_i} \left[ G_{ij}(v_j - \langle u_j \rangle) f \right] + \frac{\partial}{\partial \psi_\alpha} \left[ C_\phi \omega(\psi_\alpha - \langle \phi_\alpha \rangle) f \right] \\
+ \nu_1 \frac{\partial^2 f}{\partial x_k^2} + 2\nu \frac{\partial \langle u_i \rangle}{\partial x_k} \frac{\partial^2 f}{\partial x_i \partial x_k} + \nu \frac{\partial \langle u_i \rangle}{\partial x_k} \frac{\partial \langle u_j \rangle}{\partial v_j} \frac{\partial^2 f}{\partial x_k \partial v_j} + \frac{1}{2} C_\phi \frac{\partial^2 f}{\partial v_k \partial v_k}
\]

(24)

and the corresponding equations for the moments are:

\[
\begin{align*}
\frac{\partial \langle u_k \rangle}{\partial x_k} &= 0 \\
\frac{\partial \langle u_i \rangle}{\partial t} + \frac{\partial \langle u_k \rangle \langle u_i \rangle}{\partial x_k} &= -\frac{\partial \langle p \rangle}{\partial x_i} + \nu \frac{\partial^2 \langle u_i \rangle}{\partial x_k \partial x_k} - \frac{\partial \tau(u_k, u_i)}{\partial x_k} \\
\frac{\partial \langle \phi_\alpha \rangle}{\partial t} + \frac{\partial \langle u_k \rangle \langle \phi_\alpha \rangle}{\partial x_k} &= \nu \frac{\partial^2 \langle \phi_\alpha \rangle}{\partial x_k \partial x_k} - \frac{\partial \tau(u_k, \phi_\alpha)}{\partial x_k}
\end{align*}
\]

(25a)

(25b)

(25c)

\[
\begin{align*}
\frac{\partial \tau(u_i, u_j)}{\partial t} + \frac{\partial \langle u_k \rangle \tau(u_i, u_j)}{\partial x_k} &= \nu \frac{\partial^2 \tau(u_i, u_j)}{\partial x_k \partial x_k} - \tau(u_k, u_i) \frac{\partial \langle u_j \rangle}{\partial x_k} - \tau(u_k, u_j) \frac{\partial \langle u_i \rangle}{\partial x_k} + \\
&\quad + [G_{ik} \tau(u_k, u_j) + G_{jk} \tau(u_k, u_i) + C_0 \epsilon \delta_{ij}] - \frac{\partial \tau(u_k, u_i, u_j)}{\partial x_k} \\
\frac{\partial \tau(u_i, \phi_\alpha)}{\partial t} + \frac{\partial \langle u_k \rangle \tau(u_i, \phi_\alpha)}{\partial x_k} &= \nu \frac{\partial^2 \tau(u_i, \phi_\alpha)}{\partial x_k \partial x_k} - \tau(u_k, u_i) \frac{\partial \langle \phi_\alpha \rangle}{\partial x_k} - \tau(u_k, \phi_\alpha) \frac{\partial \langle u_i \rangle}{\partial x_k} + \\
&\quad + [G_{ik} \tau(u_k, \phi_\alpha) - C_\phi \omega \tau(u_i, \phi_\alpha)] - \frac{\partial \tau(u_k, u_i, \phi_\alpha)}{\partial x_k}
\end{align*}
\]

(26a)

(26b)
\[
\frac{\partial \tau(\phi, \phi)}{\partial t} + \frac{\partial \langle u \rangle}{\partial x_k} = \nu \frac{\partial^2 \tau(\phi, \phi)}{\partial x_k \partial x_k} - \tau(u_k, \phi) \frac{\partial \langle \phi \rangle}{\partial x_k} - \tau(u_k, \phi) \frac{\partial \langle \phi \rangle}{\partial x_k} + \\
2\nu \frac{\partial \langle \phi \rangle}{\partial x_k} \frac{\partial \langle \phi \rangle}{\partial x_k} - 2C_\phi \omega \tau(\phi, \phi) - \frac{\partial \tau(u, \phi, \phi)}{\partial x_k} \]
\] (26c)

Therefore, the stochastic diffusion process described by the SDEs (23) implies the following closure for the VSFDF:

\[
\frac{\partial}{\partial v_k} \left[ \left( \frac{\partial p}{\partial x_k} \bigg| v, \psi \right) - \frac{\partial (p)}{\partial x_k} \right] P - \nu \frac{\partial^2}{\partial v_i \partial v_j} \left[ \left( \frac{\partial u_i}{\partial x_k} \bigg| v, \psi \right) P \right] - 2\nu \frac{\partial^2}{\partial v_i \partial \psi_\alpha} \left[ \left( \frac{\partial \psi_\alpha}{\partial x_k} \bigg| v, \psi \right) P \right] - \nu \frac{\partial^2}{\partial \psi_\alpha \partial \psi_\beta} \left[ \left( \frac{\partial \psi_\alpha}{\partial x_k} \bigg| v, \psi \right) P \right] \\
\approx \frac{\partial}{\partial v_\alpha} \left[ G_{ij} (v_j - \langle u_j \rangle) \right] + \frac{\partial}{\partial \psi_\alpha} \left[ C_\phi \omega \left( \psi_\alpha - \langle \phi \rangle \right) \right] \] (27)

which yields the closures at the second order levels:

\[
- \left[ 2\nu \tau \left( \frac{\partial u_i}{\partial x_k} \frac{\partial u_j}{\partial x_k} \right) + \tau \left( u_i, \frac{\partial p}{\partial x_j} \right) + \tau \left( u_j, \frac{\partial p}{\partial x_i} \right) \right] = G_{ik} \tau(u_k, u_j) + G_{jk} \tau(u_k, u_i) + C_\phi \epsilon_{ij} \\
- \omega \left( 1 + \frac{3}{2} C_0 \right) \left[ \tau(u_i, u_j) - \frac{2}{3} k \delta_{ij} \right] - \frac{3}{2} \epsilon_{ij} \] (28a)

\[
- \left[ 2\nu \tau \left( \frac{\partial u_i}{\partial x_k} \frac{\partial \phi_\alpha}{\partial x_k} \right) + \tau \left( \phi_\alpha, \frac{\partial p}{\partial x_i} \right) \right] = G_{ik} \tau(u_k, \phi_\alpha) - C_\phi \omega \tau(u_i, \phi_\alpha) \\
- \omega \left( 1 + \frac{3}{4} C_0 + C_\phi \right) \tau(u_i, \phi_\alpha) \] (28b)

\[
-2\nu \tau \left( \frac{\partial \phi_\alpha}{\partial x_k} \frac{\partial \phi_\beta}{\partial x_k} \right) = -2C_\phi \omega \tau(\phi_\alpha, \phi_\beta) + 2\nu \left( \frac{\partial \phi_\alpha}{\partial x_k} \frac{\partial \phi_\beta}{\partial x_k} \right) \] (28c)

IV. NUMERICAL SOLUTION PROCEDURE

Numerical solution of the modeled VSFDF transport equation is obtained by a Lagrangian Monte Carlo (MC) procedure. The basis of this procedure is the same as that used in RAS [34–36] and in previous FDF simulations [7, 9, 16]. In this procedure, the FDF is represented by an ensemble of Np statistically identical Monte Carlo particles. Each particle carries information pertaining to its position, X^{(n)}(t), velocity, U^{(n)}(t), and scalar value, \phi^{(n)}(t), n = 1, \ldots, Np. This information is updated via temporal integration of the SDEs. The
simplest way of performing this integration is via Euler-Maruyamma approximation [37]. For example, for Eq. (17a),

\[ X_i^n(t_{k+1}) = X_i^n(t_k) + (D_i^X(t_k))^n \Delta t + (B_i^X(t_k))^n (\Delta t)^{1/2} (\zeta_i^X(t_k))^n \]

\[ + (F_i^{XU}(t_k))^n (\Delta t)^{1/2} (\zeta_i^U(t_k))^n + (F_i^{X\phi}(t_k))^n (\Delta t)^{1/2} (\zeta_i^\phi(t_k))^n \]  

(29)

where \( D_i(t_k) = D_i(X^{(n)}(t_k), U^{(n)}(t_k), \phi^{(n)}(t_k); t_k), \ldots, \) and \( \zeta(t_k) \)'s are independent standardized Gaussian random variables. This scheme preserves the Itô character of the SDEs [38].

The computational domain is discretized on equally spaced finite difference grid points. These points are used for three purposes: (1) identify the regions where the statistical information from the MC simulations are obtained, (2) perform a part of the simulations via finite difference discretization coupled with the MC solver, and (3) perform a set of complementary LES primarily by the finite difference methodology for assessing the consistency and convergence of the MC results. The LES procedure via the finite difference discretization is referred to as LES-FD and will be further discussed below.

Statistical information is obtained by considering an ensemble of \( N_E \) computational particles residing within an ensemble domain of characteristic length \( \Delta_E \) centered around each of the finite-difference grid points. This is illustrated schematically in Fig. 1. For reliable statistics with minimal numerical dispersion, it is desired to minimize the size of ensemble domain and maximize the number of the MC particles. In this way, the ensemble statistics would tend to the desired filtered values:

\[ \langle a \rangle_E \equiv \frac{1}{N_E} \sum_{n \in \Delta_E} a^{(n)} \]  

\[ \tau_E(a, b) \equiv \frac{1}{N_E} \sum_{n \in \Delta_E} (a^{(n)} - \langle a \rangle_E) (b^{(n)} - \langle b \rangle_E) \]  

(30)

where \( a^{(n)} \) denotes the information carried by \( n^{th} \) MC particle pertaining to transport variable \( a \).

The LES-FD solver is based on the compact parameter finite difference scheme [39, 40]. This is a variant of the MacCormack scheme in which fourth-order compact differencing schemes are used to approximate the spatial derivatives, and second-order symmetric predictor-corrector sequence is employed for time discretization. All of the finite difference operations are conducted on fixed grid points. The transfer of information from the grid
points to the MC particles is accomplished via a second-order interpolation. The transfer of information from the particles to the grid points is accomplished via ensemble averaging as described above.

The LES-FD procedure determines the pressure field which is used in the MC solver. The LES-FD also determines the filtered velocity and scalar fields. That is, there is a "redundancy" in the determination of the first filtered moments as both the LES-FD and the MC procedures provide the solution of this field. This redundancy is actually very useful in monitoring the accuracy of the simulated results as shown in previous work [9, 16, 34–36]. To establish consistency and convergence of the MC solver, the modeled transport equations for the generalized second order SGS moments (Eq. (26) are also solved via LES-FD. In doing so, the unclosed third order correlations are taken from the MC solver. The comparison of all of the first and second refer moments as obtained by LES-FD with those obtained by the MC solver is useful to establish the accuracy of the MC solver. These simulations are referred to as VSFDF-C. Attributes of all of the simulation procedures are summarized in Table ???. In this table and hereinafter, VSFDF simulations refer to the coupled MC/LES-FD procedure in which the LES-FD is used for only the first order filtered variables. In VSFDF-C, the LES-FD procedure is used for both first and second order filtered values. Further discussions about the simulation methods are available in Refs. [7, 16, 34–36].

V. RESULTS

A. Flows Simulated

Simulations are conducted of a two-dimensional (2D) and a 3D temporally developing mixing layer involving transport of a passive scalar variable. The 2D simulations are performed to establish and demonstrate the consistency of the MC solver. The 3D simulations are used to assess the overall predictive capabilities of the VSFDF methodology. These predictions are compared with data obtained by direct numerical simulation (DNS) of the same layer.

The temporal mixing layer consists of two parallel streams traveling in opposite directions with the same speed [41–43]. In the representation below, \( x, y \) (and \( z \)) denote the streamwise, the cross-stream, (and the span-wise) directions (in 3D), respectively. The ve-
velocity components along these directions are denoted by $u$, $v$, (and $w$) in the $x$, $y$, (and $z$) directions, respectively. Both the filtered streamwise velocity and the scalar fields are initialized with a hyperbolic tangent profiles with $\langle u \rangle = 0.5$, $\langle \phi \rangle = 1$ on the top stream and $\langle u \rangle = -0.5$, $\langle \phi \rangle = 0$ on the bottom stream. The length $L$ is specified such that $L = 2^{N_P} \lambda_u$, where $N_P$ is the desired number of successive vortex pairings and $\lambda_u$ is the wavelength of the most unstable mode corresponding to the mean streamwise velocity profile imposed at the initial time. The flow variables are normalized with respect to the half initial vorticity thickness, $L_v = \frac{\delta_v(t=0)}{2}$, $L_v = \frac{\delta_v = \frac{\Delta U}{|\partial(u)_{L}/\partial y|_{max}}}$, where $\langle u \rangle_L$ is the Reynolds averaged value of the filtered streamwise velocity and $\Delta U$ is the velocity difference across the layer. The reference velocity is $U_r = \Delta U/2$.

All 2D simulations are conducted for $0 \leq x \leq 30$, and $-20 \leq y \leq 20$. The dimensions are chosen to trigger the most unstable linear mode. The formation of large scale structures is facilitated by introducing small harmonic, phase-shifted, disturbances containing sub-harmonics of the most unstable mode into the stream-wise and cross-stream velocity profiles. For $N_p = 1$, this results in formation of two large vortices and one subsequent pairing of these vortices. The 3D simulations are conducted for a cubic box, $0 \leq x \leq 60$, $-30 \leq y \leq 30$, $0 \leq z \leq 60$). The 3D field is parameterized in a procedure somewhat similar to that by Vreman et al. [44]. The formation of the large scale structures are expedited through eigenfunction based initial perturbations [45, 46]. This includes two-dimensional [42, 44, 47] and three-dimensional [42, 48] perturbations with a random phase shift between the $3D$ modes. This results in the formation of two successive vortex pairings and strong three-dimensionality.

B. Numerical Specifications

Simulations are conducted on equally-spaced grid points with grid spacings $\Delta x = \Delta y = \Delta z$ (for 3D) = $\Delta$. All 2D simulations are performed on $32 \times 41$ grid points. The 3D simulations are conducted on $193^3$ and $33^3$ points for DNS and LES, respectively. The Reynolds number is $Re = \frac{U_r L_x}{\nu} = 50$. 


To filter the DNS data, a top-hat function of the form below is used

\[
G'(x' - x) = \prod_{i=1}^{3} \tilde{G}(x_i' - x_i)
\]

\[
\tilde{G}(x_i' - x_i) = \begin{cases} 
\frac{1}{\Delta L} & |x_i' - x_i| \leq \frac{\Delta L}{2}, \\
0 & |x_i' - x_i| > \frac{\Delta L}{2}, 
\end{cases}
\]  

No attempt is made to investigate the sensitivity of the results to the filter function [27] or the size of the filter [49].

The MC particles are initially distributed throughout the computational region. All simulations are performed with a uniform "weight" [20] of the particles. Due to flow periodicity in the streamwise (and span-wise in 3D) direction(s), if the particle leaves the domain at one of these boundaries new particles are introduced at the other boundary with the same compositional values. In the cross-stream directions, the free-slip boundary condition is satisfied by the mirror-reflection of the particles leaving through these boundaries. The density of the MC particles is determined by the average number of particles \( N_E \) within the ensemble domain of size \( \Delta E \times \Delta E \times \Delta E \). The effects of both of these parameters are assessed to ensure the consistency and the statistical accuracy of the VSFDF simulations.

All results are analyzed both "instantaneously" and "statistically." In the former, the instantaneous contours (snap-shots) and scatter plots of the variables of interest are analyzed. In the latter, the "Reynolds-averaged" statistics constructed from the instantaneous data are considered. These are constructed by spatial averaging over \( x \) (and \( z \) in 3D). All Reynolds averaged results are denoted by an overbar.

C. Consistency and Convergence Assessments

The objective of this section is to demonstrate the consistency of the VSFDF formulation and the convergence of its MC simulation procedure. For this purpose, the results via MC and LES-FD are compared against each other in VSFDF-C simulations. Since the accuracy of the FD procedure is well-established (at least for the first order filtered quantities), such a comparative assessment provides a good means of assessing the performance of the MC solution. No attempt is made to determine the appropriate values of the model constants; the values suggested in the literature are adopted [50] \( C_0 = 2.1, C_\varepsilon = 1 \) and \( C_\phi = 1 \). The influence of these parameters are assessed in Section(VD.
The uniformity of the MC particle is checked by monitoring their distributions at all times, as the particle number density must be proportional to fluid density. The Reynolds averaged density field as obtained by both LES-FD and by MC are shown in Fig. 2. Close to unity values for the density at all times is the first measure of accuracy of simulations. Figures 3 and 4 show the instantaneous contour plots of the filtered scalar and vorticity fields at several times. These figures provide a visual demonstration of the consistency of the VSFDF. This consistency is observed for all first order moments (filter values) without any statistical variability. Also, all of the first moments show very little dependence on the $\Delta_E$ and $N_E$ values. So, in the presentation below we only focus on second order moments. Specifically, the scalar-velocity correlations are shown since all other second order SGS moments behave similarly.

Figure 5-6 show the statistical variability of the results for several simulations with $N_E = 40$. It is observed that these moments exhibit spreads with variances decreasing as the size of the ensemble domain is reduced. Figures 7-10 show the sensitivity to $N_E$ and $\Delta_E$. All these results clearly display convergence suggested by Eq. (30). As the ensemble domain size decreases, the VSFDF results converge to those of LES-FD. Ideally, the LES-FD results should become independent of the MC results, as the latter become more reliable, i.e. when $N_E \rightarrow \infty$, and $\Delta_E \rightarrow 0$. It is observed that best match is achieved with $\Delta_E \leq \Delta/2$ and $N_E \geq 40$. This conclusion is consistent with previous assessment studies on the scalar FDF [7, 9], and the velocity FDF [16]. All the subsequent simulations are conducted with $\Delta_E = \Delta/2$ and $N_E = 40$.

D. Comparative Assessments of the VFDF

The objective of this section is to analyze some of the characteristics of the VSFDF via comparative assessments against DNS data. In addition, comparisons are also made with
LES via the “conventional” Smagorinsky [18, 51] model:

\[
\begin{align*}
\tau_L(u_i, u_j) - \frac{2}{3} k \delta_{ij} &= -2 \nu_t S_{ij}, \\
\tau_L(u_i, \phi) &= -\Gamma_t \frac{\partial (\phi)}{\partial x_i}, \\
S_{ij} &= \frac{1}{2} \left( \frac{\partial (u_i)_L}{\partial x_j} + \frac{\partial (u_j)_L}{\partial x_i} \right), \\
\nu_t &= C_\nu \Delta_L^2 S, \quad \Gamma_t = \frac{\nu_t}{Sc_t}.
\end{align*}
\]  

(32)

\(C_\nu = 0.04, \quad Sc_t = 1, \quad S = \sqrt{S_{ij} S_{ij}}\) and \(\Delta_L\) is the characteristic length of the filter. This model considers the anisotropic part of the SGS stress tensor \(a_{ij} = \tau_L(u_i, u_j) - 2/3 k \delta_{ij}\). The isotropic components are absorbed in the pressure field.

The predicted results via VSFDF and the Smagorinsky model are compared with those obtained by DNS of the same flow. For this comparison, the DNS data are filtered and are transposed from the original high resolution \(193^3\) points to the coarse \(33^3\) points. In the comparisons, we also consider the “resolved” and the “total” components of the Reynolds averaged moments. The former are denoted by \(R(a, b)\) with \(R(a, b) = (\langle a \rangle - \langle a \rangle) (\langle b \rangle - \langle b \rangle)\); and the latter is \(\bar{r}(a, b)\) with \(r(a, b) = (a - \bar{a})(b - \bar{b})\). In DNS, the “total” SGS components are directly available, while in LES they are approximated by \(\bar{r}(a, b) \approx \bar{R}(a, b) + \tau(a, b)\) [44].

Unless indicated otherwise, the values of the model constants are \(C_0 = 2.1, \quad C_\varepsilon = 1, \quad C_\phi = 1\); but the effects of these parameters on the predicted results are assessed.

Figure 11 show the instantaneous iso-surface of the \(\langle \phi \rangle = 0.5\) field \(t = 80\). By this time, the flow has gone through several pairings and exhibits strong 3D effects. This is evident by the formation of large scale span-wise rollers with presence of mushroom like structures in streamwise planes [45]. Similar to previous results of Gicquel et al. [16], the amount of SGS diffusion with the Smagorinsky model is significant, especially at initial times. Therefore, the predicted results are overly smooth. The Reynolds averaged values of the filtered scalar field at \(t = 80\) are shown in Fig. 12 and the temporal variation of the “scalar thickness,”

\[
\delta_s(t) = |y(\langle \phi \rangle = 0.9)| + |y(\langle \phi \rangle = 0.1)|
\]

(33)

is shown in in Fig. 13. The filtered and unfiltered DNS data yield virtually indistinguishable results. The dissipative nature of the Smagorinsky model at initial times resulting in a slow growth of the layer is shown. All VSFDF predictions compare well with DNS data in predicting the spread of the layer.
Several components of the planar averaged values of the second order SGS moments are compared with DNS data in Figs. 14-15 for several values of the model constants. In general, the VSFDF results are in better agreement with DNS data than those predicted by the Smagorinsky model. In this regard, therefore, the VSFDF is expected to be more effective than the Smagorinsky type closures for LES of reacting flows since the extent of SGS mixing is heavily influenced by these SGS moments [52, 53]. However, it is not possible to suggest "optimum" values for the model constants, except that at small $C_\epsilon$ and $C_\phi$ values, the SGS energy is very large.

Several components of the resolved second order moments are presented in Figs. 16-17. As expected, the performance of the Smagorinsky model is not very good as it does not predict the spread and the peak value accurately. The VSFDF yields reasonable predictions of the resolved field, except for small $C_\phi$ values. However, the total values of these moments are fairly independent of the model constants and yield very good agreement with DNS data as shown in Figs. 18-19. It is also interesting to note that while the SGS moments and/or the resolved moments may be over- and/or under-estimated depending on the values of the model coefficients, the total values of the moments are fairly independent of these coefficients, at least in the range of these values as considered. But low values of $C_\phi, C_\epsilon$ are not recommended as they would result into too much SGS energy in comparison to the resolved energy.

VI. SUMMARY AND CONCLUDING REMARKS

The filtered density function (FDF) methodology has proven very effective for LES of turbulent reactive flows. In previous investigations, the FDF of either only the marginal FDF of the scalar, or that of the velocity were considered. The objective of present work is to develop the joint velocity-scalar FDF methodology. For this purpose, the exact transport equation governing the evolution of VSFDF is derived. It is shown that effects of the SGS convection and chemical reaction appear in a closed form. The unclosed terms are modeled in a fashion similar to those typically followed in PDF methods. The modeled VSFDF transport equation is solved numerically via a Lagrangian Monte Carlo scheme via consideration of a system of equivalent stochastic differential equations (SDEs). These SDEs are discretized via the Euler-Maruyamma approximation. The consistency of the VSFDF
method and the convergence of its Monte Carlo solutions are assessed in LES of a two-dimensional (2D) temporally developing mixing layer. This assessment is done by comparing the results obtained via Monte Carlo procedure with those of the finite-difference scheme (LES-FD) for the solution of the transport equations of the first two moments of VSFDF. With inclusion of the third moments from the VSFDF into the LES-FD, the consistency and convergence of the Monte Carlo solution is demonstrated by good agreements of the first two SGS moments with those obtained by LES-FD.

The VFDF predictions are compared with those with LES results with the Smagorinsky [18] SGS model. All of these results are also compared with direct numerical simulation (DNS) data of a three-dimensional, temporally developing mixing layer. This comparison provides a means of examining some of the trends and overall characteristics as predicted by LES. It is shown that the VFDF performs well in predicting some of the phenomena pertaining to the SGS transport. The magnitude of the second order SGS moments as predicted by VSFDF is significantly larger than those predicted by the Smagorinsky model and are much closer to the filtered DNS results. Most of the overall flow features, including the mean field, the resolved and total stresses as predicted by VSFDF are in good agreement with DNS data. It may be possible to improve the predictive capabilities of the VFDF by two ways: (1) development of a dynamic procedure to determine the model coefficients, and/or (2) implementation of higher order closures for the generalized Langevin model parameter $G_{ij}$ (see Ref. [50]).

Work is in progress on further development and application of VSFDF for LES of variable density involving exothermic chemical reactions.
Captions

Table 1. Attributes of the computational methods.

Figure 1. Concept of ensemble averaging. Shown are three different ensemble domains: 1$(\Delta_E = \Delta/2, N_E \approx 10)$, 2$(\Delta_E = \Delta, N_E \approx 40)$, 3$(\Delta_E = 2\Delta, N_E \approx 160)$. Black squares denote the finite-difference grid points, and the circles denote the MC particles.

Figure 2. Cross-stream variation of the Reynolds-averaged values of $\langle \rho \rangle$ at $t=34.3$: (a) $N_E = 40$, (b) $\Delta_E = \Delta/2$.

Figure 3. Temporal evolution of the scalar (with superimposed vorticity iso-lines) (left) and the vorticity (right) fields for LES-FD, with $\Delta_E = \Delta/2$ and $N_E = 40$ at several times.

Figure 4. Temporal evolution of the scalar (with superimposed vorticity iso-lines) (left) and the vorticity (right) fields for VSFDF with $\Delta_E = \Delta/2$ and $N_E = 40$ at several times.

Figure 5. Statistical variability of LES-FD and VSFDF simulations with $N_E = 40$ for Reynolds-averaged values of $\tau(u, \phi)$ at $t=34.4$.

Figure 6. Statistical variability of LES-FD and VSFDF simulations with $N_E = 40$ for Reynolds-averaged values of $\tau(v, \phi)$ at $t=34.4$.

Figure 7. Cross-stream variations of the Reynolds-averaged values of $\tau(u, \phi)$ (a) $\Delta_E = \Delta/2$, (b) $\Delta_E = \Delta$, (c) $\Delta_E = 2\Delta$.

Figure 8. Cross-stream variations of the Reynolds-averaged values of $\tau(v, \phi)$ (a) $\Delta_E = \Delta/2$, (b) $\Delta_E = \Delta$, (c) $\Delta_E = 2\Delta$.

Figure 9. Cross-stream variations of the Reynolds-averaged values of $\tau(u, \phi)$ (a) $N_E = 20$, (b) $N_E = 40$, (c) $N_E = 80$.

Figure 10. Cross-stream variations of the Reynolds-averaged values of $\tau(v, \phi)$ (a) $N_E = 20$, (b) $N_E = 40$, (c) $N_E = 80$.

Figure 11. Contours surface of the $(\phi)$ field in the 3D mixing layer at $t = 80$.

Figure 12. Cross-stream variations of the Reynolds averaged values of the filtered scalar field at $t = 80$.

Figure 13. Temporal variations of the scalar thickness.

Figure 14. Cross stream variations of some of the components of $\tau$ at $t = 60$.

Figure 15. Cross stream variations of some of the components of $\tau$ at $t = 80$.

Figure 16. Cross-stream variations of some of the components of $\overline{R}$ at $t = 60$.

Figure 17. Cross-stream variations of some of the components of $\overline{R}$ at $t = 80$. 
Figure 18. Cross stream variations of $\bar{r}$ at $t = 60$.
Figure 19. Cross stream variations of $\bar{r}$ at $t = 80$.
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<table>
<thead>
<tr>
<th></th>
<th>LES-FD variables</th>
<th>VSFDF variables</th>
<th>VSFDF quantities used by the LES-FD system</th>
<th>LES-FD quantities used by the VSFDF system</th>
<th>Redundant quantities</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>VSFDF</strong></td>
<td>( \langle p \rangle , \langle u_i \rangle )</td>
<td>( X_i^+ )</td>
<td>( \tau(u_i,u_j) )</td>
<td>( \langle u_i \rangle , \frac{\partial \langle p \rangle}{\partial x_i} )</td>
<td>( \langle u_i \rangle )</td>
</tr>
<tr>
<td></td>
<td>( \langle \phi_\alpha \rangle )</td>
<td>( U_i^+ )</td>
<td>( \tau(u_i,\phi_\alpha) )</td>
<td>( \frac{\partial \langle u_i \rangle}{\partial x_k} , \frac{\partial^2 \langle u_i \rangle}{\partial x_k \partial x_k} )</td>
<td>( \langle \phi_\alpha \rangle )</td>
</tr>
<tr>
<td></td>
<td>( \phi^+_\alpha )</td>
<td>( \langle S_\alpha(\phi) \rangle )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>VSFDF-C</strong></td>
<td>( \langle p \rangle , \langle u_i \rangle )</td>
<td>( X_i^+ )</td>
<td>( \tau(u_i,u_j) )</td>
<td>( \langle u_i \rangle , \frac{\partial \langle p \rangle}{\partial x_i} )</td>
<td>( \langle u_i \rangle , \langle \phi_\alpha \rangle )</td>
</tr>
<tr>
<td></td>
<td>( \langle \phi_\alpha \rangle )</td>
<td>( U_i^+ )</td>
<td>( \tau(u_i,\phi_\alpha) )</td>
<td>( \frac{\partial \langle u_i \rangle}{\partial x_k} , \frac{\partial^2 \langle u_i \rangle}{\partial x_k \partial x_k} )</td>
<td>( \tau(u_i,u_j) )</td>
</tr>
<tr>
<td></td>
<td>( \tau(u_i,u_j) )</td>
<td>( \phi^+_\alpha )</td>
<td>( \tau(u_i,u_j,\phi_\alpha) )</td>
<td>( \tau(u_i,\phi_\alpha,\phi_\beta) )</td>
<td>( \tau(\phi_\alpha,\phi_\beta) )</td>
</tr>
</tbody>
</table>
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A REVIEW OF MODERN DEVELOPMENTS IN LARGE EDDY SIMULATION OF TURBULENT REACTIVE FLOWS

PEYMAN GIVI
Department of Mechanical and Aerospace Engineering
University at Buffalo, SUNY
Buffalo, NY 14260-4400

Abstract. An overview is presented of recent developments and contributions in large eddy simulation (LES) of turbulent reactive flows. The foundation of some of the recently proposed subgrid scale (SGS) closures for such simulations is presented, along with a discussion of their capabilities and limitations. The scope of the review is limited to physical modeling. In doing so, only issues pertaining to additional complexities caused by chemical reactions are discussed. That is, the challenges associated with "general" LES of non-reactive flows are not considered, even though all of these challenges are indeed present (and in most cases are a lot more complex) in reactive flows. It is recognized that numerical algorithms and computational procedures play a significant role in (any) LES. However, this review does not deal with these issues except for cases wherein the actual numerical-computational methodology is directly coupled with the procedure by which LES is conducted. The SGS closure based on the recently developed "filtered density function" (FDF) method is described in a greater detail. This is due to more familiarity of this reviewer with this closure; it does not imply that other closures are less effective.

1. Introduction

In the late 1980's, I was preparing a review article on large scale numerical simulations of turbulent reactive flows. The intent was to provide a survey of the contributions made to both direct numerical simulation (DNS) and large eddy simulation (LES). However, when that article was finally published (Givi, 1989), its content was heavily biased towards DNS. This was not intentional, it just reflected the state of progress on LES of turbu-
lent combustion at that time. But with all of the enthusiasm for DNS in the combustion community, the limitations of such simulations were well recognized (even with the most optimistic predictions of growth in super-computer technology). It was also clear that the future of large scale simulations of practical turbulent reacting flows would heavily depend on the development of LES. Therefore, it was quite easy to predict that LES would receive significant attention in computational predictions of turbulent reacting flows in the 1990's and into the next (present) century.

Now, at the time of writing this article (Summer 2001), while struggling to meet the deadline for its submission(!) I am not surprised by the extent of the contributions in developing subgrid scale (SGS) models or by the magnificent work on LES of a variety of turbulent reacting flow systems. In fact, I admit that the rate of these developments has been a lot faster than my capability to absorb, or in some cases even follow, the details of the proposed methodologies. In addition, the page-limit restrictions under which this is being prepared, preclude describing the details of the wide variety of currently available closures; similarly, citation of the relevant references cannot even be done exhaustively. Fortunately, many aspects of SGS closures and LES of reacting turbulence have recently been discussed in several excellent tutorial and review articles (Cook and Riley, 1998a; Candel et al., 1999; Bilger, 2000; Branley and Jones, 2000; Menon, 2000; Peters, 2000; Pope, 2000; Luo, 2001; Poinsot and Veynante, 2001). Therefore, in the present review I concentrate on some of the major issues related to my area of research within this field.

2. Starting Equations

Large eddy simulation involves the use of the spatial filtering operation (Sagaut, 2001)

\[
\langle Q(x, t) \rangle_t = \int_{-\infty}^{+\infty} Q(x', t) G(x', x) dx',
\]

where \(G\) denotes the filter function of width \(\Delta G\), and \(\langle Q(x, t) \rangle_t\) represents the filtered value of the transport variable \(Q(x, t)\). In variable density flows it is convenient to consider the Favré filtered quantity,

\[
\langle Q(x, t) \rangle_L = \langle \rho Q \rangle_t / \langle \rho \rangle_t.
\]

We consider spatially & temporally invariant and localized filter functions, \(G(x', x) \equiv G(x' - x)\) with the properties \(G(x) = G(-x)\), and \(\int_{-\infty}^{\infty} G(x) dx = 1\). Moreover, we only consider "positive" filter functions for which all the moments \(\int_{-\infty}^{\infty} x^m G(x) dx \) exist for \(m \geq 0\).
To set the framework, we consider the transport equations of chemically reacting flows. To isolate the effects of chemical reaction in the simplest way, we consider single-phase (gaseous) combustion in a low Mach number flow with negligible radiative heat transfer and viscous dissipation. We also assume that Newton's law of viscosity, Fourier's law of heat conduction and Fick's law of mass diffusion are applicable. Therefore, the primary transport variables are the density $\rho$, the velocity vector $u_i$, $i = 1, 2, 3$ along the $x_i$ direction, the pressure $p$, the species' mass fractions $Y_\sigma$, and the total specific enthalpy $h$. All of the mass fractions and the enthalpy are grouped into the scalar array $\phi(x,t) \equiv [\phi_1, \phi_2, \ldots \phi_\sigma] \equiv [Y_1, Y_2, \ldots, Y_N, h]$ of size $\sigma = N_s + 1$ where $N_s$ denotes the total number of species. Application of the filtering operation to the equations of continuity, momentum, enthalpy (energy) and species mass fraction equations gives

\[
\frac{\partial \rho t}{\partial t} + \frac{\partial (\rho u_i)_L}{\partial x_i} = 0, \quad (3)
\]

\[
\frac{\partial (\rho u_j)_L}{\partial t} + \frac{\partial (\rho u_i)_L(u_j)_L}{\partial x_i} = -\frac{\partial (p)_L}{\partial x_j} + \frac{\partial (r_{ij})_L}{\partial x_i} - \frac{\partial T_{ij}}{\partial x_i}, \quad (4)
\]

\[
\frac{\partial (\rho \phi_\sigma)_L}{\partial t} + \frac{\partial (\rho u_i)_L(\phi_\sigma)_L}{\partial x_i} = -\frac{\partial (J_{\sigma i})_L}{\partial x_i} - \frac{\partial M_{\sigma i}}{\partial x_i} + \langle \rho S_\sigma \rangle_L, \quad (5)
\]

where $t$ represents time, and the filtered reaction source terms are denoted by $\langle \rho S_\sigma \rangle_L = \langle \rho \rangle_L(S_\sigma)_L$. The viscous stress tensor and the mass/heat fluxes are denoted by $r_{ij}$ and $J_{\sigma i}$, respectively. At low Mach numbers and heat release rates, by neglecting the viscous dissipation and thermal radiation the source terms in the enthalpy equation can be assumed to be negligible. Thus, $S_\sigma = S_\sigma(\phi)$. The terms $T_{ij} = \langle \rho \rangle_L((u_i u_j)_L - (u_i)_L(u_j)_L)$ and $M_{\sigma i} = \langle \rho \rangle_L((u_i \phi_\sigma)_L - (u_i)_L(\phi_\sigma)_L)$ denote the SGS stress and the SGS mass flux, respectively. Equations (3)-(5) are coupled through the equation of state.

3. Closure Methodologies

For non-reacting flows the SGS closure is associated with $T_{ij}$ and $M_{\sigma i}$ (Canuto, 1994; Ciofalo, 1994; Lesieur and Metais, 1996). In reacting flows, an additional model is required for the filtered reaction rate $\langle S_\sigma \rangle_L$. This modeling is the subject of primary concern in this review.

One of the first contributions in LES of reactive flows, similar to that in LES of non-reacting flows, was made in atmospheric sciences (Schumann, 1989). In this work, the effects of SGS scalar fluctuations (as appear in the chemical source term) are assumed negligible, i.e. $\langle S_\sigma(\phi) \rangle_L \approx S_\sigma(\langle \phi \rangle_L)$. This assumption is compatible with that made in some of the more recent contributions (Boris et al., 1992; Fureby and Grinstein, 1999), in which it
is argued that all of the essential SGS contributions are included in the numerical discretization procedure.

Modeling of the scalar fluctuations has been the subject of broad investigations in Reynolds averaged simulations (RAS) for over five decades, resulting in a variety of closure strategies (Libby and Williams, 1980; Libby and Williams, 1994). Within the past 10 years or so, almost all of these closures have been considered for LES. Examples: the eddy-break up models (Fureby and Lofstrom, 1994; Candel et al., 1999), moment methods (Frankel et al., 1993), the flamelet concept (Cook et al., 1997; Cook and Riley, 1998b; De Bruyn Kops et al., 1998; DesJardin and Frankel, 1998; DesJardin and Frankel, 1999; Pitsch and Steiner, 2000; Ladeinde et al., 2001), the linear eddy model (LEM) (McMurtry et al., 1992; Menon and Calhoun, 1996; Kim et al., 1999; Menon, 2000), the conditional moment method (CMM) (Bushe and Steiner, 1999; Steiner and Bushe, 2001), and many others (Sykes et al., 1992; Galperin and Orszag, 1993; Smith and Menon, 1996; Im et al., 1997; McGrattan et al., 1998; Thibault and Candel, 1998; Battaglia et al., 2000; Collin et al., 2000). In addition, several of the closures previously developed for LES of non-reacting flows, have been extended for use in reacting flow simulations (DesJardin and Frankel, 1998; Jaberi and James, 1998).

The probability density function (PDF) methods have proven particularly useful in RAS (O'Brien, 1980; Pope, 1985; Dopazo, 1994; Fox, 1996; Pope, 2000). The systematic approach for determining the PDF is by means of solving its transport equation. An alternative approach is based on assumed methods in which the shape of the PDF is specified a priori. This has been pursued in several studies in most of which it is assumed that the thermo-chemical variables depend only on the mixture fraction, e.g. infinitely fast reaction, equilibrium chemistry. Therefore, the PDF is univariate (Madnia and Givi, 1993; Cook and Riley, 1994; Réveillon and Vervisch, 1996; Branley and Jones, 1997; Jiménez et al., 1997; Mathey and Chollet, 1997; DesJardin and Frankel, 1998; DesJardin and Frankel, 1999; Forkel and Janicka, 2000; Kempf et al., 2000). For LES of non-equilibrium reactive flows, it is necessary to assume the joint PDF of multi-scalars (Frankel et al., 1993). Consistent with popular methods of generating univariate (Leemis, 1986) and multivariate (Johnson and Kotz, 1972) distributions, all of the assumed SGS scalar PDFs in the contributions cited above are based on the first and the second order moments. The PDFs generated in this way offer sufficient flexibility and are affordable for large scale simulations. However, it is now well understood that the "true" PDF strongly depends on the actual physics of mixing in a given flow condition (Jaberi et al., 1996). Therefore, there is a need to determine such PDFs in a more systematic manner.
The "filtered density function" (FDF) methodology introduced by Pope (1990) provides the framework for fundamental developments of the PDF based SGS closures. This method provides a means of determining the PDF from its own transport equation. For the scalars' array \( \phi(x, t) \) the FDF, denoted by \( P_L \), is defined as (Pope, 1990)

\[
P_L(\psi; x, t) = \int_{-\infty}^{+\infty} \zeta [\psi, \phi(x', t)] G(x' - x)dx',
\]

\[
\zeta [\psi, \phi(x, t)] = \prod_{\alpha=1}^{\sigma} \delta[\psi_{\alpha} - \phi_{\alpha}(x, t)],
\]

where \( \delta \) denotes the delta function and \( \psi \) denotes the composition domain of the scalar array. The term \( \zeta[\phi - \psi(x, t)] \) is the "fine-grained" density (Lundgren, 1967; O'Brien, 1980; Pope, 1985; Dopazo, 1994). In variable density flows, it is convenient to consider the "filtered mass density function" (FMDF), denoted by \( F_L \), as

\[
F_L(\psi; x, t) \equiv \int_{-\infty}^{+\infty} \rho(x', t)\zeta [\psi, \phi(x', t)] G(x' - x)dx'.
\]

The integral property of the FDF and FMDF is such that

\[
\int_{-\infty}^{+\infty} P_L(\psi; x, t)d\psi = 1, \quad \int_{-\infty}^{+\infty} F_L(\psi; x, t)d\psi = (\rho(x, t))_t.
\]

For further discussions, it is useful to define the mass weighted conditional filtered mean of the variable \( Q(x, t) \),

\[
\langle Q(x, t) | \psi \rangle_t = \frac{\int_{-\infty}^{+\infty} \rho(x', t)Q(x', t)\zeta [\psi, \phi(x', t)] G(x' - x)dx'}{F_L(\psi; x, t)}.
\]

Therefore, when \( Q \) can be completely described by the compositional variable, i.e. \( Q(x, t) \equiv \hat{Q}(\phi(x, t)) \), we have \( \langle Q(x, t) | \psi \rangle_t = \hat{Q}(\psi) \). Also,

\[
\int_{-\infty}^{+\infty} \langle Q(x, t) | \psi \rangle_tF_L(\psi; x, t)d\psi = (\rho(x, t))_t\langle Q(x, t) \rangle_L.
\]

The transport equation for \( F_L(\psi; x, t) \) is obtained by multiplying the transport equation for the fine grained density by the filter function \( G(x' - x) \) and integrating over \( x' \) space (Gao and O'Brien, 1993; Colucci et al., 1998; Réveillon and Vervisch, 1998; Jaberi et al., 1999; Jaberi, 1999; Zhou and Pereira, 2000; Tong, 2001).
The first term on the RHS is due to chemical reaction and is in a closed form. This demonstrates the primary advantage of the FDF methodology. However, the SGS convection (the second term on the LHS) and SGS mixing (the second term on the RHS) must be modeled. One of the most challenging issues in FDF is associated with closure of the mixing term. This has been the subject of broad investigations in PDF modeling (Pope, 1985; Pope, 2000). In Eq. (12) the effects of mixing are displayed through the "conditional expected diffusion" of the scalars, but can also be represented in the form of the "conditional expected dissipation" (O'Brien, 1980; Pope, 1985). The closure for this can be via any of the ones currently in use in PDF methods (Pope, 2000). In the absence of a clearly superior model, the linear mean square estimation (LMSE) model (O'Brien, 1980) has been used in almost all of previous LES based on FDF (Colucci et al., 1998; Jaberi et al., 1999; Garrick et al., 1999; James and Jaberi, 2000; Zhou and Pereira, 2000). With $J^\alpha_t = -\gamma \frac{\partial \phi}{\partial x_i}$, this model is

\[
\frac{\partial}{\partial \psi^\alpha} \left[ \left( -\frac{1}{\bar{\rho}} \frac{\partial}{\partial x_i} \left( \bar{\gamma} \frac{\partial \phi}{\partial x_i} \right) \right) F_L \right]_t = \frac{\partial}{\partial x_i} \left[ \bar{\gamma} \frac{\partial (F_L/(\bar{\rho} t))}{\partial x_i} \right] \\
+ \frac{\partial}{\partial \psi^\alpha} \left[ \Omega_m (\phi^\alpha - \langle \phi^\alpha \rangle_L) F_L \right],
\]

where $\Omega_m(x, t)$ is the "frequency" of mixing within the subgrid and must be modeled. The convective term can be modeled as

\[
\langle u_i \psi \rangle_t F_L = \langle u_i \rangle_L F_L - \gamma_t \frac{\partial (F_L/(\bar{\rho} t))}{\partial x_i},
\]

where $\gamma_t$ is the SGS diffusion coefficient and must be specified. Equation (14) is in accord with that often used in conventional LES (Moin et al., 1991; Canuto, 1994; Ciofalo, 1994; Lesieur and Metais, 1996). With this formulation, obviously the resolved hydrodynamic field must be determined by other means. This problem can be circumvented by considering the joint velocity-scalar FMDF,

\[
F_L(v, \psi, x; t) = \int_{-\infty}^{+\infty} \rho(x', t) \xi [v, u(x', t), \psi, \phi(x', t)] G(x' - x) dx',
\]
\begin{equation}
\xi [v, u(x, t), \psi, \phi(x, t)] = \prod_{k=1}^{3} \delta[v_k - u_k(x, t)] \prod_{\alpha=1}^{\sigma} \delta[\psi_\alpha - \phi_\alpha(x, t)],
\end{equation}

where \(v\) denotes the composition domain of the random velocity vector, and \(\xi[v, u(x, t), \psi, \phi(x, t)]\) is the fine-grained velocity-scalar density. Most recent work in this regard consider the transport of the velocity FDF (VFDF) (Gicquel, 2001) and the joint velocity-scalar FDF (VSFDF) (Drozda, 2001). The operational procedure is similar to that developed previously for PDF methods (Pope, 1985; Pope, 1994; Pope, 2000).

The closure problems as noted above are not particular to the FDF; all of the other schemes require similar modelings. For example, in the limit of equilibrium chemistry all of the statistics of the reacting fields are related to those of the mixture fraction. The FMDF of the mixture fraction can be obtained from the solution of Eq. (12) with \(S = 0\). So, there is still a need for modeling of the mixing term. Even in cases where the FMDF is assumed, its distribution is parameterized with the low order moments of the mixture fraction. As indicated above, the first two moments are typically used for this parameterization. Therefore, there is a need for closure of the “total SGS dissipation” as appears in the second moment (SGS variance) equation. Several means of dealing with this closure problem are available (Girimaji and Zhou, 1996; Pierce and Moin, 1998; Cook and Bushe, 1999; Jiménez et al., 2001; De Bruyn Kops and Riley, 2001).

The above problem is a bit more complex when the SGS chemical reaction is assumed to be in the “flamelet” regime (Peters, 2000). In this case, even with the one-dimensional flamelet model, the thermo-chemical variables are parameterized by the mixture fraction and its rate of dissipation (Cook et al., 1997; Cook and Riley, 1998b; De Bruyn Kops et al., 1998; DesJardin and Frankel, 1998; Cook and Riley, 1998b). Therefore, there is a need for \textit{a priori} specification of the joint FDF of the mixture fraction and its dissipation. A review of different methods of dealing with this issue is available (Cook and Riley, 1998a). Equation (12) with \(S = 0\) indicates that there is a dependence between the FDF of the mixture fractions and the conditional expected diffusion (and the conditional expected dissipation). This dependency is not considered in most previous contributions, but is the subject of current investigations (DesJardin et al., 2001).

Modeling of the conditional expected dissipation is also required in the conditional moment method (Bushe and Steiner, 1999; Steiner and Bushe, 2001). This issue has been recognized at the early stages of developments of CMM in RAS (Bilger, 2000). With this model, the conditional filtered mean values of the thermo-chemical variables (LHS of Eq. (10)) are obtained by their modeled transport equation. This is obviously computationally less demanding that solving the FDF transport equation. But in order to
determine the actual filtered quantities, the distribution of the mixture fraction FDF must be specified.

An important issue in regard to FDF is associated with the numerical solution of its transport equation. The Lagrangian Monte Carlo scheme (Pope, 1985) has proven particularly useful for this purpose. In this scheme, the FDF is represented via an ensemble of computational elements or particles. Transport of these particles and the change in their properties are modeled by a set of stochastic differential equations (SDEs) (Soong, 1973). The diffusion process (Gardiner, 1990) has proven effective for this purpose. The coefficients in the Langevin equation governing this process are set in such a way that the resulting Fokker-Planck equation (Risken, 1989) is equivalent to the FDF transport equation. Therefore, the Monte Carlo solution of the SDEs represent the solution of the FDF in the probabilistic sense. This procedure has proven successful for simulating PDF in a variety of systems (Grigoriu, 1995). However, one must be careful in performing stochastic simulations in conjunction with modern CFD solvers. Many of the advanced discretization routines developed for solving deterministic differential equations may not be applicable, or may have to be significantly modified to be suitable for solving SDEs (Kloeden and Platen, 1995).

Implementation of LEM is also based on stochastic representation of the flow. In its original development in RAS (Kerstein, 1988), the processes of molecular diffusion, chemical reaction and turbulent convection are considered separately. This is achieved by a reduced one-dimensional (linear) description of the scalar field, which makes it possible to resolve the flow scales even for flows with relatively high Reynolds, Schmidt and Damköhler numbers. The interpretation of the one-dimensional domain is dependent on the particular flow under consideration. In this way, the processes of molecular diffusion and chemical reaction are taken into account exactly, but the effects of convection are modeled. This is achieved by “random rearrangement” (or stirring) events in such a way that the displacements of fluid elements result in a diffusivity equal to the “turbulent diffusivity.” For LES, this procedure is followed within each of the computational cells, and stirring is performed to yield the desired SGS diffusivity. Menon and colleagues have made extensive use of LEM for LES of a wide variety of reacting flows. A recent review is available (Menon, 2000).
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