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Summary

Turbulent Navier-Stokes computational results are presented for an advanced diamond wing semispan model at low-speed, high-lift conditions. Turbulence effects are accounted for by utilizing the Spalart-Allmaras model. The numerical results are obtained in support of a wind-tunnel test that was conducted in the National Transonic Facility at the NASA Langley Research Center. The model incorporated a generic fuselage and was mounted on the tunnel sidewall using a constant-width non-metric standoff. The objectives of the numerical study were in several parts. They included the numerical simulation of the NTF empty tunnel flow characteristics, semispan high-lift model with the standoff in the tunnel environment, semispan high-lift model with the standoff in free-air, and semispan high-lift model without the standoff in free-air. The computations were performed at flow conditions of $\alpha=10^\circ$, $M_\infty=0.2$, and $R_e=24.2 \times 10^6$ which corresponded to a nominal approach and landing situation. An approach was developed for the numerical simulation of the empty-tunnel sidewall boundary-layer characteristics. The lessons learned from the approach were then applied to simulate the flow over the semispan model in the tunnel environment.

The computed high-lift flow characteristics for the model in both the tunnel and in free-air environment are presented. The computed wing pressure distributions agreed well with the measured data and they both indicated a small effect due to the tunnel wall interference effects. However, the wall interference effects were found to be relatively more pronounced in the measured and the computed lift, drag and pitching moment. Although the magnitudes of the computed forces and moment were slightly off compared to the measured data, the increments due the wall interference effects were predicted reasonably well. The numerical results are also presented on the combined effects of the tunnel sidewall boundary layer and the standoff geometry on the fuselage forebody pressure distributions and the resulting impact on the configuration longitudinal aerodynamic characteristics.

Introduction

The high-lift flow and the resulting aerodynamics experienced by an aircraft in takeoff and landing are some of the most complex and difficult phenomenon to simulate, either experimentally with wind-tunnel tests, or numerically with the computational fluid dynamics (CFD) methods. For an aircraft to achieve the high-lift performance levels, required during takeoff and landing, it typically deploys mechanical systems that are referred to as high-lift devices. These devices are usually comprised of leading and trailing edge flaps designed to maintain attached flow over the vehicle for acceptable aerodynamic efficiency and handling qualities at the elevated lift conditions. However, for high performance military aircraft (subject of the present study) this must be achieved within the context of a relatively thin, low aspect ratio wing, and thus the resultant high-lift flow field can vary considerably from that of conventional commercial transport configurations.

The numerical simulation of high-lift flows is very difficult because of the inherent geometrical complexity as well as some very complex flow
interactions that can occur. Such geometrical complexity introduced by high-lift devices includes physical gaps, cavity or cove regions, exposed flap side-edges that are often sharp, sharp or rounded flap hinge-lines, etc. These geometrical features can induce flow separation from either a smooth surface or a surface discontinuity that may roll up into a vortex flow, cause vortex breakdown, develop vortex boundary-layer interaction, produce confluent boundary-layers, result in unsteady flow and/or stalled flow, etc. These geometrical complexities and the resulting complex flow fields at high-lift conditions give rise to challenges that are difficult to address either experimentally or numerically. In addition to these challenges are the difficulties associated with transitional flow, aeroelastic effects, and tunnel wall interference effects particularly for semispan model testing.

Progress has been made in recent years to numerically simulate the complex high-lift flow aerodynamics with Reynolds-Averaged Navier-Stokes (RANS) formulations based on multiblock structured grid technology (refs. 1-3) with various degrees of success. However, the geometrical complexity of the high-lift configuration often requires a tremendous amount of time and resources to be spent in grid generation to set up such a computation. An alternative approach based on the unstructured grid technology has received attention in the recent years (refs. 4, 5), primarily because of its inherent flexibility in discretizing complex geometry. However, it is also widely believed that the existing unstructured grid technology, with capabilities to simulate the complex high-lift viscous flow characteristics, is still in the developmental stage and may not be ready for application by the general user community.

The overall CFD plan for the present numerical study, shown schematically in figure 1, consists of two primary objectives. The first objective is to validate a state-of-the-art RANS method for predicting the low-speed high-lift aerodynamics of an advanced high-performance military wing concept recently tested in the National Transonic Facility (NTF), (ref. 6), at the NASA Langley Research Center (LaRC). The wind-tunnel model was designed as part of a multi-national collaborative effort (ref. 7) under the auspices of The Technical Cooperation Program (TTCP). The TTCP participants involved in this effort included the United States Department of Navy, National Aeronautics and Space Administration (NASA), and the United Kingdom Defense Evaluation and Research Agency (DERA). The wing had a diamond shaped planform incorporating a full span leading-edge flap, a part-span slotted trailing-edge flap, and a deflectable shroud ahead of the trailing-edge flap. The wing was mounted on a generic fuselage that was tested as a semispan configuration. The semispan model was mounted on the tunnel sidewall and included a "non-metric standoff" designed to minimize the effect of the tunnel sidewall boundary layer on the configuration aerodynamics. The term non-metric refers to a component of a wind-tunnel model for which its contribution to the aerodynamic forces and moments are not measured by the model balance system. In addition to other objectives, the test was conducted primarily to assess high-lift rigging effects and to develop a database for CFD code validation. Data from this experiment include static surface pressures, configuration forces and moments, and aeroelastic deformations for many high-lift settings.

For the present code validation purposes, the CFD model included not only the semispan configuration but also a representation of the wind tunnel test section that was configured for solid wall testing (i.e., closed slots). The focus of the present numerical analysis is on a high-lift configuration with a specific rigging arrangement designed for approach and landing conditions. Referring to the schematic of the overall CFD plan shown in figure 1, these computations include an empty tunnel simulation to validate the viscous sidewall flow (fig. 1a) and then a simulation of the model-in-tunnel configuration (fig. 1b).

The second objective of this study is to numerically assess wind-tunnel wall interference effects for this configuration. This is
accomplished numerically through a systematic removal of wall interference effects due to solid-wall confinement (fig. 1c) and due to viscous sidewall interaction (fig. 1d). Experimental wall interference effects were also obtained (ref. 8), and these are used to help assess the numerical results. Previous semispan test technology at NTF has been developed for commercial transport configurations (refs. 9, 10) and the present effort complements this capability for this slender vehicle. The present computational results are all obtained with a multiblocked structured grid code known as CFL3D (ref. 11) coupled with the Spalart-Allmaras (SA) model (ref. 12) to account for turbulent flow effects.

**Symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>boundary condition</td>
</tr>
<tr>
<td>BL</td>
<td>boundary layer</td>
</tr>
<tr>
<td>b/2</td>
<td>reference semispan, 2.6927 ft.</td>
</tr>
<tr>
<td>CD</td>
<td>drag coefficient, Drag/qₚS_ref</td>
</tr>
<tr>
<td>CL</td>
<td>lift coefficient, Lift/qₚS_ref</td>
</tr>
<tr>
<td>Cₘ</td>
<td>pitching moment coefficient, Pitching moment/qₚS_refv</td>
</tr>
<tr>
<td>Cₚ</td>
<td>pressure coefficient, (p-pₚ)/qₚ</td>
</tr>
<tr>
<td>CFD</td>
<td>computational fluid dynamics</td>
</tr>
<tr>
<td>C-O</td>
<td>grid topology, C streamwise and O circumferential</td>
</tr>
<tr>
<td>c</td>
<td>cruise wing local chord, ft.</td>
</tr>
<tr>
<td>c_ref</td>
<td>cruise wing reference chord at Y/(b/2)=0.3, 3.295 ft.</td>
</tr>
<tr>
<td>v</td>
<td>wing mean aerodynamic chord, 3.143 ft.</td>
</tr>
<tr>
<td>DERA</td>
<td>Defense Evaluation and Research Agency</td>
</tr>
<tr>
<td>FP</td>
<td>flat plate</td>
</tr>
<tr>
<td>H-H</td>
<td>grid topology, H streamwise and H spanwise</td>
</tr>
<tr>
<td>H-O</td>
<td>grid topology, H streamwise and O circumferential</td>
</tr>
<tr>
<td>LaRC</td>
<td>Langley Research Center</td>
</tr>
<tr>
<td>LE</td>
<td>leading edge</td>
</tr>
<tr>
<td>LEF</td>
<td>leading-edge flap</td>
</tr>
<tr>
<td>Mₜ</td>
<td>free-stream Mach number</td>
</tr>
<tr>
<td>MIF</td>
<td>Model/standoff-In-Free-air</td>
</tr>
<tr>
<td>MIT</td>
<td>Model/standoff-In-Tunnel</td>
</tr>
<tr>
<td>MNIF</td>
<td>Model/No-standoff-In-Free-air</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NTF</td>
<td>National Transonic Facility</td>
</tr>
<tr>
<td>OL</td>
<td>overlap</td>
</tr>
<tr>
<td>p</td>
<td>local static pressure, psf</td>
</tr>
<tr>
<td>pₚ</td>
<td>free-stream static pressure, psf</td>
</tr>
<tr>
<td>qₚ</td>
<td>free-stream dynamic pressure, psf</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds-Averaged Navier-Stokes</td>
</tr>
<tr>
<td>Rₚ</td>
<td>unit Reynolds number, per foot</td>
</tr>
<tr>
<td>R_v</td>
<td>Reynolds number, based on v</td>
</tr>
<tr>
<td>S_ref</td>
<td>wing reference semi-area, 6.5908 ft².</td>
</tr>
<tr>
<td>SA</td>
<td>Spalart-Allmaras</td>
</tr>
<tr>
<td>TTCP</td>
<td>The Technical Cooperation Program</td>
</tr>
<tr>
<td>TE</td>
<td>trailing edge</td>
</tr>
<tr>
<td>TEF</td>
<td>trailing-edge flap</td>
</tr>
<tr>
<td>TS</td>
<td>tunnel station</td>
</tr>
<tr>
<td>u/Uₜ</td>
<td>local/free-stream axial velocity ratio</td>
</tr>
<tr>
<td>WIC</td>
<td>wall interference correction</td>
</tr>
<tr>
<td>X/c</td>
<td>fraction of wing local chord</td>
</tr>
<tr>
<td>Y/(b/2)</td>
<td>fraction of model semispan</td>
</tr>
<tr>
<td>X,Y,Z</td>
<td>model reference coordinate system</td>
</tr>
<tr>
<td>α</td>
<td>angle of attack, degrees</td>
</tr>
<tr>
<td>αᵥ</td>
<td>corrected angle of attack due to wind tunnel wall interference effect, degrees</td>
</tr>
<tr>
<td>u⁺</td>
<td>inner law velocity, u/v⁺</td>
</tr>
<tr>
<td>v⁺</td>
<td>wall friction velocity, (τᵥ/p)½</td>
</tr>
<tr>
<td>y⁺</td>
<td>inner law distance, yv⁺/v</td>
</tr>
<tr>
<td>μ</td>
<td>viscosity</td>
</tr>
<tr>
<td>ν</td>
<td>kinematic viscosity, μ/ρ</td>
</tr>
<tr>
<td>ρ</td>
<td>density</td>
</tr>
<tr>
<td>τᵥ</td>
<td>wall shear stress, (μ du/dy)w</td>
</tr>
</tbody>
</table>
Test Description and Preliminary Analysis

Model Description

The semispan wind-tunnel model consisted of a generic fuselage with a 1.5-inch non-metric constant-width standoff and a cropped diamond wing planform with leading and trailing edge sweeps of 40°, and -40°, respectively. The wing was designed for multi-mission interdisciplinary military requirements for cruise, high angle of attack maneuver, as well as for low-speed, high-lift performance. The photographs in figure 2 show the high-lift version of the model from two different perspective views.

The semispan model was 7.7 ft long and 2.7 ft wide excluding the 1.5-inch constant width non-metric standoff. Figure 3(a) shows the planform view of the model that was instrumented with approximately 450 orifices to measure the static surface pressures. The majority of the pressure orifices were distributed over the wing and in particular around the high-lift system. The wing pressure orifices were primarily distributed along six chord-wise stations located at \( Y/(b/2) = 0.15, 0.30, 0.45, 0.55, 0.70, \) and 0.80.

The baseline conditions for the high-lift wing model included a full span 22° deflected leading-edge flap (LEF), a partial span 23° deflected shroud, and a partial span 35° deflected trailing-edge flap (TEF). Figure 3(b) shows a typical wing high-lift sectional cut. All the flap component deflection angles are measured in a sectional chord plane and have constant chord dimensions. The gap and overlap (OL) dimensions for the slotted TEF of the high-lift model are referenced to the cruise wing (undelected LEF, shroud, and TEF) chord \( c \) located at \( Y/(b/2) = 0.3 \). The gap and OL for this baseline high-lift model were set at 0.5\%\( c_{ref} \) and 2\%\( c_{ref} \), respectively.

A downstream view of the model (with cruise wing configuration) mounted on the NTF tunnel sidewall is shown in figure 4(a), whereas the photograph in figure 4(b) illustrates a close-up view of the deployed high-lift components. The model angle of attack rotation was accommodated by the use of the pitch turntable, which was inserted into the tunnel sidewall and connected to a 5-component semispan balance to measure the forces and moments acting on the model. The standoff geometry component was not included in the balance overall forces and moments measurement. (i.e., non-metric). The measured data was subsequently corrected for the blockage effects and to exclude the contribution from the blunt base of the fuselage.

Test Matrix and the Configuration/Flow Conditions of Interest

The primary purpose of the test was to develop an experimental database for four different variations of the diamond wing with the emphasis on the high-lift aerodynamic performance for various flap-rigging arrangements (gap and overlap). These configuration variations, see Table 1, include two high-lift riggings for approach and landing, one high-lift rigging for take-off, and the baseline cruise-model with no control surface deflections. Each of the three high-lift configurations was tested with three combinations of gap (i.e., 0.5\%\( c_{ref} \), 1.5\%\( c_{ref} \), 2.5\%\( c_{ref} \)) and overlap (i.e., -1.0\%\( c_{ref} \), 0.5\%\( c_{ref} \), 1.5\%\( c_{ref} \), 2.0\%\( c_{ref} \), 3.0\%\( c_{ref} \)) settings. In addition, some intermediate gap and overlap settings for the high-lift configurations along with a maneuver configuration with a hinged TEF were also included in the test.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>LEF</th>
<th>Shroud</th>
<th>TEF</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-lift, approach/landing</td>
<td>22°</td>
<td>23°</td>
<td>35°</td>
</tr>
<tr>
<td>High-lift, approach/landing</td>
<td>22°</td>
<td>17°</td>
<td>35°</td>
</tr>
<tr>
<td>High-lift, take-off</td>
<td>22°</td>
<td>0°</td>
<td>20°</td>
</tr>
<tr>
<td>Cruise</td>
<td>0°</td>
<td>0°</td>
<td>0°</td>
</tr>
</tbody>
</table>

Table 1. Configurations tested in the NTF.

Limited aerodynamic analysis of the experimental data has been performed and reported in reference 13. In this reference, the estimates for the data repeatability have been...
reported, in terms of 2σ (σ denotes the standard deviation), for the normal force, axial force, and pitching moment coefficients to be within 0.00030, 0.00004 and 0.00014, respectively. Furthermore, similar estimates are also reported for the measured upper and lower surface pressure coefficients to be within 0.0046 and 0.0083, respectively. Although not used in the present numerical study, a technique was used as part of the NTF test to measure the aeroelastic deformation of the slotted-flaps on the model (ref. 14). In general, these deformations were found to be aerodynamically negligible.

The high-lift wing designed for approach and landing was chosen as the baseline configuration for the present numerical analysis. The planform view and the corresponding high-lift rigging for the selected baseline configuration were shown earlier in figure 3. Representative flow conditions for approach and landing were also selected for the numerical analysis and they are α=10°, M_=0.2, and R_=24.2x10⁶.

**NTF Tunnel Description**

The NTF is a fan driven, closed-circuit operational tunnel. The tunnel nominal test section is 25 feet long and has a square cross section with a side dimension of 8.202 feet (see figure 5). The four corners of the tunnel walls are filled symmetrically with right triangular fillets with the side dimensions (i.e., equilateral sides) of approximately 6 inches attached to the tunnel walls. It was learned that available geometry data for the upstream contraction cone and the settling chamber were not sufficient for use in CFD model simulation. As a result, the initial CFD analysis focused only on modeling the interior flow within the nominal NTF test section.

The NTF is primarily a transonic wind-tunnel facility designed to provide aerodynamic data on sub-scale models at high unit Reynolds numbers achieved through elevated pressures and cryogenic temperatures. The tunnel floor and the ceiling are each equipped with six longitudinal slots to accommodate testing at transonic speeds. However, the primary focus of the present diamond wing test was to acquire aerodynamic data on high-lift configuration at lower speed regime (i.e., 0.2<M_<0.5).

The test was conducted with the tunnel slots closed in order to eliminate any effects due to interactions between the trailing wake and the slots; this is a common approach to high-lift testing. With this testing approach, a conventional solid wall interference correction (WIC) method can be used to account for the interference effects induced by the tunnel walls. The implementation of the WIC method in the NTF is described in reference 8. Two factors contributed to the testing of the model in the air mode. The first was because the model was not designed for cryogenic testing environment. The second factor was associated with the relatively large model size that was determined to produce the full-scale flight Reynolds number under elevated pressures.

**NTF Empty Tunnel Flow Characterization Test**

Prior to the diamond wing test, an effort was undertaken to characterize the flow in the NTF empty tunnel environment. As part of this flow characterization test (ref. 15), a rake system was employed to measure the BL profile on the tunnel sidewall where the semispan model was to be mounted (referred to as the model center of rotation). This model center of rotation is located at the tunnel station (TS) 13 ft, approximately half way between the tunnel floor and the ceiling (see figure 5). A schematic view of the BL rake is shown in figure 6(a). The rake was 6.25 inches tall and incorporated 29 probes. The first 8 probes were uniformly distributed over the first inch to measure the near wall pressure field.

A sample velocity profile derived from the measured pressure data at a nominal flow condition of M_=0.2, R_=2x10⁶ is shown in figure 6(b). Each experimental data point includes a horizontal band to indicate the corresponding fluctuation range of the measured quantity (ref. 15). At this flow condition, the measured velocity profile indicated that the edge of the boundary
layer (i.e., $u/U_\infty \sim 0.99$) occurs at a height of approximately 3.8 inches (96.52 mm). This data set is used to validate the numerical simulation of the empty tunnel sidewall boundary layer characteristics. Figure 6(b) also shows the model standoff superimposed on the empty tunnel BL profile for reference.

**Turbulent Navier-Stokes Computations and Flow Field Analyses**

**Numerical Algorithm**

The present numerical analysis is performed with the multiblock, structured-grid CFD code known as CFL3D (ref. 11). The code is well documented and has been extensively validated for variety of applications with different classes of flows and configurations (refs. 16-22). The algorithm is based on the compressible, time-dependent, Reynolds-Averaged Navier-Stokes (RANS) equations that are written in a curvilinear coordinate system. A cell-centered, finite volume approach is used to solve the equations in a conservative form. An upwind-biased, flux-difference-splitting scheme (ref. 23) is used to solve the inviscid terms whereas central differencing is applied to solve the viscous terms. Several turbulence models, from algebraic equation model to one and two equation models, have been incorporated in the code.

The present numerical results are all based on the one-equation model of Spalart-Allmaras (ref. 12). The solutions presented in this report are all obtained by the use of multi-gridding and mesh-sequencing techniques to accelerate the convergence characteristics. The various gridblock interfaces in the physical domain are patched to one another either in a two-dimensional planar form or a three-dimensional non-planar form. The flow primitive variables are interpolated across the various block interfaces using a searching technique based on a combination of linear and polynomial equations as discussed in reference 19.

**NTF Empty Tunnel Numerical Flow Simulation**

The empty tunnel flow simulation was conducted primarily for two reasons. The first reason was to establish that the tunnel sidewall BL could be reasonably simulated. The second reason was to determine whether a mixed viscous and inviscid boundary condition for modeling the tunnel walls was adequate to simulate the test section flow field.

The initial numerical model included only the nominal NTF test section and the tunnel sidewall was treated with a viscous boundary condition whereas the other three walls were simulated with an inviscid boundary condition. The characteristic inflow BC and outflow BC with specified pressure ratio ($p/p_\infty$) of 1.0 were imposed at the tunnel inlet and exit plane. The tunnel corner fillets were not modeled in this study because their symmetric influence on the tunnel sidewall BL characteristics is expected to be small, particularly around the model center of rotation. Four sets of Cartesian grids (i.e., H-H topology) were generated with different grid resolutions ($0.5 < y' < 11.8$, $y'$ is measured from the first cell center off the wall) to address grid sensitivity effects on the results. Pilot computations were performed at $M_\infty = 0.2$, and $Re_\infty = 2 \times 10^6$, based on the RANS formulation with Spalart-Allmaras (SA) turbulence model. As shown in figure 7, the correlation of these computed results (open symbols) with the measured BL thickness at TS 13 ft. (solid square) indicated a clear disagreement. This disagreement was rather expected because of the numerical model did not include a proper BL profile at the inflow plane (i.e., $X=0$).

Due to the simplicity of the tunnel sidewall BL characteristics, it was decided to explore the applicability of flat-plate (FP) theory:

$$\delta = 0.14(X)^{6/7}(R)^{1/7}$$

for estimating the turbulent BL thickness growth along the tunnel sidewall. In this equation, $X$ is measured from the flat plate LE and $R$ is defined
as the Reynolds number per unit length (i.e., mm in this case). The flat-plate theory estimates of the BL thickness growth are also shown in figure 7 to be very close to the turbulent Navier-Stokes results computed for the nominal NTF test section (buried under the RANS open symbol predictions). As a result, it was decided to use the flat-plate BL theory and the existing experimental data point (i.e., BL height of 3.8 inches (96.52 mm) at TS-13) to extrapolate a virtual origin to the NTF test section that would provide a better approximation of the BL thickness at TS-13. This analysis, as shown in figure 7, revealed the location of a virtual origin to be approximately 15 ft (4600 mm) ahead of the nominal NTF test section.

Finally the accuracy of the estimated NTF virtual origin by the flat-plate theory was verified by applying the turbulent (SA) Navier-Stokes method. This verification was performed by modifying a volume grid generated earlier for the computation of the nominal NTF test section (i.e., 65-axial, 129-normal to the sidewall, 65-lateral, y+~0.9) to accommodate grids for the upstream extension of the tunnel geometry. The turbulent Navier-Stokes results for the boundary-layer height growth along the extended NTF sidewall is also shown (solid line) in figure 7. The Navier-Stokes results for the extended NTF sidewall clearly reaffirm that the flat-plate BL height estimates were very reasonable. It should be noted that with this approach the relatively complex contraction-cone and the settling-chamber geometry (unavailable for accurate numerical modeling) are essentially replaced with a simple linear upstream-extension of the square cross-section, tunnel geometry.

The measured velocity profile shown earlier in figure 6(b), is repeated in figure 8 along with the axial velocity profiles computed for the nominal (open symbols) and the extended NTF test section (solid line). The discrepancies between the measured data and the predictions with the nominal NTF test section are apparent. However, the comparison clearly illustrates an excellent agreement between BL rake measurements and the computed velocity profile with the extended NTF test section.

The simulated boundary layer flow was also analyzed in terms of inner law variables, and the results are shown in figure 9(a). In this figure the computed CFD profile is compared with standard boundary layer theory for flat plate flow.

The theoretical results are given by:

Laminar sublayer: \( u^+ = y^+ \) (2)

Logarithmic layer: \( u^+ = 1/\kappa \ln(y^+) + B \) (3)

Spalding's law of the wall:

\[
y^+ = u^+ + e^{\kappa \delta} [e^{-\kappa y^+} - 1 - \kappa y^+ - (\kappa y^+)^2/2 - (\kappa y^+)^3/6]
\]

Law of the wake:

\[
u^+ = 1/\kappa \ln(y^+) + B + 2(\Pi/\kappa) \sin^2[(y/\delta)(\pi/2)]
\]

In all cases \( \kappa=0.4 \) and \( B=5.5 \) which are standard values preferred by Spalding; for the wake flow \( \Pi=0.7 \) which is slightly high (but not unreasonable) when compared to Coles' recommended value of 0.55.

The CFD results are for the cell-center values, and the correlation between the CFD and the theoretical profiles is in general very good. The first cell center value occurs at a \( y^+ \) of about 0.4, and despite this resolution, there are only a few points fully within the laminar sublayer (\( y^+<3.6 \)). It appears that a slightly less aggressive stretching would have been more appropriate for representing the inner-law profile as modeled by Spalding's law of the wall. Correlation between CFD and theory is very reasonable for the logarithmic layer (100< \( y^+<1000 \)) and degrades a little in the wake portion of the profile (1000<\( y^+ \)). Nonetheless, the predicted onset of the outer wake profile at approximately \( y^+ = 2500 \) is fairly well modeled by the law of the wake.

The inner-law analysis is useful for discerning the various flow physics regions of the turbulent
boundary layer associated with the presence of the wall. This analysis tends to compress the outer-law wake portion of the flow. To better observe this portion, the same profile is simply shown in primitive variables in figure 9(b). Here again the computed boundary layer from CFD follows the expected theoretical trends reasonably well. It should be noted that the onset of the wake-like profile (y+≈2500) corresponds approximately to y/δ=0.13. Very little of the inner-law properties can be discerned in the conventional boundary-layer profile.

It should be noted that as part of the NTF empty-tunnel flow simulation study, though not presented here, turbulent (SA) Navier-Stokes computations were also carried out by simulating the viscous boundary-layer flow on all four walls of the extended tunnel geometry. The results from this study revealed that only a slight thinning of the sidewall BL occurred and that it did not manifest itself until reaching TS 5 ft. This thinning of the BL thickness was computed to be about 0.1 inch (less than 3 mm) at TS 13 ft. The empty tunnel flow simulation study demonstrated that the upstream extension and the grids employed were acceptable to simulate the sidewall BL characteristics. The extended NTF test section was used for all subsequent numerical simulations.

Model/standoff-In-Tunnel (MIT)

Numerical Grid Strategy: A multi-block structured grid was developed to discretize the semispan high-lift diamond wing model with the stand-off geometry in the nominal NTF test section (see figure 10). The semispan diamond wing numerical model is rotated and set at 10° angle-of-attack with respect to the tunnel freestream. Provisions were made from the empty tunnel flow simulation to properly size the grid over the viscous sidewall and to accommodate the tunnel upstream block extension (not shown in figure 10). The volume grid consisted of 39-grid blocks and containing approximately 7 million grid points. No grid density study was performed on the diamond wing configuration. However, 7 million grid points has been shown, ref. 24, to be sufficiently fine for predicting lift and drag to within 1% for a different configuration (i.e., wing-body-engine-nacelle transport model). Grid spacing for the model viscous surfaces were chosen to produce a y' of about 1 for the first cell center off the wall. In general, the overall grid topology can be grouped into five regions; 1) configuration forebody region with C-O grid, 2) fuselage top and bottom region with H-H grid, 3) aft-fuselage region with H-O grid, 4) fuselage standoff with H-H grid, and 5) the high-lift wing with C-O topology. The deflected wing trailing-edge flap was discretized with a C-H topology embedded within the main wing C-O grid. These grid blocks were patched with one another along common interfaces.

The XYZ-coordinate system for the grid is defined such that: positive X is from upstream to downstream, positive Y is normal to the sidewall, and positive Z is from tunnel ceiling to floor. The volume grid is defined in metric units where the viscous sidewall is located at Y=-38.1 mm (i.e., 1.5 inch standoff width) with the opposing side at Y=2461.9 mm. The overall longitudinal length of the nominal NTF test section is defined to be 7620 mm (i.e., 25 ft) long.

A close-up view of the surface grid for the semispan diamond wing model along with the tunnel sidewall grids is shown in figure 11. Surface grids are clustered in regions where the flow is expected to experience a rapid change such as acceleration or separation. These regions include the LEF and shroud hinge-lines, around the wing leading and trailing edges; TEF exposed side-edges, wing-fuselage junctures, etc. In addition, a stream-wise cut through the volume grid around the high-lift element is also shown in the right-hand side of the figure. The complexity of the geometry and the care taken to resolve the cove and the gap regions are clearly illustrated. The inboard edge of the deflected TE flap is abutted against the fuselage whereas on the outboard side a gap is created exposing to the side edges of the flap and the main wing element.

Loads associated with the fuselage blunt base flow are removed from the experimental
measurements and are expected to have a small induced effect on the wing. These loads are also removed from the numerical results, and thus it seemed unnecessary to model the detailed base flow physics (i.e., unsteady, turbulent viscous wake flows). Furthermore, such detailed modeling of the subject flow would also contribute to the complexity of the calculations and convergence difficulties. To mitigate such complications, an inviscid BC was used to model the blunt base of the fuselage. The grid topology for the fuselage base is an H-H that simply extends the associated grid on the fuselage blunt face longitudinally by stacking them downstream to the outflow plane. In addition, an H-H grid topology was used to abut against the exposed side edges of the TE flap (i.e., outboard side) and the exposed aft part of outboard wing-panel (i.e., inboard side). These grids were required to resolve the viscous flow on the subject side-edge panels.

**Solution Development and Convergence Characteristics:** Turbulent Navier-Stokes computations were performed by setting the tunnel free-stream conditions to $M_\infty = 0.2$, $R_\infty = 24.2 \times 10^6$, and at zero degree angle of attack. However, note that the geometric angle of attack ($\alpha$) for the model is $10^\circ$, because as discussed previously, the numerical model is rotated to $10^\circ$ angle of incidence relative to the tunnel free-stream condition. The computations were performed on the numerical aerodynamic simulation (NAS) Cray C-90 computer located at NASA Ames Research Center and required about 300 MW of memory. The flow solution, initiated from free-stream conditions, was advanced in time to a steady state, by using multi-grid, local time stepping, and mesh sequencing techniques to accelerate the convergence characteristics.

A solution development and convergence procedure was developed for this baseline MIT case that could be applied in a consistent way to the other cases in the present investigation. With this procedure, the overall solution convergence was achieved using mesh sequencing with three grid levels (i.e., coarse, medium, and fine). Figure 12(a) shows the overall solution convergence history that required about 60 hours of central processing unit (cpu) time on a Cray C-90 with a single processor to achieve such characteristics. The coarse, medium, and fine grid solutions were converged over 4000, 3000, and 2000 iterations, respectively. Over the course of this solution development, the overall residuals were reduced by ~2.5 orders of magnitude and the oscillations in the computed total (i.e., summation of all viscous and inviscid surface boundaries) lift, drag, and pitching moment were reduced to a negligible level. Over the last 500 iterations of the fine grid solution, the variations in total lift, drag, and pitching moments were found to be approximately $\pm 0.0005$, $\pm 0.0002$, and $\pm 0.0005$, respectively. In addition, Table 2 presents the percent variation of forces and moment relative to the fine grid solution (at iteration 9000) for the coarse and medium grids at iterations 4000 and 7000, respectively.

<table>
<thead>
<tr>
<th>Grid level</th>
<th>$%C_L$</th>
<th>$%C_D$</th>
<th>$%C_M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>2.8</td>
<td>18.5</td>
<td>3.9</td>
</tr>
<tr>
<td>Medium</td>
<td>0.8</td>
<td>3.7</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 2. Grid-level effects on computed longitudinal aerodynamic characteristics.

Figure 12(b) also shows a more quantitative variation of the residuals for each block during the course of the solution development at every 1000 iteration intervals. It should be noted that the largest oscillations in the block residuals are occurring in and around block 35 that is associated with the blunt fuselage base. These oscillations become fairly small over the fine grid solution development. The block residuals in the rest of the flow domain indicate a much better convergence rate than those associated with in and around block 35.

**Computed Flow Field Analysis:** General flow features computed over the model will be presented in this section, while the quantitative comparisons of the numerical prediction with experimental data will be discussed later. The computed flow features in terms of surface
pressure coefficients and streamlines for the MIT are shown in figure 13(a). The surface pressure coefficients are shown on the semispan diamond wing model, tunnel sidewall, inflow/outflow and the floor plane of the upstream portion of the extended NTF test section. The flow streamlines, shown in figure 13(a), correspond to the path of several particles released in the field near the tunnel sidewall just ahead of fuselage and around the leading edges of the wing and the trailing edge flap. In addition, a few particles were released close to the fuselage blunt base to highlight the associated wake flow-field structure. The particle traces are computed without any restriction to a particular computational grid plane.

The close up views of the computed flow characteristics over the model and the wing are shown in the left and right hand side of figure 13(b), respectively. The computed pressure coefficients along with the particle traces over the wing upper surface appear to indicate an attached flow on the deflected leading-edge flap, the expected flow expansion along the flap and the shroud hinge-lines, and a region of a fairly benign attached flow over the main wing panel. Figure 13(c) show a close up views of circulatory-trapped flow streamlines in the cove region (left hand-side image with the shroud geometry removed) and flow structures around the TEF side edge (right hand-side image). The computed results around the TEF indicate a region of low pressure that is associated with the vortical flow originating from the lower corner of the TEF side edge. This TEF side-edge flow separation forms a vortex that spills over to the flap upper surface. The close up views of the computed lower-surface pressure coefficients over the model and the TEF are shown in the right and left hand side images of figure 13(d), respectively. The results generally show flow compression at the nose of the fuselage and under the wing that is extended onto the neighboring fuselage. Also, note that the effect of the TEF side-edge vortex flow interaction with the outboard wing panel is evident by the presence of a low-pressure region on its aft lower surface as the flow accelerates through the gap. From a high-lift design standpoint, the computed flow characteristics indicate the desired attached flow has successfully been maintained over the LEF, main wing, shroud, and TEF for most part of the inboard region at these conditions.

A stream-wise cut through the MIT numerical result, showing the overall view (top image) and the close-up view (bottom image) of the pressure field, at a longitudinal station of $Y=1.33$ ft (405 mm) is presented in figure 14. Relative to the model, this longitudinal cut is slightly inboard of the TEF side-edge that is at $Y=410$ mm. Similar to the earlier finding, the overall view of the pressure field indicate a trailing wake system that extends downstream to the tunnel outflow plane without getting close to the tunnel floor. The close-up view of the results generally shows the flow expansion over the LEF hinge line and over the TEF upper surface due the presence of the side-edge vortex flow.

A cross-flow cut through the MIT numerical result, showing the near field and the close up view of the pressure distribution around the geometry and the complex high-lift system, at $TS=2.74$ ft (835 mm) is presented in figure 15. This TS is 1.17 ft aft of the tunnel station 13 ft at which the model center-of-rotation is located (see figure 3(a)). The close-up view of the results clearly shows the presence of a vortex system on the TEF side-edge along with the flow expansion around the TEF leading edge and the resulting acceleration on its upper surface.

**Model/Standoff-In-Free-air (MIF)**

**Numerical Grid Strategy:** The grid strategy chosen for the MIF computations utilized the existing MIT grid without any alteration. The MIF grid required six new grid blocks to extend the MIT tunnel walls to the nominal far field (see figure 16). The radial extent of the far-field boundary was chosen to be about five overall fuselage body-lengths (i.e., $\sim 12.2 \bar{L}$) away from the tunnel centerline.

These new blocks included two H-O topologies that wrapped around and patched to the NTF walls (one over the nominal test section and the other over the upstream extension part). The
remaining four H-H topologies were patched to the existing MIT standoff blocks that extended to the nominal far-field boundary. These six blocks added a total of approximately 160,000 points to the existing MIT volume grid (i.e., 7 million grid points). Characteristic inflow/outflow boundary conditions are invoked on the exterior surfaces of the far-field boundary. Also, the plane-of-symmetry for this case is modeled as a viscous boundary similar to the MIT sidewall.

**Computed Flow Field Analysis:** Procedures identical to those developed to obtain the turbulent Navier-Stokes solutions for the MIT case were applied to acquire the computational results for the MIF case at the same flow conditions. The MIF solution development generated almost identical convergence characteristics as those of the MIT case shown earlier in figure 12. The computed pressure coefficients from the MIF solution is shown in figure 17 from two vantage points comparable to those shown earlier for the MIT results in figure 13. The surface pressures are mapped over the same contour range and the seeding locations for the particle traces are identical to those of the MIT with the exception of a few that are released near the configuration plane-of-symmetry in the new added blocks.

Qualitatively the computed streamlines and pressure coefficients appear to be very similar to those of the MIT results. Although it is difficult to discern from these figures, the detailed analysis indicated that the flow streamlines released near the plane-of-symmetry appear to maintain their curvature to a longer distance away from the configuration than those released in the MIT solution. This effect can be attributed to the confined flow field in the tunnel environment where the solid walls do not provide the same pressure relief as present in the MIF environment.

**Model/No-standoff-In-Free-air (MNIF)**

**Grid strategy and results discussion:** The volume-grid blocks associated with the standoff were extracted from the existing MIF computational grid. This modification resulted in a total of 38 grid blocks, and ~6.5 million grid points, to remain for the numerical representation of the model/standoff in free-air (MNIF). The same boundary conditions as the MIF case were applied on all surfaces with the exception of the configuration plane-of-symmetry where the general symmetry plane boundary condition was imposed.

The computational procedure established under the MIT and MIF solution development were applied to obtain the turbulent Navier-Stokes solution for the MNIF case at $\alpha=10^\circ$, $M_\infty=0.2$, and $R_e=24.2\times10^6$. Nearly identical solution convergence characteristics were achieved as those obtained for the earlier computations. The subsequent flow field analysis also indicated qualitatively very similar results for flow streamline traces and surface pressure contour mapping as those obtained from the MIT and MIF solutions and therefore not presented here. However, the quantitative results from MNIF solution will be correlated next with the experimental data, along with the results from the other CFD cases, that reveals considerable pressure differences around the fuselage forebody region.

**Pressure, Force & Moment Predictions and Correlation with NTF Data**

Two sets of experimental data, referred to as ‘with WIC’ and ‘without WIC’, will be presented in this report. While both data sets include all the standard wind-tunnel data corrections, the only difference between them is that one contains the solid-wall interference correction effect and the other does not. The application of WIC to correct the experimental data that corresponds to the flow conditions chosen for the numerical analysis resulted in an increase in the model angle of attack, free stream Mach number, and dynamic pressure. The corresponding increments to angle of attack ($10^\circ$), free-stream Mach (0.2) and dynamic pressure (347.6 psi) were 0.6°, 0.001, and 4.54 psi, respectively. With the exception of the angle of attack, the increments to Mach number and dynamic pressure are considered relatively small in the present investigation. To
numerically complement the corrected experimental data, an additional MIF computation was performed at $M_\infty=0.2$, $R_\infty=24.2 \times 10^6$, and a higher free-stream angle-of-attack of $0.6^\circ$. As a result, the angle of attack for the numerical model (rotated to $10^\circ$ angle of incidence relative to the tunnel free-stream flow) in this new computation is $10.6^\circ$ which will be referred to as the corrected angle of attack ($\alpha_c$). The results from this new MIF computation at $\alpha_c=10.6^\circ$, along with those originally planned will be correlated with the corresponding experimental data for surface pressure coefficients and overall forces and moment.

**Surface Pressure Coefficients:** The computed surface pressure coefficients, the NTF data for both with and without full corrections for wall interference effects, along with wing geometry sectional cuts are shown in figure 18. These pressure coefficients are shown at six chordwise stations on the wing, three over the inboard high-lift section (figure 18(a)), and three on the outboard panel (figure 18(b)). The experimental data for the three inboard stations are only shown for the wing main element because of some inconsistencies encountered in mapping the experimental pressure-orifice locations with the corresponding high-lift CFD model over the shroud and the TEF. Proper reference quantities, such as the shroud and TEF axis of rotation, were not available for consistent transformation of the CFD results to the experimental data or vice versa. Furthermore, the distributions of the experimental pressure orifices were also found to be slightly skewed with respect a constant span cut, particularly over the TEF component.

The CFD results are shown for four different cases that include the MIT, MIF, MNIF (all at $\alpha=10^\circ$), and the MIF at $\alpha_c=10.6^\circ$. The experimental data are shown for both corrected (denoted by ‘with WIC’) for the tunnel wall effects to represent the free-air results and uncorrected (denoted by ‘without WIC’) for the tunnel wall effects. The effects of tunnel walls on the measured surface pressure coefficients appear to be insignificant at all stations over the main wing. In general, the CFD results show very small variations in the computed surface pressures among all the cases studied; they correlate well with the measured data over the main wing. In particular, the CFD prediction of the suction peak associated with the flow expansion at LEF hinge-line is very good. The computed pressures also show evidence of flow expansion at the shroud hinge-line and around the leading edge of the TEF. The small disagreements between the CFD results and the data over the aft part of the main inboard-wing lower surface (3 to 4 pressure tap locations are misaligned from the constant spanwise stations) are due to the TEF bracket hardware on the wind-tunnel model. These two brackets (see figure 2) are not numerically modeled. The CFD results for the MIT and MIF show small variations in the computed pressures around the leading edge of the deflected flap over the wing outboard panel.

The computed upper surface pressures over the TEF at station $Y/(b/2)=0.45$ indicate a significant loading due to a vortex flow that emanates from flap side-edge. The effect of this vortex flow and the resulting low pressure-field on the upper surface of the TEF was shown earlier in figure 14. It should be noted that this effect, discussed in the next paragraph, is also seen in the measured surface pressure data, although not compared directly with CFD results due to the X/c mapping inconsistencies discussed earlier.

The distribution of the experimental surface pressure coefficients measured over the shroud and TEF, that have been corrected for the tunnel wall interference effects, are shown in figure 19. These pressure distributions are plotted in a different reference coordinate system and scale (i.e., stretched horizontal axis) than the corresponding CFD results shown for the shroud and TEF in the previous figure. The measured data clearly show similar trends, to the CFD results, in chordwise pressure loading over the shroud and in particular over the TEF. At the inboard stations, the TEF pressure distributions show an attached flow. At the outboard station, the pressure distribution shows two suction peaks; one is located just aft the leading edge due to the leading-edge flow expansion and subsequent
acceleration through the gap/overlap opening, and the other is located further aft due to the presence of side-edge vortex flow.

**Force and Moment:** The computed overall lift, drag, and pitching moment coefficients are shown in figure 20 along with the corresponding NTF experimental data with and without WIC application. The close-up views of each respective data set near the flow conditions of interest are shown in the right-hand column. Consistent with the experimental data, it is important to note that the contributions from the standoff geometry and the blunt fuselage-base are excluded from all the computed coefficients. The experimental lift coefficients indicate a fairly linear variation with angle of attack, and as expected the application of WIC to account for the tunnel wall interference results in a decrease in lift curve slope.

The computed lift coefficients from the MIT and MIF agree well with the measured data, especially the increments due to WIC (see the close-up results). The overall magnitudes are slightly over-predicted by about 0.01. Also the MIF computed lift coefficient at $\alpha_c=10.6^\circ$ correlates well with the corrected NTF data. As a result, the lift curve slope for the free-air computations (i.e., MIF and MIF at $\alpha_c=10.6^\circ$) is also predicted well. Extracting the standoff geometry physically from the numerical model causes only a small decrease in the MNIF computed lift coefficient relative to the MIF prediction and it compares very well with the corrected NTF data.

The measured pitching moment characteristics exhibit very little change at low to moderate $C_L$ range, followed by a nose down tendency with increasing $C_L$. The experimental data also indicate diminutive effects from the application of WIC method on the overall pitching moment characteristics. The correlation of the computed pitching moments with experimental data is reasonable, though the enlarged plot on the right-hand column may be misleading because of the expanded scales. Nonetheless, the predicted trend (i.e., $\Delta C_m/\Delta C_L$) for the free air computations is not predicted well.

The measured drag polar indicates the expected trend and that the modification due to WIC application appears to become more pronounced with increasing $C_L$. The computed drag coefficients are in general agreement with the experimental measurements in terms of the trends but not the magnitude. Also note the increase in the predicted drag coefficient (~55 counts) with MNIF computation compared to the MIF result. In addition to the obvious geometrical differences between the two models (i.e., standoff), there is also the different imposed boundary conditions on the configuration plane-of-symmetry. In an effort to determine a possible source for this drag change, further diagnostic analysis was performed as discussed in the following section.

**Sidewall/Standoff Interference Analysis**

The predicted drag coefficients from MIF and MNIF computations are shown in figure 21 along with the results for the other two CFD cases for completeness. The drag coefficients are plotted against the block number in the computational domain. With the exception of the first two blocks that define the configuration forebody longitudinally up to the fuselage/wing-LE juncture point, the results indicate that the computed drag remains fairly unchanged for the remaining blocks. The majority of the increase in MNIF computed total drag, relative to MIF results, is attributed to the configuration forebody (about 40 counts) and the wing components (about 10 counts). This effect is likely to be associated with the standoff geometry and the boundary condition imposed on the wall to which the model is mounted, i.e., viscous wall for MIF and inviscid symmetry plane for MNIF. As a result, the configuration forebody experiences a different flow field in MIF computations compared to the MNIF as will be explored in the following paragraphs. This difference in the computed drag coefficients may become important, particularly when it is applied to semispan experimental data reduction towards
obtaining full configuration data. Similar data analysis was also performed for the computed lift coefficients that indicated negligible variations in all blocks with the exception of the wing components where they showed slight variations.

Computed pressure distributions along the fuselage centerline (i.e., fuselage and standoff boundary line, Y=0 mm) are shown in figure 22. The results clearly indicate very small differences between all the computations with the exception of the MNIF solutions over the configuration forebody. The majority of the differences occur roughly over the front one-third of the fuselage where the MNIF predicted pressures appear to exhibit less suction on the upper surface and more compression on the lower surface. As expected, only the computed pressure coefficients with MNIF indicate a stagnation point (i.e., \( C_p \approx 1.0 \)) on the forebody unlike all the other solutions where their respective pressure coefficients do not exceed 0.83. The bulging of the pressure distribution in the mid-fuselage region (0< X<1200) is attributed to the wing pressure field propagation inboard onto the fuselage. It is also interesting to note that the fuselage pressure distributions indicate a rapid decrease and increase in pressures, near the fuselage base on the upper and lower surfaces, respectively. This abrupt change in the fuselage pressure difference near the base plane is likely caused by the flow separation at the sharp corners of the base resulting in a wake-like flow-field behind the blunt face of the fuselage. The cross sectional pressure distribution on the forebody is analyzed next to identify the circumferential extent of the pressure difference between MNIF and the other CFD results.

The computed circumferential pressure distribution at two fuselage cross sections of X=-500 mm and X=-200 mm are shown in figure 23. The first cross section is very close to the fuselage nose (see figure 22 for relative location with respect to the overall fuselage length) and the second station is roughly about the mid-forebody. The figure also shows the corresponding cross-sectional geometry including the standoff component hash-marked for reference. The results clearly indicate that the pressure difference observed between the MNIF and the other CFD solutions on the forebody is not confined to the fuselage centerline but it also manifests itself circumferentially at both stations. There are two primary factors that contribute to this forebody pressure difference and the resulting computed drag coefficients (figure 21). The first factor is the standoff geometry itself that results in an increase in the cross-sectional area of the forebody, particularly near the nose. From a slender body theory perspective, this area effect would shift the pressures negatively without changing the sectional load. The pressure difference on the forebody (figure 23) shows this type of slender-body-theory trend, although the precise magnitudes of the offset would be affected by the presence of the viscous sidewall boundary layer. The second factor is associated with the detailed flow within the sidewall boundary layer as discussed in the next paragraph.

The computed total velocity vectors (at the second grid points normal to the surface) along with surface pressure coefficients on the tunnel sidewall (only a portion of which is shown) and standoff obtained from the MIF solutions are shown in figure 24(a). The figure also shows the off-surface particle traces released at key locations to capture the presence of the horseshoe vortex that develops in front of the blunt face of the standoff geometry. The entire vortex appears to be imbedded within the sidewall boundary layer and stays within it after splitting around the forebody as shown in a close-up view from an oblique angle in figure 24(b). The core of this horseshoe vortex, at the point where it splits around the forebody, is ~20 mm upstream of the standoff nose and ~5 mm off the tunnel sidewall. Further analysis indicates that at a short distance downstream of the forebody apex, both branches of this horseshoe vortex (above and below the standoff) becomes squeezed and gets closer to the sidewall and finally diffuse into the stream-wise flow. The low-pressure suction peaks (above and below the standoff) associated with this horseshoe vortex are also evident at station X=-500 mm in figure 23. However, such suction peaks are
clearly not present over the standoff at forebody station X=-200 mm.

Complementary to the surface pressure comparison at the fuselage centerline (i.e., figure 22), figure 25 shows the difference in the computed pressure coefficients across the symmetry plane between the MIF and MNIF solutions. The grids are shown for only a portion of tunnel sidewall and for every three points in both directions for clarity. This result clearly shows the field effect due to the presence of the sidewall boundary layer (causing the formation of the horseshoe vortex) and standoff geometry across the fuselage centerline plane. Similar to the earlier findings, this result also indicates that the majority of the pressure difference between the two solutions is confined only on and around the forebody region where the flow compression ahead of the forebody is followed by the flow expansion around it. At this angle of attack, this pressure-field expansion around the forebody, on the top and bottom portion, appears to be symmetric (i.e., counteracting effect) which results in only a small contribution to the overall lift characteristics. However with increasing angle of attack, the BL horseshoe vortex and the resulting pressure-field expansion across the configuration symmetry plane may not remain symmetric thus causing a higher normal force to be produced by the forebody. It should be noted that this additional normal force is measured by the model balance as part of the configuration overall aerodynamic performance.

Conclusions

The results from a numerical study for the NTF semispan diamond wing model are presented for low-speed, high-lift conditions. The CFD results are based on the solutions to the Reynolds-averaged Navier-Stokes equations that are solved in a multiblock structured-grid computational domain. The computations utilize the Spalart-Allmaras model to account for the turbulent effects in the flow. The CFD study consisted of four cases: NTF empty tunnel flow simulation, model/standoff in the tunnel (MIT), model/standoff in free-air (MIF), and model/no-standoff in the free-air (MNIF). The computations focused on a configuration with the high-lift rigging arrangement designed for landing approach at nominal flow conditions of \( \alpha=10^\circ \), \( M_e=0.2 \), and \( R_e=24.2\times10^6 \). A typical volume grid (MIT) consisted of about 7 million grid points and the computations required about 300 MW of memory and 60 hours of CPU time of a single processor on a Cray C-90 platform.

An approach based on flat plate theory was developed to determine an upstream extension to the nominal NTF test section for better simulation of the tunnel sidewall boundary layer flow characteristics. The validity of the approach was later assessed by applying the turbulent Navier-Stokes method to simulate the empty tunnel flow field. The resulting sidewall boundary-layer flow was shown to correlate very well with the available experimental rake measurements. Empty tunnel flow simulation results revealed that an upstream extension (~15 ft) to the nominal NTF test section (25 ft), as an approximate replacement for the tunnel settling chamber and the contraction cone geometry, was adequate for modeling of the tunnel sidewall boundary-layer flow characteristics.

The ability of the method to simulate the complex flow structures on the diamond wing high-lift model at low-speed flow conditions for MIT, MIF, and MNIF was demonstrated. The general flow features of the configuration include: attached flow over the majority of the lifting surfaces, the flow separation from the TEF side-edge forming a vortex system, low momentum vortex-like flow trapped in the cove region, and a trailing-wake flow-field behind the blunt fuselage base. In general from a high-lift design standpoint, the computed flow characteristics indicated that the desired attached flow was successfully maintained over the majority of the aerodynamic surfaces at these conditions. Experimental data for the detailed flow physics are not available to assess the accuracy of the predicted flow structures in different regions of the domain. However, the predicted results are correlated with the measured surface pressure distribution and the overall forces and moment.
Negligible difference was shown to exist between the experimentally corrected and uncorrected wing pressures to account for the wall interference effect. The numerical results also showed small changes on the wing surface pressure distributions due to the tunnel wall confinement effects as well as the combined tunnel sidewall boundary layer and standoff effects. In general, the computed surface pressure distribution over the wing compared reasonably well with the available experimental data.

The numerical predictions for the overall forces and pitching moment are shown to correlate reasonably well with the NTF measured data with and without the correction for the tunnel wall interference effects. In particular, a very good agreement between the computed lift coefficients and the measured data are obtained both in terms of magnitudes and the increments due to wall interference effects. Elimination of the standoff geometry from the numerical model is shown to slightly decrease the configuration overall lift coefficient computed for free-air simulation. The computed drag coefficients are in general agreement with the experimental measurements in terms of the overall trends, incremental shift due to wall interference effects, but not the magnitudes. The agreement in overall trends include the slope in drag-polar curve (i.e., MIF and MIT at \( \alpha = 10.6^\circ \) data points). Compared to the MIF prediction, the MNIF computed drag coefficient indicated an increase of about 55 counts that is shown to primarily arise from the configuration forebody (about 40 counts) and main wing components (about 10 counts). The change in computed drag-coefficient is attributed to the obvious differences between the two models; they are the standoff geometry and the sidewall BL effects. Furthermore, the computed forebody pressures from MNIF case clearly indicated differences with those computed from MIT, MIF, and MIF (at \( \alpha = 10.6^\circ \)).

Detailed flow field analysis revealed insight into the flow characteristics of the combined sidewall boundary layer and the standoff effects around the forebody that led to possible explanations for the drag increase in the MNIF computation. It is demonstrated that such combined effects cause a pressure characteristic in the fuselage centerline plane (i.e., plane-of-symmetry) that is different than the one computed for the full span configuration (i.e., MNIF). This undesirable pressure difference in the plane-of-symmetry between the MIF and MNIF solutions is confined mainly to the configuration forebody region. This pressure difference is attributed to the presence of a horseshoe vortex as well as the standoff geometry that effectively increases the fuselage span and thus changing the local flow characteristics. These results clearly suggest that in order to improve the flow characteristics in the fuselage centerline plane of a semispan model, one may need to focus on improving a standoff design shape around the forebody region. Furthermore, such design endeavor should include not only surface flow properties but perhaps flow field properties as well to capture the flow non-linearity due to the presence of the horseshoe vortex and the resulting aerodynamic effects.
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Figure 1. CFD plan for the NTF diamond wing semispan model.

Figure 2. Diamond wing semispan model.

Figure 3. Wind-tunnel model geometry attributes.
Figure 3. Concluded.

Figure 4. Diamond wing semispan model mounted on the NTF tunnel sidewall.
Figure 5. Schematic view of the NTF wind tunnel.

Figure 6. Schematic view of the BL rake and the sidewall measured BL velocity profile at the model center of rotation.

(a) Rake apparatus.  (b) Measured BL velocity profile.
Figure 7. Computed Navier-Stokes, flat-plate theory and measured boundary-layer growth along NTF sidewall.

Figure 8. NTF sidewall computed and measured axial velocity profile at the model center of rotation.
Figure 9. Comparison of the computed CFD results with the law of the wall theory.

(a) Sidewall boundary layer profile in inner law variables at the model center of rotation.

(b) Sidewall boundary layer profile at the model center of rotation.
Figure 10. Grid topology for the Model/Stand-off in the nominal NTF test section.

Figure 11. Close-up view of the semispan diamond wing numerical model mounted on the NTF tunnel sidewall.
(a) Overall solution convergence characteristics. (b) Grid block residual variations.

Figure 12. Solution convergence characteristics for the MIT case.

(a) Overall view of the solution.
Figure 13. Turbulent Navier-Stokes flow field simulation for the model in the extended NTF test section.
(b) Close up of the upper surface $C_p$ and streamlines over the model and the wing.

(c) Close up of the upper surface $C_p$ and streamlines in the cove region and around the TEF side-edge.

Figure 13. Continued.
(d) Close up view of the lower surface Cp and streamlines over the model and TEF component.

Figure 13. Concluded.

Figure 14. Longitudinal cut through the MIT computed pressure field at Y=1.33 ft (405 mm).
Figure 15. Lateral cut through the MIT computed pressure field at X=2.74 ft (835 mm).

Figure 16. Exterior grid wrapping around the MIT grid for developing the MIF grid.
Figure 17. Turbulent Navier-Stokes flow field simulation for the semispan model in free air.
(a) Inboard high-lift stations.  
(b) Outboard wing stations.

Figure 18. Computed wing surface pressure coefficients and correlation with data.
Figure 19. Experimental surface pressure coefficients over the shroud and TEF.
Figure 20. Computed and measured longitudinal aerodynamic characteristics.
Figure 21. Computed drag coefficients for configuration various components (blocks).

Figure 22. Computed longitudinal $C_p$ along the fuselage centerline, $Y=0$ mm.
Figure 23. Computed circumferential pressure distributions at two forebody stations.

Figure 24. Computed total velocity vectors on the tunnel sidewall, standoff (second grid off the surface) and off-surface particle traces (only a portion of the grid shown).
(b) Oblique close-up view of the tunnel sidewall horseshoe vortex structure ahead of the standoff.

Figure 24. Concluded.

Figure 25. Computed pressure coefficient difference between MIF and MNIF in plane-of-symmetry (only a portion of the grid is shown).
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Turbulent Navier-Stokes computational results are presented for an advanced diamond wing semispan model at low-speed, high-lift conditions. The numerical results are obtained in support of a wind-tunnel test that was conducted in the National Transonic Facility at the NASA Langley Research Center. The model incorporated a generic fuselage and was mounted on the tunnel sidewall using a constant-width non-metric standoff. The computations were performed at to a nominal approach and landing flow conditions. The computed high-lift flow characteristics for the model in both the tunnel and in free-air environment are presented. The computed wing pressure distributions agreed well with the measured data and they both indicated a small effect due to the tunnel wall interference effects. However, the wall interference effects were found to be relatively more pronounced in the measured and the computed lift, drag and pitching moment. Although the magnitudes of the computed forces and moment were slightly off compared to the measured data, the increments due the wall interference effects were predicted reasonably well. The numerical results are also presented on the combined effects of the tunnel sidewall boundary layer and the standoff geometry on the fuselage forebody pressure distributions and the resulting impact on the configuration longitudinal aerodynamic characteristics.