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Abstract
Much has been made of the capabilities of Field Programmable Gate Arrays (FPGA's), in the hardware implementation of fast digital signal processing functions. Such capability also makes an FPGA a suitable platform for the digital implementation of closed loop controllers. Other researchers have implemented a variety of closed-loop digital controllers on FPGA's. Some of these controllers include the widely used Proportional-Integral-Derivative (PID) controller, state space controllers, neural network and fuzzy logic based controllers. There are myriad advantages to utilizing an FPGA for discrete-time control functions which include the capability for reconfiguration when SRAM-based FPGA's are employed, fast parallel implementation of multiple control loops and implementations that can meet space level radiation tolerance requirements in a compact form-factor. Generally, a software implementation on a Digital Signal Processor (DSP) device or microcontroller is used to implement digital controllers. At Marshall Space Flight Center, the Control Electronics Group has been studying adaptive discrete-time control of motor driven actuator systems using DSP devices. While small form factor, commercial DSP devices are now available with event capture, data conversion, Pulse Width Modulated (PWM) outputs and communication peripherals, these devices are not currently available in designs and packages which meet space level radiation requirements. In general, very few DSP devices are produced that are designed to meet any level of radiation tolerance or hardness. An alternative is required for compact implementation of such functionality to withstand the harsh environment encountered on spacecraft. The goal of this effort is to create a fully digital, flight ready controller design that utilizes an FPGA for implementation of signal conditioning for control feedback signals, generation of commands to the controlled system, and hardware insertion of adaptive control algorithm approaches. Radiation tolerant FPGA's are a feasible option for reaching this goal.

I. INTRODUCTION
The use of programmable logic devices, specifically Field Programmable Gate Arrays (FPGA's) for the implementation of digital signal processing functions has been heavily promoted and extensively studied[1,2]. There are many examples of the implementation of high order filters for radar, sound processing, and general Finite Impulse Response (FIR) filter implementation[3,4,5,6]. The capabilities of FPGA's that make them attractive for general digital signal processing applications also make them attractive for the implementation of digital controllers. A digital filter very close to, if not exactly, the form of an Infinite Impulse Response (IIR) filter can represent most digital controllers.

Adaptive control is a technology that is used for control of systems having dynamics, which vary over time or with operating conditions. In it’s broadest definition, adaptive control includes controllers with gain scheduling, self-tuning controllers and model reference adaptive control. This work is primarily concerned with the self-tuning regulator due to Astrum and Wittenmark[7]. The structure of this adaptive controller is illustrated in Figure 1. Self-tuning regulators combine a linear controller with a parameter identification approach to provide a structure in which the gains of the controller are calculated on-line. Applications of interest are electromechanical actuators (EMA’s) currently in use on spacecraft, and those proposed for a power-by-wire system. Some examples are aero surface positioning control, thrust vector control, valve positioning, motor-driven pumps and translation systems for space-borne experiments.

Figure 1 Diagram of the self-tuning regulator

Open literature and current observation indicate the vast majority of EMA controllers in industrial and aerospace applications employ a linear control approach with fixed gains[8,9,10,11,12]. It’s generally recognized that the majority of deployed controllers in industrial settings are poorly tuned due to lack of skilled personnel or lack of application of analytical approaches[7]. In controllers with fixed gains, even analytically derived tunings may not be optimal due to uncertainty in system parameters, i.e. inertia, damping or load. These controllers cannot accommodate changes in actuator dynamics due to wear and tear and operation at loads outside the expected range. On-line
adaptive control addresses these shortcomings and increases the "intelligence" of a closed loop control system. Adaptive controllers can provide improved control system performance in the face of unanticipated changes in actuator/mechanical system dynamics and allows self-tuning of actuator control loops. System parameter identification employed by the adaptive controller can be used in a fault-detection and isolation scheme.

Actuator or subsystem-level digital controllers are frequently implemented using digital signal processors (DSP's). DSP's are a good platform for digital control because they are designed to perform repetitive, math intensive operations. Manufacturers such as Texas Instruments [13], Analog Devices [14] and Motorola [15] are producing mixed-signal DSP devices for instrumentation and control applications that include peripherals for analog-to-digital conversion, event-capture, quadrature signal decoding, PWM outputs and serial communications. Implementation of adaptive control on DSP's has been performed in a laboratory environment to study adaptive control approaches for the control of motor driven actuators[16]. The drawback to this approach is the very limited availability of DSP's produced to be radiation hard or tolerant. None of the new mixed signal devices are available in such packages, and the availability of these devices in military packages is extremely limited. This limits the type of space missions on which such devices can be used.

An alternative platform for implementation is required. The implementation of digital controllers on FPGA’s has been reported extensively. Some examples include, a PID controller for wheel speed control as part of a digital controller for a wheelchair [17], implementation of controllers for robotic applications[18], direct torque control of an induction motor[19] and Implementation of a Kalman Filter and Linear Quadratic Gaussian controller applied to control of an inverted pendulum[20][21]. There are also examples of the implementation of controllers utilizing soft computing techniques, such as neural network implementation for control of an induction motor[22], and a Fuzzy logic controller for a variable speed generator[23]. In the referenced papers, the FPGA approach for implementation of digital controllers is selected because FPGA’s can provide reconfigurable hardware designs, can process information faster than a general purpose DSP, can allow the controller architecture to be optimized for space or speed and bit widths for data registers can be selected based on application needs. Additionally, implementation in VHDL or Verilog allows the targeting of a variety of commercially available FPGA’s. Implementation of digital controllers in FPGA’s for space applications is attractive because FPGA’s are available in radiation tolerant packages, and they allow complex, digital control operations and controller interface peripherals to be contained in a compact form factor. Further, multiple digital control loops in one FPGA can replace analog control loops implemented in many space consuming and power hungry radiation tolerant analog integrated circuits.

This paper will outline the implementation of digital controllers, both linear and adaptive to provide a basis for understanding the issues with implementation in an FPGA. The experimental system to be controlled will be presented, along with the proposed structure for implementation of an adaptive controller in an FPGA.

II. CONTROLLER IMPLEMENTATION

A. Digital Controllers

In general, digital controllers can be implemented as digital filters in the following form[24], where k is the current sample in time, for a given sample period T;

\[ y(k) = \sum_{i=0}^{n} a_i x(k-i) - \sum_{i=1}^{m} b_i y(k-i) \]

In this form \(y(k)\) is the output, \(x(k)\) is the input, \(a_i\) and \(b_i\) are coefficients, or gains, of the controller. These gains must be selected to produce the desired controller response for a given dynamic system to be controlled. The process of determining these gains is called "tuning." The structure of this digital controller is illustrated in Figure 2. In the figure, the \(Z^{-1}\) blocks represent delays of one sample period.

![Figure 2 Diagram of the digital controller][24]
When \( n = 2 \), a second order filter is obtained which can be used to implement second order controllers or cascaded to create higher order controllers. This representation is shown in the sampled time domain below:

\[
y(k) = a_0 x(k) + a_1 x(k-1) + a_2 x(k-2) \\
- b_1 y(k-1) - b_2 x(k-2)
\]

The z-transform of this gives the following transfer function:

\[
D(z) = \frac{Y(z)}{X(z)} = \frac{a_0 + a_1 z^{-1} + a_2 z^{-2}}{1 + b_1 z^{-1} + b_2 z^{-2}}
\]

B. PID controller

The well-known PID controller can be implemented using a second order digital filter. The continuous time representation of a PID controller is as follows:

\[
u(t) = K_p e(t) + \frac{1}{(K_i) } \int e(t) dt + K_D \frac{de(t)}{dt}
\]

In this controller, \( K_p \) is the proportional gain, \( K_i \) is the integral gain, \( K_D \) is the derivative gain, and \( e(t) \) is the error between the desired response and the actual system response. In the sampled time domain, with sample period \( T \), the PID controller is represented as[24]

\[
u(k) = K_p e(k) + \frac{T}{K_i} S(k) + K_D \frac{e(k) - e(k-1)}{T}
\]

\[S(k) = S(k-1) + \frac{T}{2} [e(k) + e(k-1)]\]

The z-transform of this controller gives the following transfer function:

\[
D(z) = K_p + \frac{K_i T}{2} \left( \frac{z+1}{z-1} \right) + \frac{K_D}{T} \left( \frac{z-1}{z} \right)
\]

With some manipulation this transfer function can be represented as a second order filter:

\[
D(z) = \frac{(K_p + \frac{K_i T}{2} + \frac{K_D}{T}) + (-K_p + \frac{K_i T}{2} - 2\frac{K_D}{T})z^{-1} + \frac{K_D}{T}z^{-2}}{1 - z^{-1}}
\]

\[a_0 = K_p + \frac{K_i T}{2} + \frac{K_D}{T} \quad a_1 = \frac{K_D}{T} \quad b_1 = -1\]

\[a_2 = -K_p + \frac{K_i T}{2} - 2\frac{K_D}{T} \quad b_1 = 0\]

C. Self-Tuning Controller

For this work, the Self-Tuning Regulator, due to Astrom and Wittenmark [7], will be referred to as a Self-Tuning Controller. “Regulation” implies the rejection of disturbances to maintain a controlled process at a constant setpoint, while “control” implies the broader action of following a desired trajectory and rejecting disturbances. This controller makes use of a general linear controller, shown as a z-transform below, where \( u_c \) is the desired trajectory, \( y \) is the controlled process output and \( u \) is the control input to the process.

\[
R(z)U(z) = T(z)U_c(z) - S(z)Y(z)
\]

The coefficients of \( R, T \) and \( S \) are calculated using pole placement design to produce the desired closed-loop response. A diagram of a closed loop control system incorporating the self-tuning controller is shown in Figure 3.

![Figure 3 Closed Loop control system with self-tuning controller](image)

When the controlled process is sampled with sampling period \( T \), it can be modeled as:

\[
y(k) = \sum_{i=0}^{n} b_i u(k-i) - \sum_{i=1}^{n} a_i y(k-i)
\]

The Identifier estimates the \( a_i \) and \( b_i \) coefficients which are used to calculate the \( r_i, t_i \) and \( s_i \) coefficients of the controller.
When \( n = 2 \), the controller can be represented as a second order filter with an added set of terms for \( u_c \)

\[
u(k) = t_0 u_c(k) + t_1 u_c(k-1) - s_0 y(k) - s_1 y(k-1)
- s_2 y(k-2) - r_1 u(k-1) - r_2 u(k-2)
\]

Where the relationship between the controller coefficients \( r_i \), \( t_i \) and \( s_i \) and the estimated process parameters \( a_i \) and \( b_j \) is determined by the selection of a desired closed loop response and the pole placement design process. The interested reader is referred to [7] for an explanation of the pole placement design process. The identifier uses the recursive least-squares algorithm to estimate the process coefficients. The model for the process can be represented by

\[
y(k) = \Phi^T (k-1) \Theta
\]

For a second order system,

\[
\Theta = \begin{bmatrix} a_1 & a_2 & b_0 & b_1 \end{bmatrix}^T
\Phi^T = \begin{bmatrix} -y(k-1) & -y(k-2) & u(k) & u(k-1) \end{bmatrix}
\]

The least squares estimator with exponential forgetting is

\[
\hat{\Theta}(k) = \hat{\Theta}(k-1) + K(k)e(k)
\]

\[
e(k) = y(k) - \Phi^T (k-1) \hat{\Theta}(k-1)
\]

\[
K(k) = P(k-1) \Phi(k-1) \left( \lambda + \Phi^T (k-1) P(k-1) \Phi(k-1) \right)^{-1}
\]

\[
P(k) = (I - K(k) \Phi(k-1)) P(k-1) / \lambda
\]

This set of equations is used to update the estimates of \( a_1 \), \( a_2 \), \( b_0 \) and \( b_1 \) using sampled process outputs and controller inputs.

It is also possible to substitute the PID control equation for the general linear control equation used in the self-tuning controller structure in Figure 3. The PID gains can be tuned on-line using a design approach that makes use of the estimated plant coefficients. Dominant pole design is one such approach [25] and direct synthesis is another design approach (this is an internal model control (IMC) technique) [26].

### III. EXPERIMENTAL EMA SYSTEM

The experimental system chosen is a brushless DC (BLDC) motor-driven vertical stage. A diagram of the system is shown in Figure 4. The controller must produce a motor current (torque) command, which is supplied to the motor driver. The motor driver controls the motor current to produce motor torque proportional to the current command. The BLDC motor drives a ballscrew that translates the rotation of the shaft to linear displacement of a carriage. The carriage position is measured using a linear encoder that provides quadrature encoded logic-level signals. A quadrature signal decoder uses these signals to determine the direction of motion and to produce pulses that can be counted to calculate carriage position. The position measurement is provided to the controller to compare with the desired position trajectory. The controller will produce the current command by using the error between the desired position and the measured position. Adding or removing weights can vary the load on the carriage. Since the stage motion is vertical, this provides a variable load torque bias to the motor.
IV. SELF-TUNING CONTROLLER IMPLEMENTATION

Controller structures utilizing the digital filter representation can easily be implemented in an FPGA as this representation is simply a multiply-accumulate operation. However, for the self-tuning controller using pole placement design, the estimator and the design functions require multiplication and division and are significantly more complicated. The control design adds nine equations with one division and several multiply-accumulate operations each. The identifier adds thirteen equations with multiply accumulate operations and adds eight division operations.

The controller requires peripheral functions to condition sensor measurement and control input to the plant. Most of the required peripheral functions can be implemented as digital circuits on an FPGA. Figure 4 shows the signal conditioning functions are a quadrature decoder/counter for position measurement and a PWM generator for the motor current command. Initially, in the experimental setup, an interface to a DSP will be used to generate desired trajectory commands and for configuration of internal registers. The DSP will also be used to capture internal data pertinent to the analysis of the control system performance. The proposed FPGA implementation of the controller is shown in Figure 5.

Currently the DSP Interface, Quadrature Decoder/Counter and PWM generator functions have been written in VHDL and implemented on a Xilinx Virtex XCV300 FPGA. The DSP interface, quadrature decoder, and three PWM generators consume 17% of the available logic resources and 17% of the available I/O blocks. These functions have been used in the control of the experimental system via a controller implemented in software on the DSP. VHDL coding and testing of both a PID controller and a pole-placement controller is in progress. The design and coding of the identifier and controller design blocks is underway.

V. SUMMARY

Implementation of controllers as digital filters in FPGA’s is shown to be feasible, and the implementation of the added components for an adaptive controller is expected to also be successful. The relevant literature contains many examples of successful controller implementations in FPGA’s. High order digital filters, with greater complexity than most digital controllers, have also been implemented on FPGA’s, implying that controllers of greater complexity can be successfully implemented. The capability of FPGA’s to operate at clock rates in the range of 10’s to 100’s of MHz provides plenty of processing capability. Controllers generally operate at sampling frequencies of much less than 10 kHz, for most practical applications, so throughput should not be a problem. Implementation of the identifier and controller design calculations will be challenging, but is considered feasible. The identifier and design equations have multiple variable terms and will require careful scaling. For deployment, the DSP interface will be replaced by a suitable communication interface for command and control.
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