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Distributions of nitric oxide vibrational temperature, rotational temperature and velocity have been measured in the hypersonic freestream at the exit of a conical nozzle, using planar laser-induced fluorescence. Particular attention has been devoted to reducing the major sources of systematic error that can affect fluorescence temperature measurements, including beam attenuation, transition saturation effects, laser mode fluctuations and transition choice. Visualization experiments have been performed to improve the uniformity of the nozzle flow. Comparisons of measured quantities with a simple one-dimensional computation are made, showing good agreement between measurements and theory given the uncertainty of the nozzle reservoir conditions and the vibrational relaxation rate.

Nomenclature

- $B$: Einstein B coefficient for stimulated absorption/emission, cm J$^{-1}$
- $e_{vib}$: Vibrational energy, J
- $E$: Laser energy, J
- $F$: Transition rotational energy, cm$^{-1}$
- $G$: Transition vibrational energy, cm$^{-1}$
- $I$: Laser irradiance, W cm$^{-2}$
- $J$: Rotational quantum number
- $k$: Boltzmann constant, K$^{-1}$ cm$^{-1}$
- $l_{flow}$: Flow length scale, m
- $R$: Specific gas constant, J kg$^{-1}$ K$^{-1}$
- $S_{fg}$: Fluorescence signal intensity, photons Sr$^{-1}$
- $T$: Rotational temperature, K
- $u$: Velocity $x$-component, m s$^{-1}$
- $x$: Axial distance, m
- $\Theta_{vib}$: Characteristic temperature, K
- $\tau_{vib}$: Characteristic V-T relaxation time, s

Introduction

FREE-PISTON shock tunnels have proved to be effective ground-test facilities for investigating the effects of high-velocity flight on vehicles. One obstacle to the use of these facilities for explaining the physics of hypersonic flight is that the flow generated by a shock tunnel differs fundamentally from the air flow encountered by a vehicle moving through air at hypersonic speed. The acceleration of the test gas in a shock tunnel is generated by the expansion of shock-compressed gas which is in high-temperature thermal equilibrium in the nozzle reservoir. As the flow in the nozzle expands, the rapid decrease in pressure can lead to thermal and/or chemical freezing, where the collision rate is insufficient for the chemical or vibrational energy to achieve equilibrium but sufficiently rapid to allow the rotational and translational energy components to reach their equilibrium values.

This vibrational or chemical nonequilibrium condition implies that the flow generated by these facilities contains more thermal energy than the flow of equilibrium air with the same rotational temperature. The excess energy is liberated when the molecular collision rate becomes sufficiently high, for example downstream of the bow-shock generated by a body. This extra energy then generates a greater increase in rotational temperature across the shock layer and more surface heat-flux than expected from a comparable equilibrium flow. Lack of quality measurements of this excess energy may cause its effects to be poorly estimated or ignored, sometimes leading to large discrepancies between measurements and calculations.

It is especially difficult to completely model the vibrational freezing of molecular species in nozzle flows. The vibration-translation (V-T) relaxation processes are usually modeled using a simplified Landau-Teller mechanism. This model assumes the molecules behave as harmonic oscillators, and this may not be the case for the sudden expansions in nozzle flows. The model also uses characteristic relaxation times determined empirically by measuring relaxation distances behind shock waves, often at temperatures well...
above those of expanding nozzle flows. The validity of these approximations has been a subject of intense experimental and theoretical scrutiny, as the processes of excitation behind a shock wave and de-excitation in an expanding nozzle flow may involve different physical processes. Recent experimental investigations in nitrogen and air flows tend to support the validity of the Landau-Teller V-T mechanism for expanding nozzle flows, at least to a first approximation. Earlier results indicating much faster relaxation rates have since been attributed to the presence of impurities in the flow. Calculations indicate that impurities such as water or metal contaminants from the tunnel walls significantly enhance the relaxation of molecular species in nozzle flows.

Planar laser-induced fluorescence (PLIF) of nitric oxide (NO) is used for the measurements presented here. It is well established as a versatile diagnostic technique and has been used to measure rotational temperature, velocity, and pressure. Palma et al. measured rotational and vibrational temperature in a supersonic nozzle flow using NO PLIF. This measurement showed vibrational freezing of the NO molecules.

Most relevant to this investigation is the work of Palma et al., in which NO PLIF was used to measure vibrational and rotational temperatures in the same facility as these measurements, at a different freestream condition. Palma et al. measured rotational temperatures in good agreement with calculations but the measured vibrational temperatures, although they showed frozen vibrational behavior, did not agree with the calculation. This disagreement was attributed to nonlinearities in the imaging system and nonuniformity in the flow assumed to be due to contamination by driver gas. In an effort to minimize these uncertainties in the freestream flow properties of this facility, the present paper describes experiments performed to accurately determine the velocity, rotational temperature and NO vibrational temperature at the nozzle exit of a free-piston shock tunnel using PLIF.

This paper begins with a discussion of the T2 free-piston shock tunnel facility in which the experiments were performed, the method of calculating the nominal freestream conditions and the pitot-pressure measurements used to account for the nozzle boundary layer. PLIF visualization experiments are used to determine the cause and solution of nonuniformity in the nozzle flow. The theory underlying NO PLIF thermometry is then summarized, emphasizing those aspects of PLIF measurements that have to be minimized to ensure minimal systematic error. Finally, nozzle-exit rotational temperature, NO vibrational temperature and velocity distributions are presented and compared to the predictions of a one-dimensional nozzle calculation. This investigation formed part of a more extensive investigation of hypersonic viscous flows.

The T2 Facility

The T2 free-piston shock tunnel facility has been in continual use since 1966, and can generate flows with stagnation enthalpies between 3 and 21 MJ kg\(^{-1}\). Although it has a shorter flow duration and smaller test section than subsequent free-piston shock tunnels, this facility is well suited to the development of new diagnostic techniques, particularly those that require a large number of tunnel runs for a good measurement. The T2 facility has a much shorter turnaround time and is much less expensive to run than larger facilities. The small test section is particularly advantageous for laser-induced fluorescence measurements because it makes the facility less prone to systematic errors caused by attenuation of the laser sheet as it propagates through the flow.

Figure 1 shows the main components of the T2 facility. The free-piston shock tunnel is a combination of a shock tube and a hypersonic nozzle. This facility produces high shock speeds by using a free-piston driver. The piston reservoir, shown at the left of Figure 1, is filled with air to a predetermined pressure (4.3 MPa in the case of the present experiments), at which time the piston is released. The piston is then accelerated by the expanding high-pressure gas and, in turn, adiabatically compresses the driver gas – typically helium or a mixture of helium and argon. These gases are chosen because they will not lose energy through chemical reactions at high temperatures in the test gas and because the low molecular weight of helium allows high shock speeds to be attained in the shock tube, due to the increased sound speed for a gas with low molecular weight. Filling pressures for the driver and test gases are included in Table 1.

Once the piston has compressed the driver gas sufficiently, the mild steel diaphragm dividing the driver gas in the compression tube from the test gas in the shock tube bursts. The pressure of the driver gas is initially much higher than the pressure of the test gas, so a shock wave propagates along the shock tube. The shock wave heats and compresses the test gas and is reflected from the end-wall of the shock tube, once again heating and compressing the test gas. Upon shock reflection the hot, high-pressure test gas bursts the diaphragm in the nozzle throat and expands through a conical converging-diverging nozzle. The nozzle has a 7.5° half-angle, a 7-mm throat diameter, is 259 mm long and has an exit-to-throat area ratio of 110.6.

The nozzle design and the large initial pressure difference between conditions in the nozzle reservoir and at the nozzle exit – which is evacuated to approximately 20 Pa prior to the tunnel run – ensure that a hypersonic flow is generated at the nozzle exit. After passing over the model, the test gas empties into the dump tank. At these conditions, steady test conditions last approximately 300 µs before driver gas contaminates the test flow.
Computation Flow Conditions

The ESTC code is used to calculate the nozzle-reservoir temperature (and hence the stagnation enthalpy), based on the shock speed and nozzle-reservoir temperature measured by a pair of pressure transducers in the shock tube. ESTC solves the one-dimensional shock tube equation for a reflected shock with initial speed given by the measured shock speed. The calculated nozzle-reservoir pressure is then compared to the measured nozzle-reservoir pressure, and the flow conditions are isentropically expanded or compressed until the computed reservoir pressure matches the measured pressure. In this way, the code goes some way toward accounting for the losses in the facility. ESTC does not account explicitly for phenomena such as shock-speed attenuation due to viscosity, energy loss by radiation and conduction to the shock tube walls or cooling caused by the mixing of cooler driver gas with the test gas. The isentropic correction of the calculated pressure to the measured pressure partially compensates for these losses.

The conditions at the nozzle exit are calculated using the STUBE code. This nozzle code was specifically designed to determine free-piston shock tunnel freestream conditions. The code assumes one-dimensional, inviscid nozzle flow, but accounts for chemical nonequilibrium using a 10-species reaction mechanism. It accepts as inputs the geometry of the flow, the chemical composition of the test gas, the measured nozzle-reservoir pressure and the nozzle-reservoir temperature as calculated by ESTC. These quantities are used to determine the chemical composition and the state variables of the nozzle flow as a function of axial distance.

STUBE has been modified to account for vibrational nonequilibrium using a sudden-freezing approximation based upon that put forward in Ref. 1. Assuming an equilibrium Boltzmann distribution, the vibrational energy of each species is given by

$$ e_{vib} = \frac{\Theta_{vib}}{\exp(\Theta_{vib}/T) - 1} R $$

where $\Theta_{vib}$ is a characteristic vibrational temperature for the species and $R$ is the specific gas constant. An initial calculation assuming vibrational equilibrium is performed, and the rate of change of vibrational energy of each species is used to determine a characteristic flow length scale, $l_{flow}$, defined using

$$ l_{flow} = \frac{e_{vib}}{d e_{vib}/d x} $$

This flow length scale is directly compared with another length scale dictated by the vibrational relaxation rate at the local temperature and pressure conditions. This rate is calculated by STUBE using the Landau-Teller model for V-T relaxation time:

$$ \tau_{vib} = C \frac{\exp[(K/T)\tau]}{p} $$

The constants $C$ and $K$ are taken from Ref. 3. The vibrational length scale $l_{vib}$ is given by the product of the local flow velocity and $\tau_{vib}$. As the calculation proceeds along the nozzle, the value of $\log(l_{flow}/l_{vib})$ is monitored at each $x$ position. The molecular species is deemed to be frozen at the temperature for which this ratio becomes negative. The code is then set to ensure freezing for this species and the calculation recommenced until the freezing temperature of the next species is reached. The sequence of steps is repeated for $N_2$, $O_2$ and NO freezing temperatures.

Pitot Survey

The boundary-layer displacement thickness in the nozzle reduces the effective flow divergence angle, an effect that is not accounted for in the inviscid STUBE calculation. The displacement caused by the boundary layer was determined using an axial pitot-pressure survey at four locations, extending upstream and downstream of the nozzle exit. The pitot pressure was measured using a PCB brand piezoelectric transducer mounted in a cylindrical brass housing. The effective divergence angle of the nozzle was changed in the STUBE calculation until the measured and calculated pitot pressure measurements agreed, as shown in Fig. 2. Here the axial distance is plotted relative to the nozzle exit. The best fit to the data for the fluid inside the nozzle was achieved using a divergence half-angle of $6.8 \pm 0.3^\circ$.

Once the correct nozzle divergence angle was ascertained, the freestream properties were calculated as a function of axial distance. The nozzle-exit conditions are summarized in Table 1. A 99% $N_2$, 1% $O_2$ mixture was chosen for the shock tube fill condition.
oxygen was added because the reactions in the reservoir cause approximately 1% NO to be formed in the reservoir and this chemical composition freezes in the nozzle, as shown in Table 1. The NO is sufficient to provide a good fluorescence signal. Nitrogen was chosen, rather than air, to provide a simpler flow that was not as strongly effected by the dissociation of O$_2$ as an air flow at this stagnation enthalpy.

The uncertainties in Table 1 were estimated based upon the uncertainties in the nozzle expansion angle, the measured shock speed and the nozzle-reservoir pressure. Calculations were performed at ±1 standard deviation of these properties, and the propagation of the uncertainty through the calculation was used to estimate the uncertainty in nozzle-exit properties.

**Flowfield Uniformity**

The previous measurements of Palma et al.\textsuperscript{19} in this facility showed evidence of nonuniformity in one-third of PLIF images. This nonuniformity manifests as relatively large low-signal regions in the flow. That study concluded that the nonuniformity was caused by driver gas contamination of the flowfield. This was a cause for concern, as the measurements were obtained well before driver gas contamination was expected to occur. The thermometry technique used in this study requires run-to-run flow repeatability and a uniform test gas flow, so it was important to make the flow as reproducible as possible. A series of PLIF imaging experiments was performed to achieve this. Images of the freestream were obtained and parameters that might affect the flowfield uniformity were varied in sequence to see if they had an effect on the flow uniformity. The time after shock reflection at which images were obtained, the composition of the compression tube gas, the stagnation enthalpy of the flow and the test gas composition were varied, one factor at a time, but none of these had a significant effect on the flow uniformity, with similar nonuniform flows occurring to those noted in Ref. 19. An example of the nonuniform flow images is shown in Fig. 3(a).

Upon inspection of the nozzle throat, some erosion was noted 7 mm downstream of the secondary diaphragm. A very small forward-facing step, less than 0.2 mm high, was noted at the position of this mylar diaphragm, where the nozzle begins to diverge. When the throat was bored out and care taken to ensure that there was no step at the secondary diaphragm position, the percentage of uniform images increased to 95%. Figure 3(b) is an example of the more uniform flow generated after redesign of the throat. The increase in signal with downstream distance is caused by the temperature decrease in the nozzle and the streaking in the image is a result of normalizing the image to the spatial laser intensity distribution. The improvement in signal uniformity after the redesign of the throat leads to the conclusion that the nonuniformity was caused by boundary-layer separation at the step in the throat. The separated boundary layer formed a re-circulating region that entrained cooler boundary-layer gas containing significantly less NO into the core flow. Over several tunnel runs, the re-attachment of this boundary layer caused the erosion downstream of the throat.

**PLIF Considerations**

**Thermometry**

The theory of planar laser-induced fluorescence is well known and has been considered elsewhere.\textsuperscript{25, 26} The two-line thermometry method used in Ref. 27 was also used for these experiments. Two transitions are excited on succeeding tunnel runs using a thin sheet of laser light. The technique can be performed during a single tunnel run to obtain instantaneous measurements\textsuperscript{28} but this technique requires two lasers and two imaging systems, which were not available for these measurements. Run-to-run variations in the nozzle reservoir pressure and shock speed varied by less than 1% throughout the measurements, and the nozzle flow was laminar within the core flow, so the assumption of run-to-run repeatability should be a good one.
If two transitions in the same vibrational level but with differing rotational energies are excited by the laser, the rotational temperature can be determined using the relation

$$T_{rot} = \frac{(E_{J''} - E_{J'}) / k}{\ln \left( \frac{E_{J''}B_{J''}(2J''+1)S_{J''}g_{J''}}{E_{J'}B_{J'}(2J'+1)S_{J'}g_{J'}} \right)}$$  \hspace{1cm} (4)$$

where $S_{J''}$ is the fluorescence signal intensity, $E$ is the laser energy, $B$ is the Einstein coefficient for stimulated absorption for the transition, $F$ is the rotational energy of the transition, $k$ is the Boltzmann constant and $J''$ is the rotational quantum number. The subscripts 1 and 2 refer to the two laser-excited transitions.

Analogously, if two transitions with similar rotational energies but in two different vibrational levels are excited and their fluorescence detected, the rotational temperature can be determined from the laser energies, relative signal strengths and spectroscopic parameters using the relation

$$T_{vib} = \frac{G_{v''J''} - G_{v'J'}}{k \ln \left( \frac{E_{J''}B_{J''}(2J''+1)S_{J''}g_{J''}}{E_{J'}B_{J'}(2J'+1)S_{J'}g_{J'}} \right)}$$  \hspace{1cm} (5)$$

where $G$ is the transition vibrational energy and the other quantities are the same as those of Equation 4.

**Transition Choice**

Rovibronic transitions within the $A^2\Sigma^+ \leftarrow X^2\Pi$ bands (also known as the $\gamma$ bands) of NO were used for the PLIF thermometry and velocimetry experiments. These bands were chosen because they generate strong fluorescence signals, they have been studied extensively and they have been shown to not have $J''$-dependent quenching rates.\(^{29}\) Four transitions were chosen within the (0,0) and (0,1) vibrational bands. Their properties are summarized in Table 2.

These transitions were carefully chosen from the large number of NO transitions available in the $\gamma$ bands. Non-overlapping transitions were chosen to simplify calculations of the systematic uncertainty due to saturation of the fluorescence and absorption of the laser sheet. As shown in Table 2 the interference from surrounding transitions, $\xi_{int}$, is less than 0.15% for all four transitions.

Transitions with similar Einstein $B$ coefficients were chosen to ensure that the effect of saturation was the same for both transitions. This minimized the systematic uncertainty due to saturation. As Table 2 indicates, the values of $I/I_{sat}$, the ratio of laser irradiance to the saturation irradiance, were made small enough to ensure that the fluorescence signal was linear with laser energy. Strong transitions such as those in the $Q$-branch were avoided, to minimize the effect of absorption on the measurements.

The energy difference between the transitions was made as large as possible for the rotational temperature measurements, while still providing adequate signal-to-noise at the high-$J$ transitions. The larger the energy separation, the smaller the effect of signal uncertainty on measured temperature. A typical benchmark for desired energy separation is $\Delta F \geq kT$.\(^{25}\) For the freestream conditions in this investigation, $\Delta F = 5.3kT$, ensuring that fluctuations

<table>
<thead>
<tr>
<th>Fill conditions</th>
<th>Mixture</th>
<th>$p$ (kPa)</th>
<th>$T$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test gas</td>
<td>1.1% O&lt;sub&gt;2&lt;/sub&gt; + 98.9% N&lt;sub&gt;2&lt;/sub&gt;</td>
<td>150</td>
<td>297</td>
</tr>
<tr>
<td>Driver gas</td>
<td>31.3% Ar + 68.7% He</td>
<td>118.6</td>
<td>297</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reservoir conditions</th>
<th>$p_{0}$ (MPa)</th>
<th>$T_{0}$ (K)</th>
<th>$H_{0}$ (MJ kg&lt;sup&gt;-1&lt;/sup&gt;)</th>
<th>$u_{s}$ (ms&lt;sup&gt;-1&lt;/sup&gt;)</th>
<th>Uncertainty (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>28.0</td>
<td>3831</td>
<td>4.75</td>
<td>2270</td>
<td>4.6</td>
</tr>
<tr>
<td>Uncertainty (%)</td>
<td>6.0</td>
<td>5.0</td>
<td>2.0</td>
<td>5.0</td>
<td>2.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Freestream conditions</th>
<th>$p_{\infty}$ (kPa)</th>
<th>$T_{\infty}$ (K)</th>
<th>$u_{\infty}$ (m s&lt;sup&gt;-1&lt;/sup&gt;)</th>
<th>$M_{\infty}$</th>
<th>$Re_{\infty}$ (m&lt;sup&gt;-1&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nozzle exit (6.8°)</td>
<td>8.1</td>
<td>425</td>
<td>2850</td>
<td>0.064</td>
<td>7.03</td>
</tr>
<tr>
<td>Uncertainty (%)</td>
<td>7.0</td>
<td>5.0</td>
<td>2.0</td>
<td>5.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Freezing species</td>
<td>N&lt;sub&gt;2&lt;/sub&gt;</td>
<td>O&lt;sub&gt;2&lt;/sub&gt;</td>
<td>NO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freezing temperature</td>
<td>2030</td>
<td>1277</td>
<td>606</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1  T2 operating conditions for the experiment. The fill conditions, shock speed and nozzle-reservoir pressure are measured. All other quantities are calculated.
in measured signal have only a small effect on measured temperature.

The transitions in Table 2 were chosen in two pairs. Rotational temperature was measured using the $^O P_{12}(2.5)$ and the $^R R_{22}(28.5)$ transition pairs in each of the $v'' = 0$ and $v'' = 1$ vibrational levels. Two vibrational temperature measurements were made using the pair of $^O P_{12}(2.5)$ transitions in the $v'' = 0$ and $v'' = 1$ vibrational levels and using the pair of $^R R_{22}(28.5)$ transitions in the $v'' = 0$ and $v'' = 1$ vibrational levels. The symmetry of this choice of transitions enables four sets of fluorescence measurements to produce two rotational temperature maps and two vibrational temperature maps that can be directly compared with each other to check for any significant systematic error due to the choice of the rotational quantum number or vibrational level of the transitions.

Another experiment performed at these freestream conditions, obtained PLIF rotational temperature measurements using six different transitions. A Boltzmann plot indicated that the $v'' = 0$ transitions used in Table 2 produced signals consistent with a Boltzmann distribution for the NO population in that vibrational band.

### PLIF System

The PLIF system used in these experiments consists of an excimer-pumped dye laser, frequency-doubled using a BBO I crystal to provide 3–5 mJ of tunable radiation between 225 and 240 nm with a spectral linewidth of 0.18 cm$^{-1}$. This system is very similar to that used in Ref. 19, but the Princeton Instruments ICCD camera used to capture the fluorescence signal has significantly better dynamic range and linearity properties than the system used in that investigation.

All the optics in the system are UV-grade fused silica. The laser sheet is formed using a combination of a cylindrical and spherical lens. In the test section, the sheet is 40-mm wide and 0.7±0.1-mm thick. Pulse-to-pulse variations in relative laser energy are measured by diverting a small portion of the beam onto a pair of quartz diffusers and then to a photodiode. A beam splitter is used to divert 8% of the sheet onto a dye cell. A CCD camera images the dye fluorescence signal, which is used to normalize the PLIF signal for spatial intensity variations across the laser sheet. Another beam splitter diverts some of the laser output to a hydrogen/oxygen flame. The NO LIF generated in this flame is captured by a photomultiplier tube (Hamamatsu R446) at the exit of a spectrometer. An excitation scan is performed immediately before the tunnel run, to tune the laser to the center of the excitation transition.

The narrowband excitation causes fluorescence to the laser-excited band and higher vibrational bands, which is captured using a camera placed perpendicular to the laser sheet. As much of this broadband fluorescence is collected as possible, to maximize the signal. This is particularly necessary when the $v'' = 1$ vibrational level is excited, where the population is small compared to the ground vibrational state. A Schott UG5 glass filter is used to attenuate the signal from the laser-excited vibrational band, reducing the systematic error due to radiative trapping. Radiative trapping occurs when the fluorescence generated by the laser sheet excites further fluorescence in the fluid between the laser sheet and the camera. As this secondary fluorescence depends on the population in the energy state of the excited transition, different proportions of the fluorescence signal are absorbed for different transitions, leading to systematic errors in measured temperature. The UG5 filter also attenuates the influence of broadband flow luminosity caused by impurities in the flow and the elastic Mie and Rayleigh scattering from the laser.

The timing of the PLIF measurement was automated by a computer-controlled timing board, set to a delay of 350 µs after shock reflection in the nozzle reservoir. The camera intensifier was gated for 330 ns immediately after the laser pulse, to maximize the signal-to-noise ratio. Nine images were obtained at each transition. The camera background image and the scatter image in Fig. 5 were subtracted from each image, and the average of the images and laser energies was calculated. Equation 4 was used, with the data for rotational energy and Einstein $B$ coefficient in Table 2, to determine the rotational temperature distributions. Vibrational temperature distributions were calculated in the same way, but using Equation 5 and the vibrational energies and $B$ coefficients from Table 2. The camera gain was set at the same value for all of the images, so no correction for changes in camera gain was required. Spatial variations in laser irradiance were monitored using a

<table>
<thead>
<tr>
<th>Line</th>
<th>$v''$</th>
<th>$v_0$ (cm$^{-1}$)</th>
<th>$F_J$ (cm$^{-1}$)</th>
<th>$G_J$ (cm$^{-1}$)</th>
<th>$B_{J''J'}$ (cm J$^{-1}$)</th>
<th>$I/I_{sat}$ (%)</th>
<th>$\xi_{int}$ (%)</th>
<th>% absorption (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^O P_{12}(2.5)$</td>
<td>0</td>
<td>44 069.52</td>
<td>73.58</td>
<td>948.66</td>
<td>146.99</td>
<td>0.08</td>
<td>0.10</td>
<td>5.1</td>
</tr>
<tr>
<td>$^R R_{22}(28.5)$</td>
<td>0</td>
<td>44 483.25</td>
<td>1498.97</td>
<td>948.66</td>
<td>152.75</td>
<td>0.08</td>
<td>0.00</td>
<td>0.31</td>
</tr>
<tr>
<td>$^O P_{12}(2.5)$</td>
<td>1</td>
<td>42 193.59</td>
<td>73.41</td>
<td>2824.76</td>
<td>229.90</td>
<td>0.13</td>
<td>0.15</td>
<td>0.69</td>
</tr>
<tr>
<td>$^R R_{22}(28.5)$</td>
<td>1</td>
<td>42 622.50</td>
<td>1483.11</td>
<td>2824.76</td>
<td>237.93</td>
<td>0.13</td>
<td>0.00</td>
<td>0.40</td>
</tr>
</tbody>
</table>
the gas is excited the tagged molecules advect downstream, fluorescing as they move. After the 500-ns delay, the camera is gated for 10 ns and captures the fluorescence from the excited gas. The displacement of the advected gas can be measured by fitting a Gaussian to the laser line image and calculating the center of that curve. Knowing the delay between the laser firing and the gating of the intensifier allows the velocity to be calculated from the measured displacement. The imaged region extends from 8 to 24 mm below the axis of symmetry of the flow. The imaging system was limited to this length to ensure that the displacement of the tagged gas was measurable on the CCD. For a 2700 ms$^{-1}$ velocity and a magnification of 23 pixels mm$^{-1}$, the tagged particles would be displaced by 31 pixels.

Two measurements of velocity were made for this experiment, using the overlapping $Q_22(19.5)$ and $Q_11(2.5)$ transitions at 44 227.7 cm$^{-1}$. These transitions were chosen because they exhibit strong fluorescence at the freestream conditions. This is important as the fluorescence lifetime at these conditions is approximately 100 ns, and after a delay of 500 ns the signal intensity has decayed to levels that are near the resolving limit of the camera system.

Immediately before the tunnel run the test section of the tunnel was filled with a low-pressure static mixture of 1% NO in N$_2$ and the fluorescence in the mixture was imaged. Thus, the initial location of the laser line could be measured, providing a reference position for the displacement during the tunnel run. This was important because these measurements, unlike the flat-plate boundary-layer velocity measurements in Ref. 30, did not have a surface with a no-slip boundary condition that could act as a zero-displacement reference. Those previous measurements showed an average systematic error of 0.43 pixels displacement between the dump tank images and the images in the shock tunnel, caused by movement of the model and imaging system during them experiment. This implies an average systematic error of -50 ms$^{-1}$ in the measured velocity.

**Results**

**Temperature**

Signal intensities in the raw images varied from approximately 500 counts above background for the $R_{22}(28.5)$ $v'' = 1$ transition to 30 000 counts for the $O_{12}(2.5)$ $v'' = 0$ transition, for a camera with a dynamic range of 65 535 counts. The maximum signal level was well below the measured linear dynamic range of the camera. The standard deviations in the signals at each of the four transitions were 13% for the $O_{12}(2.5)$ $v'' = 0$, 20% for the $R_{22}(28.5)$ $v'' = 0$ transition and 25% for the two $v'' = 1$ transitions. Similar measurements before the nozzle modifications mentioned previously had standard deviations of 23% for
the \( ^{OP}12(2.5) \) transition, showing a considerable decrease in the uncertainty after the nozzle modification. The standard deviation for the \( ^{OP}12(2.5) \) transition was the same as that observed in PLIF temperature measurements in a static test cell.\(^{21}\) This indicates that the measurement uncertainty is dominated by the laser and imaging systems, particularly the effect of mode competition in the laser on the spectral overlap between the laser and the transition.

The calculated uncertainty in the rotational temperature for a single pixel measurement was \( \pm 8 \) K (2\%) using the \( v'' = 0 \) transitions and \( \pm 17 \) K (4\%) using the \( v'' = 1 \) transition pair. Comparison with the 4\% uncertainties quoted in the experiments of Palma et al.\(^{19}\) shows that the improved camera system and more uniform nozzle flow have halved the uncertainty.

Temperature maps obtained using the four transition pairs are presented in Fig. 6. The upper two images show the rotational temperature distributions while the lower two images show the measured vibrational temperature. As expected, the best signal-to-noise ratio in the rotational temperature was obtained using the two (0,0) band transitions; for the vibrational temperature, the two \( ^{OP}12(2.5) \) transitions had the least uncertainty because the signal levels for these transitions were higher than for the \( ^{R}R_{22}(28.5) \) transitions.

As the flow features are clearest in the top left image for rotational temperature using the \( ^{OP}12(2.5) \) and \( ^{R}R_{22}(28.5) v'' = 0 \) transitions, we will discuss them first. The dark region at the bottom of the image indicates the area of the test section outside the nozzle flow. In this region, the signal intensity was not sufficient to make reliable temperature measurements. At the left of the image, near \( r = 30 \) mm on either side of the center line, there is a region of elevated temperature, caused by the nozzle boundary layer. This temperature increase decays with axial distance from the nozzle exit as the expansion from the nozzle exit cools the flow that was in the nozzle boundary layer. There also seems to be a slight decrease in rotational temperature toward the symmetry axis of the nozzle. This is most likely caused by a reflected pattern of weak shocks and expansion waves that can form within a conical nozzle. The rotational temperature clearly decreases with axial distance from the nozzle exit, as expected of an expanding nozzle flow. The \( v'' = 1 \) temperature map is similar, except that the temperature increase at the nozzle boundary layer is not apparent and the signal-to-noise ratio is generally worse. The two vibrational temperature maps in the lower half of Fig. 6 show a constant vibrational temperature consistent with vibrationally frozen flow.

A clearer understanding of the radial rotational temperature distributions can be seen in the line plot of Fig. 7. This plot is of the signal in the top two rotational temperature images of Fig. 6, averaged over a 20-mm region in the center of the temperature map. This allows a direct comparison of the two measurements made by exciting transitions in different vibrational levels.

The two radial profiles coincide between \( r = 30 \) mm, where the laser enters the flow, and \( r = 0 \) mm. Thereafter, the \( v'' = 0 \) rotational temperature shows a systematic increase while the temperature distribution for the \( v'' = 1 \) measurement is more symmetrical. This difference is caused by beam absorption in the \( ^{OP}12(2.5) \) \( v'' = 0 \) PLIF image. The population in this state is much larger than for any of the other transitions and causes a measurable systematic error in the temperature for \( r < 0 \) mm, as a much greater proportion of the laser-sheath energy is absorbed by this transition than for the other three transitions. As Table 2 shows, the fluorescence from the \( ^{R}R_{22}(28.5) \) \( v'' = 0 \) transition absorbs 5\% of the laser energy per centimeter, while the absorption of the energy for the other transitions is negligible. Further support to the
reasoning that the temperature difference is due to absorption can be seen from the dashed lines in Fig. 7. These lines represent calculations of the systematic error due to absorption based upon the assumption that the temperature is a uniform 390 K across the nozzle. These calculations were performed using the LINUS NO laser-induced fluorescence modeling code of Dr. P.C. Palma. Temperature distributions were calculated using the two transition pairs used to measure the two experimental distributions. The calculated temperature distributions show very similar trends to the experimental distributions, with an obvious systematic error in the $v'' = 0$ temperature distribution.

Figure 8 shows a comparison between the axial distribution of rotational temperature obtained using the $v'' = 0$ and the $v'' = 1$ transition pairs. The measurements were averaged over a 5-mm region centered at the nozzle axis. The rotational temperature distribution computed using the STUBE nozzle code for the conditions in Table 1 is included as the dashed line. The two measured temperature distributions agree to within the quoted uncertainty, both in terms of the measured temperature and the variation with axial distance. The rotational temperature decreases from 405 K at 20 mm from the nozzle exit to 360 K at 60 mm from the nozzle exit. The fact that the two temperature measurements are in agreement is an indirect indication that the rotational energy states obey a Boltzmann distribution. The agreement with the rotational temperature distributions obtained using the $v'' = 0$ and $v'' = 1$ transition pairs, with the STUBE predicted distribution.

Despite this good agreement, it should be noted that Ref. 31 measured attenuation in shock speed of 6% by adding a third pressure transducer to the shock tube. Using this attenuated speed would reduce the calculated freestream temperature by 35 K, so the agreement in that case would not be as good as that shown in Fig. 8. An unsteady simulation of the shock tunnel operation, accounting for the changing shock speed, would be required to more accurately simulate the effect of shock speed attenuation on the reservoir conditions.

The vibrational temperature images in Fig. 6 show constant temperatures in both the radial and axial directions. The axial vibrational temperature distributions are presented in Fig. 9. As for the rotational temperature plots, the vibrational temperature is averaged over a 5-mm region centered at the nozzle axis. The thicker solid line indicates temperature calculated using the $^O P_{12}(2.5) v'' = 0$ and $^O P_{12}(2.5) v'' = 1$ transition pair and the thinner line corresponds to the temperature calculated using the $^R R_{22}(28.5) v'' = 0$ and $^R R_{22}(28.5) v'' = 1$ line pair. The average measured NO vibrational temperature is $1162 \pm 40$ K for the $v'' = 0$ line pair and $1145 \pm 60$ K for the $v'' = 1$ pair. As for the rotational temperature measurements, the two vibrational temperature measurements agree with each other to within the measurement uncertainty. Unlike the rotational temperature distribution, the vibrational temperature is constant in the direction of flow. This indicates vibrationally frozen flow. The results of Ref. 19 show similar vibrationally frozen behavior at slightly different freestream conditions in the same facility.

The STUBE NO vibrational temperature calculation disagrees with both experimental temperature measurements by a factor of two. The most likely cause of this disagreement, also found in the vibrational temperature measurements of Ref. 19, is the modeling of the V-T interactions, as described previously. Apart from the fact that STUBE does not...
Planar laser-induced fluorescence has been used to characterize the flow in a hypersonic conical nozzle, providing precise measurements of rotational temperature, NO vibrational temperature and velocity. PLIF flow visualization experiments have been used to significantly improve the uniformity of the nozzle flow, leading to a measurable increase in accuracy for the temperature measurements over previous investigations. The fact that previous studies measuring static pressure, pitot pressure, interferometry and shadow-vibrational temperature measurements over previous investigations. The fact that previous studies measuring static pressure, pitot pressure, interferometry and shadow-
graph imaging did not detect this nonuniformity is a strong argument for the usefulness of PLIF imaging in these facilities.

Both vibrational and rotational measurements were consistent between two pairs of transitions, behavior that is consistent with at least the two lowest vibrational levels of NO following a Boltzmann distribution. All of the measured flow properties proved to be consistent with a simple one-dimensional nozzle code that has been used to estimate freestream conditions in a number of previous experiments. This enhances confidence in the accuracy of computed nozzle-exit conditions.
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