
NASA/TM-2003-212142

An Efficient and Robust Singular Value

Method for Star Pattern Recognition and

Attitude Determination

Jet-Nan Juang

Langley Research Center, Hampton, VirNinia

Hye Young Kim and John L. Junkins

Texas A&M University, College Station, Texas

January 2003



The NASA STI Program Office ... in Profile

Since its founding, NASA has been dedicated to
the advancement of aeronautics and space
science. The NASA Scientific and Technical

Information (STI) Program Office plays a key
part in helping NASA maintain this important
role.

'['he NASA STI Program Office is operated by
Langley Research Center, tire lead center for
NASA's scientific and technical information. The

NASA STI Program Office provides access to the
NASA STI Database, the largest: collection of
aeronautical and space science STI in the world.
The Program Office is also NASA's institutional
rnechardsrn for disserninatfflg the results of H:s
research and development activities. These
results are published by NASA in tire NASA S'[`I
Report Series, which includes the following
report types:

TECHNICAL PUBLICATION. Reports of
completed research or a major significant
phase of research that present the results of
NASA programs and include extensive

data or theoretical analysis. Includes
compilations of significant scientific and
technical data and information deemed to

be of contfflufflg refererlce value. NASA
counterpart of peer reviewed lbrmal
professional papers, but having less
stringent limitations on manuscript length
and extent of graphic presentations.

TECHNICA[_ MEMORANDUM. Scientific

and technical findings that are t:}relirnirlary
or of specialized interest, e.g., quick release
reports, working papers, and
biblk:}graphies that: contain rnfflffnal
annotation. Does not contain extensive

analysis.

CONTRACI'OR REPORT. Scientific and

technical findings by NASA sporlsored
contractors and grantees.

CONFERENCI'; PUBLICA'[`ION. Collected

papers from scientific and technical

conferences, symposia, seminars, or other
meetings sporlsored or co sponsored by
NASA.

SPECIAL PUBLICATION. Scientific,
technical, or historical information from

NASA programs, prqjects, and missions,
often concerned with subjects having
substantial public interest.

TECftNICAL TRANSLATION. English
larlguage translatkms of foreign scientific
and technical material pertinent to NASA's
In ]SS i OIl.

Specialized services that complement the STI
Progranl Office's diverse offerings include
creating custom thesauri, building customized
databases, organizing and publishing research
results ... even provMing vMeos.

For more information about tile NASA STI

Progranl Office, see the following:

® Access tile NASA STI Program Home Page
at http://www.stf.uasa.gov

® E mail your question via the Intemet to
help@sti.rlasa.gov

® Fax your questkm to the NASA STI Help
Desk at (301) 621 0134

® Phone tile NASA STI Help Desk at
(301) 621 0390

Write to:

NASA STI Help Desk
NASA Center for AeroSpace Information
7121 Standard [)rive

tIanover, MD 21076 1320



NASA/TM-2003-212142

An Efficient and Robust Singular Value

Method for Star Pattern Recognition and
Attitude Determination

Jet-Nan Juang

Langley Research Center, Hampton, VirNinia

Hye Young Kim and John L. Junkins

Texas A&M University, College Station, Texas

N a tional Aeronautk:s and

Space Administration

Langley Research Center

Hampton, Virginia 236811 2199

January 2003



Available fi'om:

NASA (;enter for AeroSpace Information (CASI)

7121 Standard Drive

Hanover, MD 21076-1320

(301) 621-039(I

Naional Technical In%rmation Sei_'ice (NTIS)

5285 Port Royal Road

Springfield, VA 22161-2171

(703) d05-d000



An Efficient and Robust Singular Value Method for
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Hye-Young Kim 2 and John L. Junkins 3
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Abstract

A new star pattern recognition method is developed using singular value

decomposition of a measured unit column vector matrix in a measurement frame and the

corresponding cataloged vector matrix in a reference frame. It is shown that singular

values and right singular vectors are invariant with respect to coordinate transformation

and robust under uncertainty. One advantage of singular value comparison is that a

pairing process for individual measured and cataloged stars is not necessary, and the

attitude estimation and pattern recognition process are not separated. An associated

method for mission catalog design is introduced and simulation results are presented.

In troducffon

Star cameras are among the most attractive attitude sensors because they provide

three-axis attitude information with high accuracy. Star pattern recognition is an

integrated part of star cameras. It is based on the invariant properties from coordinate

transformation. For the past two decades, many of the invariant properties, such as

angular separation, brightness of star, shape of triangles with vertices of star, and

constellations, have been utilized for star identification, v9 In practice, one of the

challenges of using these star trackers arises when initializing sensors and/or recovering

them from sudden failure is to efficiently solve the "lost-in-space" problem. Even though

a-priori attitude estimation is not necessary for a star tracker, these initializing problems

without a-priori attitude information tend to require intensive computer storage and
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computation time; For example, one popular pattern recognition method uses triplet

angular separation matching, which is discussed by Gottlieb. l° Mortari 8 introduces a

Search-Less algorithm, where angular separation is indexed as integer, and a procedure is

introduced to directly access all possible star pairs that correspond to a given measured

star pair. Besides angular separation comparisons, many star pattern recognition methods

are introduced, such as star constellation matching, triangle matching, stochastic

approach, and other more difficult to characterize methods based on fuzzy logic, neural

networks, and so on. Usually, the brightness of a star is used as a secondary filter,

because position measurement is usually the most accurate data available. While

measurement of absolute star magnitude is usually inaccurately correlated with cataloged

visual magnitude or catalog-based predictions of instrument magnitude, the relative

magnitudes of stars imaged by the star camera are usually more nearly correlated to

predictions. We can use magnitude information implicitly by ranking their relative

measured magnitude and use this as secondary information.

In the study of the attitude determination problem, the most robust estimators

minimizing Wahba's loss function are Davenport's q method ll-15 and the Singular Value

Decomposition (SVD) method by Markley. 16 The q method, which computes the optimal

quaternion as the eigenvector of a symmetric 4 × 4 matrix with the largest eigenvalue, is

faster and produces more convenient output. The SVD solution is completely equivalent

to the original solution by Farrell and Stuelpnagel. 17The difference is that computing the

SVD is one of the most robust numerical algorithms.

In this study, a simple and inexpensive attitude initialization method for solving

the lost-in-space problem is developed by introducing other unique, transformation

invariant properties. These invariant properties are derived from the singular value

decomposition of the reference star vectors and their corresponding vectors measured in

the camera axes used for both star pattern recognition and attitude determination. A new

mission catalog is generated, and attitude is estimated without the necessity of individual

star pairing.



Singular Value Decomposition Method

Let vi and wi (i = 1,..., N) be the reference (cataloged) unit vectors and their

corresponding vectors measured in the camera axes. These vectors satisfy

W =CV (1)

where column vector matrices W and V are defined as

W=[w 1 w: ... Ws] (2a)

V=[v 1 v: ... VN] (2b)

and C is the direction cosine matrix (the unknown rotation matrix associated with the

spacecraft angular position) such that

Cr C = I (3a)

or

C T = C -1 (3b)

By Singular Value Decomposition (SVD), W and V are factorized as

3

V = PvZvQf = pviG_iq_i (4a)
i=l

3

W = P_ZwQw r = _pw¢G_¢q_f (4b)
i=1

where Pv and Pw are 3 x 3 orthogonal matrices of left singular vectors pv¢ and Pw¢, (i = 1,

2, 3), Q_ and Qw are Nx N orthogonal matrices of right singular vectors q_¢and qw¢, (i = 1,

2,..., N), and _ and Y--ware 3 x N diagonal matrices with singular values _i and Crw¢,(i =

1, 2, 3), of V and W. For any number of N > 3 distinct vectors, there are exactly 3 non-

zero singular values and 3 left and right distinct singular vectors that may be used to

uniquely parameterize the matrices W and V.

Invariant Singular Values

Post-multiplying Eq. (1) by W r , we obtain



WW r = CVVr C r (5)

A similarity transformation is evident in Eq. (5) between the positive definite symmetric

matrix WW r and the positive definite symmetric matrix VVrbecause C is a unitary

matrix and thus C -1 = C r . Substituting Eqs. (4a) and (4b) into Eq. (5) yields

or

T T T - T

ww PwXwOwOwx = = P,_S,_Pw

T T T T
= CVVrC r = CP_Z_Q_ O_X_ P_ C = CP_S_P_-rCr

T _ T T= cevsvev c

(6)

(7)

where Sw and Sv are 3 x 3 diagonal matrices with eigenvalues (o.wl2, o.w22, o.w32) and

(0712, 0?22, 0?32), respectively, given by

Sw = XwX,f and S_ = X_Xf (8)

Since eigenvalues are preserved with a similarity transformation, WW r and VV r in Eq. (5)

have the same eigenvalues, so

= (9)

or

O"2wl : _1, O-2w2 : O_v2, O"2w3 : _3 (10)

O"wl = O-vl = 0-1 , O"w2 = O-v2 = 0-2 , O"w3 = O"v3 = 0"3 (11)

where 01, o2, and o3 are introduced to signify their equality. In other words, W and V

clearly have identical singular values. This result is consistent with well-known truths

about the SVD; the singular values of a general matrix M are the eigenvalues of the

squared symmetric matrices MMror MrM, and the eigenvectors of MMr and MrM are the

corresponding singular vectors.

It implies that the singular values of W and Vmust satisfy



Invariant Right Singular Vectors

Pre-multiplying Eq. (1) by W r and using the identity ofEq. (3a), one obtains

WrW = Vr Cr CV = VrV (12)

Using Eq. (4) for the SVD of Wand V, and Eq. (10) for equal singular values of Wand V,

the matrices WrW and VVV can be written as

W _W = QwZ _Pf PwZQ_ = QwZ rZQ_ = QwSQ_ (13 a)

v _v = QvZ vPfPvZ_Q_ = Q_ZVZQf = Q_SQf (13b)

where S is an N x N diagonal matrix with three non-zero eigenvalues (O'12, 0"22, 0"32).

Equation (13a) and (13b) become

WvW=_qwlq_l +_qw2q_2 + _q_3q_3 (14a)

VrV=_q_lqvr_ +_q_2q_r2 +_q_3q_r3 (14b)

Assume that the singular values of W and V are distinct• Two positive, semi-definite

matrices with distinct eigenvalues are identical if and only if their nonzero eigenvalues

and orthonormal eigenvectors are identical• Note that each orthonormal vector is unique,

except for its sign• Since qwi and qvi are orthonormal eigenvectors of WVW and VVV,

respectively, they must satisfy

q_i =-+qvi, i =1,2,3 (15)

Equation (15) can be rewritten as

Q_(:,I : 3) = Q_(:,I : 3)L (16)

where L is 3 x 3 diagonal matrix, given by

• • T • T

L dlaglslgn(qwlq_l) • r= slgn(qw2q_2) slgn(q_3q_3) ] (17)

Equations (11) and (16) represent invariant properties of W and V with any unitary

coordinate transformation. Here we assume that both star sequences from the reference

map and the measurements are in the same order. The assumption is possible by ordering



the stars with their degree of brightness. Nevertheless, confusion may arise when two

stars have the same brightness and thus some rows in qwi and q_ may not be consistent,

unless we take careful steps to minimize the probability of this event. Since more than 4

measured stars are usually in the field of view, we can always choose the stars in

ascending order with the brightest star being the first, and the faintest being the fourth.

We can delete measured stars that are not separated by at least a relative magnitude

increment of 0.2 (this has been found to be sufficient in virtually all cases). Obviously,

analogous steps must be taken in creating the catalog that will be used to extract the

corresponding reference vectors. Since we are only interested in the sign of the two

vectors qwi and q_, we may compare the maximum value of qw¢and the maximum value

of q_ and take the sign of the resultant product to replace the " r •slgn(qw_qv_) in Eq. (17). The

sign is needed for final computation of the direct cosine matrix C.

Computation of Direct Cosine Matrix

Consider column exchanges of Wby an N x N permutation matrix K

_=WK

where

(18)

KK r = I (19)

Post-multiplying matrix Eq. (18) by lg r gives

N

_r = WKKrW r = Wig r = __, w, wf (20)
i=1

The sum of the outer product of column vectors of W is preserved with column

exchanges of W, implying that the singular values and the left singular vectors of ff7

remain unchanged. The same statement is also true for the reference vectors in V. This

means that individual vector paring process is not necessary for the pattern recognition, if

the measurement set and reference set has one-to-one relationship, given by

= WK = CV (21)

Note that the singular values of lg and V are identical.



Unlike other pattern recognition methods, SVD pattern recognition method yields

attitude estimate directly. In Eq. (7), pwi andpvi should satisfy

Pwi = -+CPvi, i = 1, 2, 3 (22)

Equation (4a) indicates that the sign of qv, in Eq. (15) should be consistent with the sign

ofp_, in Eq. (22). Let Pwbe the matrix ofpw,. Equation (7) thus gives that

Pw = CPvL (23)

where L is the 3 x 3 matrix shown in Eq. (17). The orthogonal attitude matrix is

estimated as

C = Pw(P_L) r (24)

In the ideal case, the two matrices W and V have identical singular values. In reality, the

measurement vectors are corrupted by several error sources, including CCD precision,

bias, and sensor misalignment. Under these uncertainties, we need to check if these

singular values are still unique or not.

Physical Interpretation

To gain insight about singular values, let us consider the physical meaning of

SVD of the matrix W. Define a matrix A as

A = mm T = ]4211421T -t- ]422]422 T -t- w3w3 T -t-,,,-t- WNWN T (25)

Then, the square of the maximum singular value of Wis obtained from

maxIIAxll (26)
O-2_lax= 0 i--_ -

Assume that x is on the unit circle, then

max AxII II (27)
Ilxll=l

where
AN = mm rx = W1w1TN -Jr- W2 w2TN -Jr-'"-Jr- WN WNTN (28)



For simplicity, consider the case of N = 1. The outer product of wl becomes the

projection ofx onto wl, as shown in Figure. 1. The projection ofx onto w_ is given by

T

p = wlw 1 x (29)

The maximum ofp happens when x is parallel to w_. Similarly, for N >1, the problem is

to find the unit vector x so that the sum of projections ofx onto each column vectors wi is

maximized. Then, x becomes the left singular vector associated with the maximum

singular value, and I[Axll is the square of the maximum singular value of W. The square of

the minimum singular value of Wrepresents the minimum value of I[Ayllwhen the sum of

projections of the unit vector y (perpendicular to x) onto each column vector w is

minimized. Finally, the square of the intermediate singular value of W represents the

projection of the unit vector z, perpendicular to the plane generated by x and y, onto each

column vector. These three singular values and three left singular vectors represent 3-D

ellipsoid with three principle axes of singular vectors and three semi-axis lengths of

singular values. If the unit vector is not perfectly measured while the uncertainty is less

than prescribed tolerance, these projections may not change drastically like criterion of

any other pattern recognition method. So, under some degree of measurement

uncertainty, these singular values represent a unique property of the unit column vector

matrix that is very useful for star pattern recognition.

Pattern RecognOon and Mission Catalog Generation

The SVD method can be easily applied to initializing the attitude of a star tracker

and the lost-in-space case. Conventional star trackers commonly use angular separation

or length ratio of a triangle for pattern recognition. Assume that the mission catalog

contains M guide stars. In the lost-in-space case, the angular separation method requires

M(M-1)/2 comparisons for each angular separation in the measurement set while the

triangle method requires M(M-1)(M-2)/6 comparisons for each triangle. Although, by

pre-processing, which eliminates pairs with larger angular separation than the FOV

diameter, the comparison number is still huge and time-consuming and also yields

tremendous ambiguities. The SVD method, with judicious building of a mission catalog,

will become the most reliable and fast attitude initializing method.



A referencestarcatalogusuallyincludesrightascension(RA), declination(DEC),

andvisualmagnitude(Mv) of stars.Somepatternrecognitionmethodsuseonlyposition

information,whereasothersusemagnitudeinformationandpositioninformation.In the

starcamera,starlight magnitudeinformationis notasaccurateaspositioninformation.It

dependson the specificcameraand time. Moreover,the conversionof instrumental

magnitudeto visual magnitudeis much moredifficult. So, directuseof magnitude

informationisnot desirableandhasbeenusedasasecondaryfilter. However,therelative

magnitudebetweenstarsin thestarcamerais moreaccuratethanmagnitudeitself, since

visual magnitudeof a staris proportionalto thepixel intensityand areaoccupiedby

starlight,which allowsusto rank the starsby their relativemagnitude.Thenumberof

stars increasesexponentiallyas magnitudeincreases;or as magnitudeincreases,

magnitudeambiguityalsoincreases.Toeliminatetheambiguityof rank,wecanusethe4

brighteststarsfrom eachstarimage.In this study,we consideran 8° x 8° FOV star

camera,which can captureenoughnumberof starsto meetmost attitudeestimation

precision.Our missioncatalogwill be constructedconsideringtheseaspects.Starsof

mostmissioncatalogsarefilteredby apre-specifiedvisualmagnitudelimit considering

thesizeof theFOV.

If themagnitudelimit is small,thereis anon-zeropossibilitythatthecataloghas

holes.Whenthe starcameralooksat theseholes,no guidestaris found.On the other

hand, if the magnitudelimit is large, there existsa lot of ambiguity for pattern

recognition,andcomputerstorageis wasted.In this study,we did not setanyspecific

magnitudelimit, but generatedamissioncatalogwhichdoesnothaveanyholefor an8°

x 8° circularFOVandatleast4 starsin thatFOV.In fact,starsin thecelestialsphereare

not evenlydistributed.Moreover,to find evenlydistributedpointsin the spherefor a

small FOV is impossible.Insteadof finding the evenlydistributedpoints,we canuse

moderncomputationalpower.Sincethegenerationof missioncatalogispre-process,this

doesnotharmthespeedandstoragefor arealmission;andthefinal missioncatalogis

veryslim andneat,whichwill beshownlater.

Letus considerbrighterstarsthan7.3Mv, wherenoholefor an8° x 8° circular

FOV exists.Distributionof referencecatalogstarsis shownin Figure.2. First,RA and

DEC for eachstarareconvertedto a directioncosinevector.Then,too closestarsand



double stars are eliminated using the inner product of direction cosine vectors. Consider

each direction cosine vector as the boresight direction, and filter adjacent stars so that

angular separation from the boresight direction is less than 4 °. Adjacent stars, including

the boresight direction star, are sorted by their visual magnitude in ascending order; then,

the 4 brighter stars are chosen, considering the same visual magnitude of 4th-brightest

stars and 5th-brightest stars (possibly more than 2). All M boresight directions have 4

adjacent stars at 7.3 Mv; or there is no star which does not have 4 adjacent stars.

Although M is a huge number, it is about twice bigger than real distinctive sets by

duplication. Duplication is arisen in the case of Figure. 3. The letter (a, b,...) represents

the name of a star, and the number is the rank of brightness of each star. Consider d as the

boresight direction. Temporary adjacent stars are encircled by circular FOV D and sorted

by their visual magnitude and ranked. Then, the 4 brightest stars are the set of [b, d, e,J].

Next, consider the star a as the boresight direction, and temporary adjacent stars are

encircled by circular FOV A. By the same procedure, adjacent stars for the star a become

[b, d, e, J]. Thus, the set [b, d, e, J] is duplicated for the different boresight directions a

and d. As a result, the fainter star a is discarded from the boresight directions. Note that a

may be included as an adjacent star for other boresight directions. By this procedure, a

large number of fainter stars is eliminated from the reference catalog, and stars are

distributed evenly through the whole celestial sphere, as shown in Figure. 4. After

eliminating these multiplications, L boresight directions remain. An L x 4 index matrix is

generated, of which the first column is the index of the brightest adjacent star for each

boresight direction and remaining columns are the indexes of the adjacent stars in

increasing order in magnitude. Each row of indexes contains indexes of 4 brightest stars.

From the index matrix, M guide stars are extracted. Next, pre-calculate the singular

values of the 4-column-vector matrix for each boresight direction. Then, an L x 3

floating-point array is required. Total storage requirement is shown in Table. 1. Although

the mission catalog has almost evenly distributed guide stars, it can still experience lack

of boresight direction, as shown in Figure. 5. When a star camera looks at the celestial

part encircled by A, the FOV has the minimum requirement of stars; but the mission

catalog may not have the corresponding set, because there are no boresight directions

having such adjacent stars. This problem can be resolved using the initial reference

10



catalogwith a largermagnitudelimit, but thereis still no way to obtaincontinuous

boresightdirections.

Thepatternrecognitionprocessis simpleandstraightforward.Whenanimageis

acquired,themeasurementstarsaresortedby their instrumentmagnitude.Considera

measurementstar(startingwith thebrighteststar)asboresightdirection,and choose4

brighterstarswithin the circularFOV. After SVD, singularvaluesarecomparedwith

thosein the missioncatalog.It is possiblethat multiple identificationhappens,since

measurementnoisemaycauseambiguity.Fortheseidentifiedsubsets,anadditionalfilter

is applied from Eq. (15). The direction of each right singular vector from the

measurementmatrixis comparedwith thatfromtheidentifiedsubsets.Thepossibilityof

mismatchingapproachesto zero. If pattern recognitionfails for the first boresight

direction,repeatthisprocesswith thenextboresightdirection.Oncepatternrecognition

is accomplished,attitude is estimatedby Eq. (24). To confirm successof pattern

recognitionandattitudeestimation,patternrecognitionisrepeatedfor subsequentimages,

andtheclosenessbetweenthecurrentattitudeestimateandpreviousattitudeestimatesis

tested.

Table. 1 Storage Requirement of Mission Catalog

Content Size

Guide Star Mx3 floating point array (5761 x 3)

Index Matrix Lx4 integer array (11157 x 4)

Singular Values Lx3 floating point array (11157 x 3)

Total 484 Kbytes

Simulation

SVD pattern recognition method is applied to Night-Sky images without a-priori

attitude information. Night-Sky images are generated by slewing the star camera, as

shown in Figure. 6. Using the initializing method developed in this paper, pattern

recognition and attitude estimation is performed for 10 subsequent images, and results are

11



summarizedin Table.2. For the first 7 images,patternrecognitionsaresuccessfully

performed.Althoughsomeof the imageshavemultipleidentifications(image4 and6),

estimatedattitudesin 3-1-3Euleranglesareconsistent.Sincetheseimagesareobtained

from modestslewingmotion of the starcamera,identifiedattitudesaresupposedto be

closeto eachother.Theresultillustratesthis fact.Thepatternrecognitionfailedatimage

8, 9, and 10. These failures were causedby magnituderanking error, lack of

measurements,and,mostlikely, lackof boresightdirection.However,theadvantageof

this methodis in thelow possibilityof mismatchingby double-checkingof thesingular

valuesandsingularvectors.Notethatthefailureof patternrecognitionis moredesirable

thanmismatching.

Table. 2 Pattern Recognition and Attitude Estimation for Night-Sky Images

Pattern Recognition 3-1-3 Euler Angles (radian)

Image 1 1 2.5780 1.1583 3.1338

Image 2 1 2.6128 1.1583 3.1356

Image 3 1 2.6383 1.1587 3.1364

2.6872 1.1590 3.1374
Image 4 2

2.6873 1.1589 3.1387

Image 5 1 2.7133 1.1589 3.1410

2.7439 1.1536 3.1387

2.7408
2

1.1593
Image 6

3.1390

Image 7 1 2.7937 1.1596 3.1399

Image 8 0 N/A

Image 9 0 N/A

Image 10 0 N/A

Conclusion

A new strategy for star pattern recognition and attitude estimation has been developed by

utilizing SVD of a measurement vector matrix and reference vector matrix. The

advantage of the proposed method is that the pattern recognition is extremely fast, since

12



only three singular values are compared, no matter how many vectors are considered.

This is desired for the lost-in-space case without any a-priori attitude estimation. The

other advantage of this method is that the pattern recognition and the attitude estimation

can be performed simultaneously, or individual star pairing is not necessary. Moreover,

the algorithm yields optimal attitude estimate. The mission catalog contains the direction

cosines of each guide star, the star index, and the singular values for each boresight

direction. The size of the mission catalog is relatively small (under 500Kbytes). Further

study, including the quantitative comparison of the proposed method with other

initialization algorithms, will be followed by this paper.

x

w1

Figure. 1 Projection x onto wl

Figure. 2 Initial Reference Catalog Star Distribution
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Figure. 3 Mission Catalog Generation

Figure. 4 Mission Catalog Guide Star Distribution
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Figure. 5 Lack of Boresight Directions
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Image1 Image2 Image3

Image4 Image5 Image6

Image7 Image8 Image9

Image10

Figure. 6 Night-Sky Images
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