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CVD diamond process:
All diamond (111) flats as large as 20 µm were grown in air with the oxyacetylene torch (combustion synthesis).

High-speed, nano machining process of logos carved on CVD diamond:
The nano machining of the ADC conference logo was conducted using the focused ion beam with a beam diameter of approximately 20 nm at an accelerating voltage of 40 keV for a machining time of 2 minutes. All the nanomachining of the NIT, JNC, NASA, and AIST logos shown herein were conducted using the focused ion beam with a beam diameter of approximately 30 nm at an accelerating voltage of 40 keV for a machining time of 2 minutes with each logo.

Nanomaching process of ADC logo carved on CVD diamond:
The nanomachining of the conference logo “ADC” was conducted using the focused ion beam with a beam diameter of approximately 20 nm for a machining time of 30 minutes.

Note that all CVD and nanomachining processes were performed at the Nippon Institute of Technology.
FOREWORD

The Applied Diamond Conference was established in 1991. During its first stage, emphasis was put on promoting practical applications and discussing the sciences and technologies associated with diamond and related superhard materials. In its second stage, advances in novel carbon materials and nanostructures such as fullerenes and nanotubes were explored. Momentum grew when the diamond and frontier carbon technology community convinced the Japanese government (then the Ministry of International Trade and Ministry) to sponsor the diamond and frontier carbon technology project (known as the Industrial Science and Technology Frontier Program). As a result, the International Conference on Frontier Carbon Technology (FCT) was established and the two conferences were held jointly at the Fifth Applied Diamond Conference (ADC/FCT ‘99) in Tsukuba, Japan, in 1999. The Industrial Science and Technology Frontier Program is being continued in a more focused way, this year emphasizing nanotubes and their commercialization.

These are the Proceedings of the Seventh Applied Diamond Conference/Third Frontier Carbon Technology Joint Conference hosted and supported by the Nippon Institute of Technology and the National Institute of Advanced Industrial Science and Technology from August 18 to 21, 2003, in Tsukuba, Japan. The conference received 177 papers from 18 countries: 77 from Japan, 24 from China (including 7 from Hong Kong), 17 from the United States, 14 from Russia, 11 from Germany, 10 from the United Kingdom, 4 from France, 4 from Singapore, 3 from Ukraine, 3 from South Korea, 2 from Brazil, 2 from Taiwan, and 1 each from Armenia, Canada, India, Italy, Sweden, and Switzerland.

We thank all the sponsors, invited speakers, contributors, attendees, committee members, and session chairs who have made this conference a success.
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NANOTUBE
Development of CNT based field emission x-ray source and imaging system for biomedical and industrial applications

Otto Zhou

Dept. of Physics and Astronomy and Curriculum in Applied and Materials Sciences, University of North Carolina, Chapel Hill, NC 27599

X-ray radiation is widely used for medical and industrial imaging applications. Current x-ray tubes use thermionic cathodes to produce the electron beams which bombard on metal targets to generate x ray. The design has several intrinsic limitations. In this talk we demonstrate that diagnostic x-ray radiation can be generated using a carbon nanotube based field emission cathode. The device can readily produce both continue and pulsed x-ray with a programmable waveform and repetition rate. The x-ray intensity is sufficient to image human extremity. Pulsed x-ray with a repetition rate greater than 100 kHz was readily achieved by programming the gate voltage. The performance of this cold-cathode x-ray tube will be discussed and compared with the conventional thermionic systems. We will also present imaging systems/modalities enabled by the field emission x-ray source.

This work was carried out in collaboration with J.P. Lu, Y. Cheng, J. Zhang, S. Dike at UNC Physics; S. Chang, W. Lin, and Y. Lee at UNC Med School; and Q. Qiu, B. Gao and H. Shimoda at Applied Nanotechnologies, Inc. The work was partially supported by ONR and ANI.
Catalysts to Control the Growth and Structure of Single-Wall Carbon Nanotubes

Masako Yudasaka
JST, NEC, 34 Miyukigaoka, Tsukuba, Japan
yudasaka@frl.cl.nec.co.jp

Abstract

In previous reports, we compared the catalytic efficiencies of various metals in producing SWNTs by arc discharge and Nd:YAG laser ablation, and discussed what causes the different catalytic activities (1,2). We suggested that the crystallographic orientation of catalysts might influence the growth of SWNTs and mentioned that it might also control the chirality of SWNTs. It is known that a metal film deposited on a surface with a defined crystallographic face takes a unique orientation. We also reported that Ni deposited on different faces of sapphires took different orientations and had different graphitization effects on carbon (3, 4). These results suggest that SWNT growth on catalysts whose crystallographic orientation is controlled by a well defined surface would enable us to study how the catalysts influence the structures of SWNTs. In our first trial of this, we grew SWNTs on Fe-coated sapphire by chemical vapor deposition and found that the yield and diameter distribution depended on the crystallographic face of the sapphire (5). Further investigation indicated that strong Fe-sapphire interaction resulted in Fe-Al alloy formation, and the sapphire-surface damages were considerably increased by carbon. Degree of these structure changes depended on the crystallographic face and surface states of sapphires. It is likely that these structure changes also occur when another metals and substrate materials were used for SWNT growth. Studies on the carbon-metal-substrate interaction would enable to prepare the SWNT-growth catalysts suitable to grow SWNTs with well-defined structures.

AN NOVEL CATALYTIC SYNTHESIS OF CARBON NANOTUBES IN ALCOHOL LIQUID

Kiyoharu NAKAGAWA, Toshihiro ANDO*
National Institute for Materials Science (NIMS), 1-1, Namiki, Tsukuba, Ibaraki 305-0044, Japan
*c-diamond@md.neweb.ne.jp

Mikka NISHITANI-GAMO
Department of Applied Chemistry, Faculty of Engineering, Toyo University, 2100 Kujirai, Kawagoe,
Saitama 350-8585, Japan

ABSTRACT

Well-aligned carbon nanotubes arrays were grown on silicon substrates by using a novel catalytic method in organic liquid such as alcohols. Un-equilibrium catalytic deposition gave significantly pure carbon nanotubes with very little soot within a few minutes in methanol. Scanning electron microscope images indicate that the nanotubes arrays are grown perpendicular to the silicon substrate surface with a significantly high density like a flower arrangement frog. This very fast and dense production of carbon nanotubes can be attributed to the great difference of chemical potential between the substrate surface and reactant liquid.

Keywords: Well-aligned carbon nanotubes, Iron, Alcohol liquid

INTRODUCTION

The quest for artificial methods of carbon nanotubes (CNTs) production is motivated not only by its unique nanotube structures and properties, but also by its synthetic tunability and verity for numerous important applications. The production and utilization of nano-carbon materials such as fullerene and CNT have attracted much recent attention, several techniques have been developed for the synthesizing these materials toward the production of various CNTs in macroscopic quantities and oriented growth, such as catalytic pyrolysis of hydrocarbons, condensed-phase electrolysis and SiC sublimation. In general, these methods can produce nanotubes with yields suitable for limited research use and aligned carbon nanotube arrays stay weakly on substrate. Here, we show that aligned multiwalled CNTs can be synthesized efficiently in solutions of hydroxyl hydrocarbons and stand firmly on Si substrate. This liquid phase synthetic method can enable great chemical flexibility and synthetic tunability, and the synthesis process is compatible with the existing semiconductor processes and easily adaptable to industrial production levels.

EXPERIMENTAL

The apparatus employed in our experiments is consisted of a glass chamber with outside water-cooling (Fig. 1). A DC electric power supplier was used to apply a controlled current to the substrate. High purity methanol (99.7%) was used as the organic liquid source. Si (100) substrates of low resistively (0.002 Ωcm) with a size of 10 x 20 x 1 mm³ were placed perpendicularly at the center of the chamber in the liquid and connected with the electric power supplier. The Si (100) substrate was ultrasonically cleaned in acetone and coated by a Fe film of 2.4-30 nm thick in a magnetron sputtering system using low DC electric voltage (0.4 kV, 30 mA) and low Ar pressure (0.6 Torr), and then treated in hydrogen plasma at 500-850 °C for sticking well with substrate surface and producing nucleation sites for CNTs growth. After organic liquid was filled into the chamber, N₂ gas was introduced into the chamber.
for several minutes to blow out the remaining air. Then, the Si substrate was heated to a temperature of 500-1000 °C at the starting stage by applying electrical current through the Si substrate. Numbers of gas babbles was generated continuously from the substrate surface and were flowing up from the substrate surface and dissolved into the relatively cooled liquid top layer. A circulate of the organic liquid in the chamber could run through heating up from the hot substrate surface and cooling down in the top liquid. The water-cooling chamber was served for controlling the liquid temperature to be a little lower than its boiling point in the chamber and for returning the vapor above the organic liquid surface by the condensation effect. The substrate temperature was detected using an optical pyrometer by focusing on the substrate surface. The electric current applied to the substrate was kept constant during the growth. The detected surface temperature was observed decreasing slowly with the lengthening of the nanotubes on the Si substrate.

RESULTS AND DISCUSSION

A. SEM observations

Methanol and ethanol were used mainly as the liquid source in our experiments. The as-grown CNTs look like a dark black film on the Si substrate. Scanning electron microscope (SEM) images (Fig. 2) show that the sample consists almost entirely of nanotubes. This sample synthesized by using a 2.4 nm Fe film coated Si(100) substrate at the substrate temperature of 930 °C in methanol. Aligned carbon nanotube array grew in orientation normal to the surface of the Si substrate (Fig. 2a). The density of the nanotubes on the substrate surface is very high (>1x10^11 cm^-2) and the substrate surface is covered completely by the roots of nanotubes (Fig. 2b, a cross-sectional view of the aligned carbon nanotube film). The CNTs token off from the substrate surface adhere together and look like black blocks (Fig. 2c-e). The roots of CNTs cohere firmly on the substrate surface and when they are taken off by tweezers, some roots were broken and remained on the substrate surface. The growth rate of every near-by nanotubes was nearly same and the top ends of the nanotubes stay very closely at a same front of the tube array (Fig. 2f).

The critical role of the catalytic Fe film was confirmed by the fact that if no Fe film on the Si substrate, there was no growth of CNTs, except of a carbon film. The morphology of CNTs was observed very sensitive to both of the substrate temperature and the thickness of the Fe film on Si substrate. When the thickness of the Fe film on the Si substrate was 3 nm, the density of the synthesized CNTs at the substrate surface was lower than 6x10^10 cm^-2 and all of the grown CNTs lied down on the substrate surface when they were longer than a micrometer (Fig. 3a and b).

B. TEM observations

High-resolution transmission electron microscopy (HRTEM) shows the nanotubes have primarily smooth and uniform hollow multiwall tube-like structures (Fig. 4). The intershell spacing is 0.34 nm. The diameter of most nanotubes remains nearly the same throughout the whole length of the nanotube and the external diameters of the nanotubes in the sample range from 13 to 26 nm with a distribution peak at 20 nm. The ratio of tube radius to the thickness of tube shells is about 1.2 to 2.1. Some disorder and defects have been seen in the wall fringes and surfaces. This is most likely caused by the reaction of carbon with oxygen related radicals generated by the catalytic
heterogeneous process at substrate surface. The top ends of the nanotubes are closed with nearly seamless caps and the catalyst Fe have not been found on the top ends (Fig. 5a). The roots of the nanotubes grown on the substrate surface have a shape of open tube.

Fig. 5b shows a HRTEM image of the CNTs obtained on a Si substrate of 860 °C in ethanol. It clearly shows that the produced nanotubes are mostly multiwalled hollow tubes. The ratio of tube radius to the thickness of tube shells is between 2.2 to 5.8. The top ends of the nanotubes are also closed with nearly seamless caps.

C. Raman spectra

Raman scattering measurements of the CNTs were performed at room temperature using a confocal micro-Raman system in a backscattering geometry. The excitation source was the 514.5 nm line of an argon ion laser with a spot size of 1 mm in diameter and a power of ~50 mW. As the carbon nanotube is a narrow-band-gap material, the light penetration depth of the excitation laser light is rather small. Especially, by using the confocal function, Raman scattering can be gotten from a small surface area with small depth on the sample. The main feature of the Raman spectra for the sample shown in Fig. 2a presented the peak position and shape depending on the measured location. The first-order Raman G peak from the CNT lateral surface (tube walls) appeared predominately at 1570 cm\(^{-1}\) with a full width at half maximum (FWHM) of 20 cm\(^{-1}\). The G peak reflects one of the two E\(_{2g}\) modes of graphite crystal. A 1603 cm\(^{-1}\) peak at the shoulder position was assigned to disorder-induced symmetry breaking by the microscopic nanotube size.\(^{10, 11}\) The D peak at 1340 cm\(^{-1}\) is high sensitive to the defects and the size effect of graphite structure. A comparable intensity of G and D peaks indicates a considerable density of structural defects in the curved graphene sheets in the CNTs. Fig. 6b shows the Raman scattering from the top caps of CNTs. The G and D peaks are weak and broad, indicating the seamless tips of the CNTs have a structure of high disorder graphite and less symmetry of Raman activation. The graphite E\(_{2g}\) peak shifted from 1570 to 1580 cm\(^{-1}\) from the tube wall to the tube caps, suggesting the formation of carbon bonding with high stress in the tube caps.
D. Growth processes of CNTs in liquid

The thermal absorption and decomposition of methanol on metal catalyst surface has been the interesting subject for many years.\cite{12, 13} The speed of the thermal decomposition and adsorption on the catalyst surface increases as the surface temperature increases. The carbon atoms for the formation of the nanotubes on the hot substrate surface submerged in liquid might be due to both surface absorption and the catalytic decomposition of hydroxyl hydrocarbons. The deposition of the precursor was essentially a heterogeneous process, which proceeded on the catalyst rather than in the bulk of the liquid. The temperature of the substrate catalyst surface is very high (approximately 1000 °C), and at the same time the temperature of the reactant liquid is very low (<< boiling point). Because the decomposition reaction can proceed only at the hot substrate surface and must not occur in the bulk liquid phase, the byproducts such as a soot or other carbonaceous materials cannot be generated in the bulk liquid phase. The large difference in temperature of the interface between the substrate catalyst and the liquid phase causes a large gradient of the chemical potential to give very high nucleation density and high growth rate. That also affects the growth direction of the CNTs. In result, only pure aligned CNTs were given at the substrate surface. The fact that the catalyst Fe stays on the substrate surface implies that the growth tip of the nanotubes was at their roots on the substrate surface, where the temperature might be kept relatively high and stable during the experiment. On the substrate surface, hydroxyl hydrocarbon are absorbed and decomposed into carbon atoms and hydrogen gas in the catalyst Fe film. Carbon atoms then diffuse through the catalyst to an outlet, forming CNTs.

Here we describe a very interesting research direction for a variety of production possibilities, such as synthesizing various CNTs and films directly in liquids. This method of CNT synthesis demonstrates several important features. First, the CNTs were formed by a catalytic process in nonequilibrium thermal conditions, and the growth tip of the nanotubes was at their roots on the substrate surface, where the temperature could be controlled in organic liquid. Second, the large temperature gradient at the nanotube root perpendicular to the substrate surface may be an important force for the normal orientation of the CNTs because of the liquid surrounding the substrate. Third, our synthetic method is very simple; the phenomena of CNTs formed in a liquid phase may not only induce a large scale synthesis of aligned arrays, but also easily introduces different elements into the liquid source for synthesizing doped CNTs. The produced CNTs are hollow tubes, which are suitable for the fabrication of various nanowires by capillary-induced filling of the CNTs.\cite{14} Finally, the liquid phase synthesis process is entirely compatible with current Si technology and easily adaptable to industrial production levels.

CONCLUSIONS

Synthesizing CNTs in organic liquids has been demonstrated as an artificial and efficient technique. Using methanol and ethanol as the organic liquid source and a Fe film on Si, aligned multiwalled CNTs were obtained with external diameter ranging from ~13 to 26 nm and lengths up to 20 mm. The alignment and structural properties of the CNTs have been characterized by SEM, TEM, and Raman scattering. Most of the CNTs have the primary smooth and uniform multiwall tube-like structure with good alignment direction, while some curves and bends of the CNTs identified in the aligned arrays. The top ends of the nanotubes were closed with nearly seamless caps and a relatively higher stress in the caps than in the nanotube walls. By changing the catalyst Fe file thickness, a special kind of coupled CNTs of which the structure of one CNT is left hand rotated and the other right hand rotated. Chains bridge periodically the coupled CNTs. Nanometer sized coupled whirlpools on substrate surface were proposed to be formed at the growth root of the CNTs for the formation of these CNTs with the driving spiral force from the liquid phase. The growth mechanism of CNTs in liquid is proposed to be a catalytic process at the substrate surface in an non-equilibrium thermal condition of organic liquid phase. This vacuum-free and gas-free
process is adaptable to industrial levels, and may find a large field of applications for synthesis of various kinds of nanomaterials and films, especially for producing hollow CNTs and doped materials by using liquid sources.
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DESIGNING CARBON-BASED NANOTECHNOLOGY ON A SUPERCOMPUTER*
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The continuous reduction of device sizes, which is rapidly approaching the atomic level, calls for new approaches to design and test future building blocks of Nanotechnology. Supercomputers are rapidly becoming the most powerful tool to interpret what happens on the nanometer scale. In nanotubes, the large phonon mean-free path, a consequence of atomic-scale perfection and quasi one-dimensional structure, leads to an extremely high thermal conductivity. In nanostructures that form during a hierarchical self-assembly process, even defects may play a different, often helpful role. Utilizing defect engineering, scrolls may be efficiently transformed to multi-wall nanotubes [1], and adjacent nanotubes may fuse to form Y-junctions. Fullerenes may enter nanotubes to form peapods [2] and, once encapsulated, fuse to nanocapsules. The presentation will show, how some of these challenging problems can be most efficiently addressed in simulations on recently available massively parallel supercomputers.

* Supported in part by NSF-NIRT Grant Number DMR-0103587 and the RIST (Japan) Computational Nanotechnology Program.


ULTRA-FAST DYNAMICS IN ELECTRONICALLY EXCITED NANOTUBES:
TIME-DEPENDENT DENSITY FUNCTIONAL APPROACH

Yoshiyuki Miyamoto
Nanotube Technology Center, Fundamental Res. Labs. NEC Corp.
34 Miyukigaoka, Tsukuba, 305-8501, Japan

Angel Rubio
Dpto, Fisica de Materiales, Facultad de Quimicas U. Pais Vasco, Centro Mixto CSIC-UPV/EHU Donosita;
International Physics Center (DIPC) apdo.
1072, 20018 San Sebastian/Donosita, Spain

David Tomanek
Department of Physics and Astronomy, Michigan State University
East Lansing, MI 48824-1116, USA

ABSTRACT
Because of extreme mechanical and electronic performance, carbon nanotube is promising material for application in nano-technology. Currently formed nanotubes are with structural defects and impurities, which may cause degradation of nanotubes. Therefore, influence of defects and impurities on mechanical and electronic properties of nanotube should intensively be investigated. Furthermore, defect-control will be an important technology in future nanotube-applications.

In this talk, we provide our recent first-principles simulations on ultra-fast dynamics in nanotubes triggered by electronic excitation. We first demonstrate that electronic excitation is useful to ‘repair’ defected nanotube being alternated to heat treatment. Second, we show optical excitation can be a useful tool to detect particular kind of defects in nanotube, i.e. Stone-Wales type defects.

We have performed molecular dynamics (MD) simulations based on of local density approximation (LDA) of the density functional theory (DFT) with use of plane-wave basis set and pseudopotentials. We adopted time-dependent LDA in order to perform MD simulation under electronic-excitation, where the time-dependent Kohn-Sham equation is solved to monitor time-evolution of electron wave functions. The details of this method are shown by Sugino and Miyamoto [Phys. Rev. B59, 2579 (1999)].

Keywords: carbon nanotube, defect, impurity, time-dependent density functional theory, molecular dynamics.
HYDRATION PROPERTIES OF CARBON NANOTUBES AND THEIR EFFECTS ON ELECTRICAL AND BIO-SENSOR APPLICATIONS
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ABSTRACT

As-grown carbon nanotubes are hydrophobic, i.e., more attractive to non-polar groups than polar substances. Surfaces of hydrophobic carbon nanotubes have been treated by means of electrochemical, thermal, and plasma oxidation processes to convert them to hydrophilic surfaces. Effects of hydration properties of carbon nanotubes on electron field emission characteristics and interactions of carbon nanotubes with polar and non-polar molecules were explored. This paper summarizes our work in this area of research and presents results on the modification of the hydration properties of carbon nanotubes and their applications.

Keywords: nanotubes, hydrophobic, hydrophilic, electrical, biosensor

INTRODUCTION

Carbon nanotubes have been studied extensively and become one of the most promising nanoscale materials (ref. 1). Not only the mechanical strength of carbon nanotubes, but also the electrical transportation properties and electron field emission characteristics make them attractive for a broad range of applications (refs. 2 to 3). Although surfaces of as-grown carbon nanotubes are hydrophobic and water does not wet it easily, it is also known that this hydration property of carbon nanotubes can be modified by oxidation and plasma activation processes (refs. 4 to 7). In this paper, vertically aligned carbon nanotubes were prepared by a thermal chemical vapor deposition process (ref. 8). Various oxidation processes were applied to the surfaces of as-grown hydrophobic carbon nanotubes, of which the hydration properties and their effects on applications were studied (refs. 9 to 10).

EXPERIMENTAL DETAILS

Carbon nanotubes used for this research were grown by a thermal chemical vapor deposition process in a gas mixture of argon and acetylene. Iron catalyst thin films were sputtered onto Silicon substrates by a RF magnetron sputtering process and then oxidized to form nanoparticles before the growth of carbon nanotubes started. The carbon-nanotube growth process was carried out in a vacuum furnace heated to 700°C at a pressure of 75 Torr. The typical growth time was 20 min. Vertically aligned carbon nanotubes with an average length of 20 um were confirmed by means of SEM (See Fig. 1). Modification of the hydration properties of these carbon nanotubes was carried out by subjecting them oxidizing environments including electrochemical anodization in water, heating in ambient air, and a brief exposure to an air plasma.
Figure 1. SEM images of vertically aligned carbon nanotubes: (a) top view and (b) side view.

Electron field emission characteristics of the as-grown and oxidized samples were analyzed at room temperature in a vacuum chamber at a base pressure of $10^{-7}$ Torr. In these measurements carbon nanotubes served as the cathode while a metal anode was placed in parallel to the carbon nanotubes at a desired distance. An electric field up to 9 V/μm was applied. The area of the electron field emission site was determined by the collecting area of the anode that was surrounded by an electrical insulator except one flat surface which served as the anode. Immobilization of antibodies and the attachment of bacteria on oxidized and hydrophilic carbon nanotubes were studied.

RESULTS AND DISCUSSION

Electrochemical anodization

A D.I. water drop was placed on the hydrophobic as-grown carbon-nanotube coated silicon substrate. A tungsten wire was inserted into the water drop as an electrode while the carbon nanotubes where the water drop sat served as the counter electrode. The experiment setup was shown in Figure 2. Positive voltage up to 10 volts was applied to the nanotubes with respect to the tungsten wire causing a current to flow through the water drop in the range of microamperes. Water in contact with the electrodes decomposed as bubbles came out around the wire while the water drop gradually reduced in size and the carbon nanotubes became hydrophilic. A SEM image for the electrochemically anodized carbon nanotubes is shown in Figure 3.
Figure 4 shows a water drop on an as-grown hydrophobic carbon-nanotube coated silicon substrate (left) and a water film on the right-hand side of the substrate where carbon nanotubes have been electrochemically anodized to become hydrophilic (right). The photograph clearly shows that water does not wet the as-grown carbon nanotubes while it wets the electrochemically treated carbon nanotubes easily.

![Figure 4. A water drop on the as-grown carbon nanotubes (left) and a water film on the electrochemically anodized carbon nanotubes (right).](image)

**Thermal oxidation**

Carbon-nanotube coated silicon substrates were placed on a hot plate with the carbon-nanotube coating facing up and heated up to 400°C in air for a few minutes. Both the sidewalls and the tips of carbon nanotubes were oxidized by the ambient air. Figure 5 shows a SEM image of the thermally oxidized carbon nanotubes. The surface morphology of the carbon nanotube coating did not change much from that for the as-grown carbon-nanotube coating; however, the carbon nanotubes became hydrophilic.

![Figure 5. SEM photograph of the thermally oxidized and vertically aligned carbon nanotubes.](image)

**Oxidation by a plasma in ambient air**

Carbon-nanotube coated silicon substrates were briefly exposed to a microwave plasma in ambient air for one to a few seconds. The upper part of the carbon nanotubes coated on a silicon substrate was exposed to the transient air plasma while the lower part of the carbon nanotubes was masked by the upper part of the carbon nanotubes because of the very high number density of carbon nanotubes. Figure 6 shows the SEM image of the air plasma treated specimen. The air plasma treated carbon nanotubes became hydrophilic allowing a water film to form easily on them when a water drop is applied.

**Electron field emission**

Electron field emission characteristics of carbon nanotubes after being treated by thermal oxidation and air plasma oxidation were only slightly affected as compared with that for the as-grown carbon nanotubes. The I-E curves for the as-grown, thermally oxidized, and air plasma oxidized carbon nanotubes are shown in Figure 7.
Immobilization of antibodies on carbon nanotubes

For biosensor applications, functionalized sensing materials are first coated with immobilized bioreceptors. The bioreceptors recognize the specific analytes and allow them to attach to the bioreceptors and therefore stay on the surfaces of the sensing materials. Shown in Figure 8 are bacteria that were attached to carbon nanotubes that have been oxidized to become hydrophilic and then coated with a specific antibody for the bacteria. *Salmonella typhimurium* bacteria can be seen in Figure 8 to easily attach to carbon nanotubes on which specific antibodies have been immobilized.

CONCLUSION

In summary, electrochemical anodization, thermal oxidation, and air plasma oxidation processes have been shown to convert surfaces of vertically aligned carbon nanotubes from being hydrophobic to hydrophilic. Electron field emission characteristics of carbon nanotubes after being treated by thermal oxidation and air plasma oxidation were only slightly affected as compared with that for the as-grown
carbon nanotubes. Hydrophilic carbon nanotubes have been shown to effectively immobilize antibody which allows specific bacteria to attach to the carbon nanotubes.
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CARBON NANOTUBE ELECTRODE ARRAYS FOR ENHANCED CHEMICAL AND BIOLOGICAL SENSING

Jie Han
NASA Ames Center for Nanotechnology
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Abstract

Applications of carbon nanotubes for ultra-sensitive electrical sensing of chemical and biological species have been a major focus in NASA Ames Center for Nanotechnology. Great progress has been made toward controlled growth and chemical functionalization of vertically aligned carbon nanotube arrays and integration into micro-fabricated chip devices. Carbon nanotube electrode arrays devices have been used for sub-attomole detection of DNA molecules. Interdigitated carbon nanotubes arrays devices have been applied to sub ppb (part per billion) level chemical sensing for many molecules at room temperature. Stability and reliability have also been addressed in our device development. These results show order of magnitude improvement in device performance, size and power consumption as compared to micro devices, promising applications of carbon nanotube electrode arrays for clinical molecular diagnostics, personal medical testing and monitoring, and environmental monitoring.
GROWTH AND CHARACTERISATION OF MULTIWALL CARBON NANOTUBES/FIBRES FOR FIELD EMISSION APPLICATIONS
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ABSTRACT

Carbon Nanotubes have generated an increasing amount of interest since their initial observation by Ijima in 1991(1). Recently numerous groups have demonstrated both the lateral and vertical growth of carbon nanotube/fibres (CNTs) with a high degree of control over their alignment, length and diameter using catalytically mediated Plasma Enhanced Chemical Vapour Deposition (PECVD). CNTs have thus emerged as highly promising candidates for use as electron field emitters in such applications as scanning probes, x-ray sources, flat panel displays, microwave amplifiers and parallel e-beam lithography systems. This paper will review the work that we have carried out using such a technique, employing Ni as the catalyst, to produce arrays of multiwall CNTs. The electrical properties of individual tubes will be described and the microscopic characterisation and field emission from such tubes will also be reported.
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THE LARGE-SCALE PRODUCTION OF NANOFIBERS, MWNTS, SWNTS AND THEIR PRACTICAL APPLICATIONS
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ABSTRACT

The sp²-based fibrous carbons, such as carbon nanofibers, multi-wall carbon nanotubes and single-wall carbon nanotubes, have acted as a vanguard among nanomaterials with a high potential of applications in various fields of nano-technology, due to their extraordinary chemical and physical properties. One obstacle to recent trends toward widespread practical applications of fibrous carbon is considered to be the difficulty of large-scale production of high purity the fibrous carbons at a reasonable cost. In this sense, the catalytic chemical vapor deposition method (or pyrolysis of hydrocarbons) is considered to be the answer for the large-scale production of these fibrous carbons, especially, using a floating reactant method. Through exact control of synthetic conditions, it is possible to tailor the diameter, crystallinity, and the angle of truncated cones with regard to tube axis. In this study, we will report the synthetic method of fibrous carbons including SWNTs, especially the floating reactant method, describe structural characterizations for various fibrous carbons, and finally deal with practical applications for these fibrous carbons such as the filler in advanced nano-composite, electrochemical applications, field emitter etc.

Keywords: Fibrous carbon, CVD method, Large-scale production, Applications.
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INTRODUCTION

The sp²-based fibrous carbons, such as carbon nanofibers, multi-wall carbon nanotubes and single-wall carbon nanotubes, have attracted much attention as fascinating nanomaterials in the recent years not only because of their extraordinary physical and chemical properties but also their versatile potential applications (ref. 1). Among the various synthesis methods for carbon nanotubes, a catalytic thermal chemical vapor deposition (CVD) synthesis method has been considered as a promising method for large-scale production of carbon nanotubes (refs. 2 to 3), especially using a floating reactant method (ref. 4), because this method has been shown to be more controllable and cost efficient as compared with the arc discharge or laser ablation methods (refs. 5 to 7). In terms of the morphology of carbon nanotubes, it is recognized that carbon nanotubes consist of one or several graphene sheets rolled into concentric cylinders (ref. 8), resulting in extraordinary physical and chemical properties, such as robust mechanical properties caused by their small diameter and low chemical reactivity typical of highly graphitized carbonaceous materials. Recently, a new type of carbon nanotube (cup-stacked type carbon nanotube) was synthesized as a novel functional nanomaterial (ref. 9). One of main features of this carbon nanotube is its stacking morphology of truncated conical graphene layers (cups), which, in turn, exhibit a large portion of open edges on the outer surface and also in the inner hollow core (high chemical reactivity). Simply speaking, it is possible to obtain various fibrous

Figure 1. Schematic diagram of fibrous carbons from VGCFs to SWNT
carbons which exhibit a wide range of diameters (from vapor grown carbon fibers (=15µm), carbon nanofibers (50 to 200 nm), multi-wall carbon nanotube (50nm<) to single wall carbon nanotube (3nm<)), different crystallinity (from highly crystalline, semi-crystalline and highly ordered carbon nanotubes) and cup-stacked type morphology, through exact control of synthetic conditions of CVD method (see Fig. 1).

Here, we describe the possible route to large-scale production of fibrous carbons including SWNTs through the floating reactant method, and report the smallest isolated SWNT, and then deal with practical applications of these fibrous carbons as filler in advanced functional nano-composite, conductive filler in electrochemical field, field emitter etc.

**LARGE SCALE FABRICATION OF FIBROUS CARBONS**

In recent years, much attention has been focused on the growth control of the fibrous carbons. In this sense, it is very important to understand the manufacturing parameters for the purpose of obtaining fibrous materials with optimum properties for specific applications. Among these parameters, carrier gas, flow rate and feeding method show major effects on the carbon product that are obtained when a benzene solution containing ferrocene \([\text{Fe}(\text{C}_5\text{H}_5)_2]\) was used as the feedstock. Especially, the development of the floating reactant technique made possible the large-scale production of CNF and MWNTs (ref. 4). In the synthesis of SWNTs, nano-sized SiO\(_2\) impregnated with Fe-containing compounds (seeding method) were fed into the reactor (around 1000°C) with benzene as carbon feedstock (floating method), and with hydrogen as the carrier gas (ref. 10). In contrast to current CVD methods, this combinational technique allows high yield efficiency of the nanotubes. A detailed TEM and Raman studies revealed that there are large variations in textures (isolated and bundle) and also diameters (see Fig. 2). It is a natural thing that this large variation is due to different environments in a three-dimensional state when considering the floating reactant system. Relatively large density of D band from Raman scattering indicate that CVD-based SWNTs is relatively defective as compared with those of arc-discharge and laser ablation methods (see Fig. 3), which is due to lower tube formation temperature. The most important factor

![Figure 2. HRTEM images of isolated and bundle-type SWNTs](image)

![Figure 3. Raman spectra of arc- and CVD-derived SWNTs.](image)
for obtaining high purity SWNTs is the optimization of synthetic conditions through the balance of the carbon density, metal concentration and size in the reaction chamber. This combinational technique will spur the practical large-scale applications of SWNTs at relatively low cost in the field of nano-composite.

THE SMALLEST STANDING SINGLE-WALL CARBON NANOTUBES

The quest for small diameter carbon nanotubes is important for making use of the size-effect that is predicted to lead to different properties from those for larger nanotubes (ref. 9). The SWNTs reported in the present study were produced by a nano-zeolite floating reactant method. The floating reactant method, primarily used to produce vapor grown carbon nanofibers and nanotubes (ref. 4) based on the use of small catalytic particles, is one of the most promising methods for the mass-production of carbon nanotubes, and it is already industrialized by several companies worldwide. The zeolite template method is known for its ability to produce thin nanotubes and SWCNTs as well, but it is hard to produce carbon nanotubes in mass. By combining improved versions of both the floating reactant method and the zeolite template method we obtain a very attractive method for the mass production of thin SWNTs. We have to note here that the zeolite used in the present method is not used as a template for the formation of the SWNT, but rather is used to limit the size and structure of the catalytic particles, which have much to do with controlling the diameter and the growth process of the resulting carbon nanotubes. In the present report, we have used a fine zeolite powder as catalyst support and as floating substrate, and iron as a catalyst to grow small diameter carbon nanotubes.

Our observation differs from previously reported papers in that our observed small diameter SWNT is not on an amorphous film that disturbs the observation, nor is it located in the central core part of a multi-walled carbon nanotube that is virtually useless. Another important point is that the small diameter SWNTs in the present study were produced in an unconfined system unlike the previously reported papers, which used a template (ref. 11) or the central part of a MWNT (refs. 12 to 13). These distinctions are very important for the advancement of the SWNT synthesis field and of the related fields of properties measurements and applications to obtain a direct visual proof for the existence of the isolated small diameter SWNT as reported here.

Low magnification observations showed that the sample consisted mainly of two parts: bundles of SWNTs and large hollow spherical carbon particles. We could also find some metal particles remained unwashed. Higher magnification observations showed that the tubes in the bundles were all single-walled nanotubes with diameter around 1 nm, and the particles were made of rather turbostratic carbon layers. The small-diameter SWNT, as shown in Figure 4, was found isolated from other bundles and could be clearly observed through the use of the energy filter equipped in the TEM. The diameter of the tube was measured to be 0.426 nm, which is the smallest diameter nanotube yet to be produced by the CVD method, and to our knowledge, it is the smallest diameter tube ever to be observed as a freestanding or isolated structure. The tube was unstable under electron beam irradiation during TEM observation in comparison with other thicker SWNTs, and deformed within a minute, even when we were trying to bring the camera into focus, showing a behavior very similar to that of a polymer sample. From the observed diameter, and by comparing with the observed and simulated TEM image of SWCNT model as shown in the inset of Figure 1, we conclude that the nanotube can be assigned the (5, 1) indices which has a diameter of 0.436 nm, although it is hard to be sure about the assignment because of the deformation due to the irradiation effect.

Figure 4. HRTEM image of a small diameter SWNT. Inserted images are the model of (5,1) tube and the TEM simulated image, which is in good agreement with the observation.
We couldn’t find the end of the tube because of the sufficiently long length of the tube, and because it is mostly overlapped with either bundles of SWNTs or with carbon particles. But it is worthwhile to note that the diameter of the small tube is well consistent with the diameter of a C_{20} molecule, and we can imagine that if there exists an end of a (5, 1) tube, it should be like the model shown in Figure 5, which is capped with 6 adjacent pentagonal rings, and can be closed with no difficulty.

There are two major mechanisms for the catalytic growth of carbon nanotubes depending on the position of the catalyst, where the tube growth occurs. As shown in Figure 6, one is the tip-growth mechanism whereby the catalytic particle is at the tip of the tube, and the other is the root-growth mechanism whereby the catalytic particle is placed at the root of the tube. For the SWNTs in the present study, as shown in Figure 7, catalytic particle can be found both at the root and at the tip of the tubes. This indicates that two major growth mechanisms coexist in the growth of our small diameter SWNT. Moreover, we can imagine that both growth mechanisms are qualitatively the same just depending on the position of the catalyst particle that plays a role as a carbon feeding source.

Figure 5. Simulated model of the cap of a (5, 1) nanotube. The cap consists of 6 pentagonal rings, just like part of C_{20} molecule, but slightly deformed.

Figure 6. Schematic image of the tip-growth and root-growth models, which the catalytic particles (red balls) are located at the tip and at the root, respectively. The blue balls are the carbon atoms, and the brown base is the simplified model of a zeolite.

Figure 7. TEM image of the tubes with the catalytic particle (dark contrast indicated by the arrows) at the root of the tubes (Top), and at the tip of the tube (Bottom). This shows that the tube growth in the nano-zeolite floating substrate method occurs both at the root and at the tip of the tube.
PRACTICAL APPLICATIONS

High degree of graphitizability, high surface to volume ratio caused by small diameter make these fibrous carbons potentially useful for a number of applications, for example filler in various composites and electrochemical application such as the anode material itself or additive in lithium-ion battery system, and the electrode itself or additive in double layer capacitor, especially at relatively low cost.

Among them, carbon nanofibers showed prominent performance as the additive in the electrode of Li-ion battery system (ref. 6). FE-SEM image of practical electrode containing 10wt% of nanofibers as additive shows homogeneous distribution of fibers in synthetic graphite (Fig 8. (a)). Figure 8 (b) shows the cyclic efficiency of a synthetic graphite (HTT=2900°C) anode as a function of weight percent of nanofiber added. By increasing weight percent of graphitized nanofiber, the cyclic efficiencies of the synthetic graphite anode increase continuously and in particular when 10wt% of the nanofiber was added, the cyclic efficiency was maintained at almost 100% up to 50 cycles. At higher concentrations, the nanofibers interconnect graphite powder particles together to form a continuous conductive network. When applied this fiber as an additive in the electrode of double layer capacitor, improved capacity, especially, at higher current density (Fig. 9), resistance property of electrode has improved through network formation as compared with those of carbon black (ref. 14). This system will be very promising for EV (electric vehicle) and also for fuel cell EV.

The efficient impregnation of Pt nanoparticles (OD < 3nm) on the cup-stacked type carbon nanofiber is carried out through the dispersion of the fibers in H₂PtCl₆, followed by low temperature annealing. The Pt particle is always homogeneous, and can be controlled selectively on the outer or internal core using the hydrophobic nature of the material (see Fig. 10) (ref. 15). Since the Pt particle activity on the fiber is high, this material could find applications as efficient catalysts and allied biological devices.
CONCLUSION

The remarkable properties of carbon nanotubes enable them to be used as light-weight structural fibers of ultimately high strength, as conducting and semiconducting component in electronics, as connectors between macroscopic and nanoscopic regimes. Therefore, it is critically important to invent new R&D methods for inexpensive production of high quality carbon nanotubes. In this sense, large-scale synthesis of carbon nanotubes including SWNT through CVD method (pyrolysis of hydrocarbon) is very promising. Finally, future technology developments have to be done to compete with other types of carbon fibers in relation with various applications areas for fibrous carbons, and to substantiate enormous potential of nanotubes in relation with nanotechnology.
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GISAXS study of the alignment of oriented carbon nanotubes grown on plain SiO2/Si(100) substrates by a catalytically enhanced CVD process
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Abstract

Despite the importance in the alignment of carbon nanotubes films to provide quite accurate emission centers for field emission, there are to our knowledge no quantitative study of the degree of alignment of CNTs films in the literature. Indeed SEM images provide a valuable qualitative impression of alignment in many reports but i) the images are only qualitative; ii) this is a local probe that can induce some misinterpretation about the true uniformity of the sample. Grazing Incidence Small Angle X-Ray Scattering (GISAXS) is well suited to get important structural information on the alignment and the correlation between nanostructures. In addition, we also investigate the alignment of CNTs by angular measurements of Auger electrons (C KVV transitions sensitive to the p electrons). In both cases the strong 1D anisotropic character of p electrons in oriented CNTs is spectroscopically probed.

We have performed GISAXS experiments to get structural (orientation of the alignment mainly, but also size distribution and density) and correlation information (mutual alignment, presence of defects in the orientation) on nanostructures grown on plain SiO2 (thickness 2-8 nm)/Si(100) substrates after dispersion of a metallic catalytic islands. It is expected to get a sharp GISAXS signal if the nanotubes are perfectly aligned normal to the surface. The degree of the alignment of CNTs was studied according to growth parameters (substrate temperature, NH3 concentration, gas activation parameters, nature of the metal).
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ABSTRACT

Synthesis of multi-walled carbon nanotubes (MWCNT) by an arc discharge between two graphite electrodes submerged in water under controlled pressure (from 400 – 760 Torr) is reported. Transmission and scanning electron microscopy investigations of the arc discharge product collected from the bottom of the reactor revealed high concentrations of MWCNTs at all pressures. Dynamic light scattering (DLS) on suspensions containing MWCNTs showed that the mean diameter of the nanotubes increases with decreasing pressure. Raman Spectroscopy analysis reveals that the relative amount of disordered carbon is significantly less in the low pressure samples. Furthermore, the yield of the deposit was found to be independent of the pressure. These results suggest that the physical properties of MWCNTs formed by the submerged arc can be controlled by varying the pressure.

Keywords: carbon nanotube, arc discharge, water, pressure

INTRODUCTION

Since fullerenes and carbon nanotubes (CNTs) were discovered (refs 1, 2), many intensive efforts to develop CNTs fabrication methods have been carried out over a decade. By these efforts, several types of methods have been commonly applied to fabricate CNTs, for example, the use of arc discharge in inert gas at reduced pressure (ref. 3), the thermal pyrolysis of organic gases (ref. 4), and plasma chemical deposition (ref. 5). In addition to these conventional methods, the submerged arc discharge in cold liquid was recently proposed (refs. 6 to 8), and has been researched to fabricate nano structural materials. The arc in cold liquid gives ideal environment to quench a high-temperature plasma to form several nano structures from materials evaporated from electrodes. Since MWCNTs were synthesized by arc discharge in liquid nitrogen (ref. 6), the capability to synthesize metal-included CNTs (ref. 7), carbon onions (ref. 8), MWCNTs (ref. 9), and carbon nanohorns (CNHs) (ref. 10) by arc in water or liquid nitrogen have been reported. Furthermore, it was shown that the method using arc discharge in water can produce nano structural materials from not only carbon but also from other materials such as MoS2 (ref. 11).

It is expected that nano structural products by the submerged arc can be controlled by varying the state of the arc quenching zone (ref. 12). One of the ways to control the quenching rate of the submerged plasma is to change the pressure of the water. Atmospheric pressure had been applied in all experiments previously reported on the submerged arc system to produce nano materials (refs. 6 to 12). In spite of this condition, it is known that there is an optimized pressure to grow CNTs by the arc in inert gases, which is around 500 torr in He (ref. 13). This discrepancy motivated us to examine the influence of pressure-reduction on the submerged arc system. This article shows some experimental results which shows the effect of pressure-reduction on the CNTs formation by submerged arc in water in the pressure range, 400-760 torr.

EXPERIMENTAL

Experimental set-up is shown in Fig. 1. The direct current (d.c.) submerged arc was generated between graphite electrodes in 100ml de-ionized water in a glass reactor. The diameters of the cathode and the anode were
respectively 12mm and 6mm. The anode was shifted through a Teflon bellows joint, and the cathode was fixed. The arc was initiated by touching these electrodes, and the anode-cathode gap were kept approximately 1mm to keep the arc current 40A with 20V. The pressure of the air above the water was reduced by a rotary pump through a buffer vessel to avoid a sudden pressure elevation caused by the boiling of the water. To minimize the escape of the water from the reactor by its evaporation, a heat exchanger with cooling water was set above the reactor to condense the evaporated water vapor to let it return to the reactor. The pressure in the reactor was estimated from the pressure measured at the buffer vessel. The solid deposit found in the reactor bottom, which is supposed to contain MWCNTs at a high concentration (ref. 9) was collected for analysis.

The collected products were analyzed by transmission electron microscopy (TEM; JEOL2010), scanning electron microscopy (HITACHI, S-900), dynamic light scattering (DLS; MALVERN Inc., ZETASIZER300HSA), and Raman spectroscopy (Renishaw Raman Spectroscopy). To prepare specimen for TEM, the collected deposits were grinded at a mortar, and were sprinkled onto a TEM grid with an amorphous-carbon supporting film. SEM analysis was carried out on as-grown solid deposit. DLS analysis was carried out on the particles suspended in toluene with a controlled temperature at 20 °C. The laser wave-length used in DLS was 633nm. To prepare the suspensions for DSL analysis, the collected deposits were grinded first, and ultrasonicated (150W) for 30 minutes with repeated sets of a 30-second ultrasonification with a 30-second interval. Raman analysis was carried out on as-grown deposits and grinded ones with a laser wave-length 514.5 nm.

RESULTS AND DISCUSSION

1. Formation of MWCNT deposit

In the typical CNTs formation by arc in gas, a solid deposit grows to a large size at the tip of cathode (refs. 2, 3, 13). However, such cathode deposit did not grow in the submerged arc in water, unlike by the arc in gas. It was thought that the deposit was formed on the cathode tip also in the submerged arc, but the deposit was pealed away from the cathode surface by a pressure caused by the expansion of gas bubbles in water. This consideration is based on an observation that we could find many disk-like deposits of the similar diameters to the anode at the water bottom after the discharge process. These deposits were thought to sink down to the water bottom after being pealed away from the cathode tip. Therefore, the mechanism of CNTs-growth in the submerged arc should be in principle the same as in the arc in gas (ref. 14). The main differences between the
submerged arc and the gas arc are the gas components surrounding the arc spot and the quenching rate to solidify the evaporated carbon to the solid products.

2. Physical analysis of the deposit products

2.2 Microscope observations

Observations by TEM and SEM revealed that MWCNTs were produced in the collected deposit in all pressures examined here. Figure 2 shows typical TEM and SEM images of the MWCNTs produced by the submerged arc at 760 torr. The TEM images of MWCNTs formed at 600, 500, 400 torr were quite similar to Fig. 1. Figure 1 shows the same features observed in the typical MWCNTs formed by the gas arc in 500 torr He as follows: (1) All CNTs are multi-walled; (2) Most MWCNTs are perfectly straight; (3) CNTs edges are capped; (4) Multi-walled caged polyhedral nano particles are also formed as byproducts. SEM image in Fig. 2 shows the CNTs formed by the submerged arc in 760 torr. This SEM image shows the straight structure of the CNTs and coexisting nano particles.

2.3 Dynamic Light Scattering

During these microscopy observations, we were impressed that the diameters of the CNTs produced in the reduced pressure are larger than that by the higher pressure. However, such diameter distribution can not be clearly revealed in only microscopy analyses because the microscopy observations concentrate very selected zones in the sample specimen. Then, other physical analyses by DLS and Raman spectroscopy are considered to be important to analyze the sizes and the structures of our products. We should be careful for that the particle diameter directly estimated by DLS should be larger than the real CNTs diameters because of the long geometry of CNTs. Nevertheless, we expect the DLS results can indicate qualitative trend about the CNTs sizes. Figure 3 shows the DLS results on the deposits formed by the submerged arc in 400, 500, 600, and 760 torr. It is shown that the effective diameters evaluated from DLS increases with the lower pressure.

2.4 Raman spectroscopy

Figure 4 shows Raman spectra of the MWCNTs-contained deposits formed at each pressure. The peaks at 1353 cm\(^{-1}\) and 1582 cm\(^{-1}\) correspond to so-called disorder band (D-band) and graphite band (G-band), which indicate defective graphite and well-crystallized structures, respectively. In these figures, it is noticed that the relative intensity of D-band peak becomes very small when the pressure is reduced down to 500
The Raman shift peaks around 2700 cm⁻¹ corresponds to the secondary peaks from the graphite structure. This result indicates that the MWCNTs and nano particles formed under reduced pressure are well crystallized. Raman peaks in a low wave-number range around 100-200 cm⁻¹ are commonly observed to estimate diameters of single walled CNTs (SWCNTs) (ref. 15). However such low-wave number Raman peak may not appear from MWCNTs because the zone-folding effect is not significant for their relatively large diameters (ref. 16). In our products, such low wave-number Raman-peaks were not observed, suggesting that CNTs produced by submerged arc in water under the pressure range 400-760 torr are mostly the typical MWCNTs which have the diameters not showing such low wave-number peaks.

2.5 Production rate

The weight of the deposits collected from water bottom was measured to evaluate the production rate at each pressure. Figure 5 shows the production rates of the deposits and the conversions of the evaporated anode to the deposits. The conversions are defined by the ratio of the weight of the collected deposit to that of weight-drop of the anode during the arc discharge. It is shown in these figures that the both production rates and conversions are not significantly sensitive to the pressure.

3. Pressure effect on CNT growth mechanism

It was expected that the gas density and quenching rate in the submerged arc can be controlled by varying the pressure. In the submerged arc system, the arc plasma is generated in a gas bubble formed by a hot temperature at the arc spot. When the pressure of the reactor system was lowered, the bubble expansion increases. This increased bubble expansion may decrease the quenching rate because of the two reasons: (1) The mean distance between the hot arc spot and the gas-liquid interface increases. (2) The thermal conductivity becomes lower when the pressure decreases (ref. 17). This lowered quenching rate may cause the larger MWCNTs because the time to grow MWCNTs can be reserved longer. Also, lowering pressure can decrease the density of the gas components in the plasma zone, which are considered to be H₂, CO (ref. 7) and water vapor. The lower density of such reactive gases may decrease the probability of the termination of the MWCNTs-growth, causing the higher crystallined structure and the larger CNTs.
CONCLUSIONS

MWCNT were formed by d.c. submerged arc in water with graphite electrodes under the pressure range from 400 to 760 torr. The microscopy analyses by TEM and SEM on the deposit collected from water bottom after the discharge process showed that high concentration MWCNTs can be obtained in all these pressures. Dynamic light scattering on these MWCNTs revealed that the MWCNTs sizes increase with the lower pressure. Raman analysis indicated that the defects on these MWCNTs can be reduced by lowering the pressure. On the contrary to these pressure effects on the structures of MWCNTs, the yield of the MWCNTs-contained deposit was almost independent from the pressure. It is important to be noted from these results that the structures and physical properties of MWCNTs formed in the submerged arc can be controlled by varying the pressure. One of the physical reasons of this effect is considered that the reduced pressure enlarges the bubble size around the submerged arc spot so that the quenching rate of the evaporated carbon decreases. In addition, the decrease of the reactivity of gas inside the bubble around the arc spot may cause the larger MWCNTs structure with smaller defects.
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ABSTRACT
A novel and cost effective method has been developed for large-scale synthesis of single-walled nanohorns (SWNHs). This is the first report of an alternative method to laser ablation for formation of carbon nanohorns. The method is based on igniting an arc discharge between two graphite electrodes submerged in liquid nitrogen. Production rates of up to 17g/hr have been achieved. SEM analysis shows the nanohorns to be aggregated as nanoparticles with sizes in the range of 20–80nm. HRTEM reveals the internal structure of individual nanoparticle is an aggregation of either ‘dahlia-like’ or ‘bud-like’ single-walled nanohorns (SWNHs). It was further found that both the yield and morphology of nanohorns changed as a function of arc current density in liquid nitrogen. The yield of nanohorns increases with the increment of current density. Samples produced by higher current density contains more dahlia-like nanohorns than bud-like compared to those produced at lower current.

The carbon arc in liquid nitrogen method holds the potential for controlling the structure of nanohorns as well as for allowing their production in large scale quantities required for applications such a fuel cell electrodes.

Keywords: SWNHs, liquid arc, large scale, current density
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Abstract

There is considerable interest to achieve a selective growth of carbon nanotubes from distinct nucleation centers on specific substrates, since they display a huge range for new applications. Transition metals can act as catalysts for the formation of carbon nanotubes. For this reasons, the influence of catalytically active metals supplied in an nanodisperse form regarding the formation of nanostructured carbon from the gas phase was studied. By this novel method, catalytically active transition metal complexes were used to generate nucleation centers on silicon substrates for the formation of carbon nanotubes. A CVD route using methane was used to supply activated carbon species from the gas phase. Since the transition metals used for this investigation are catalyzing dehydrogenation reactions, the effects of the presence of those metals on the morphology of the deposits were studied in correlation with the process parameters (pressure, substrate temperature, precursor concentration). The deposits were characterized with SEM, infrared- and raman spectroscopy.

Fig. 1: Carbon Nanotubes obtained from CVD of methane
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Abstract

Field emission is one of the most promising potential applications of carbon nanotubes (CNTs). These nanostructures combine positively a geometrical effect (local exhaltation of the electric field due to a strong curvature radius) and an electronic effect (weak work function) as well as they display strong chemical inertness and thermal conductivity, which open the way to the realization of convenient electrons sources for vacuum electronics such as flat panels and cold cathodes. Field emission measurements obtained on CNTs grown on SiO2/Si(100) substrates by the DC HF CCVD process where a dispersion of metallic catalytic transition metal (Co, Ni) particles was previously performed, showed that the thresholds of emission were strongly dependent on the nature of the material. Therefore they were within the range 1-4 V/µm for CNTs. By contrast they ranged above 10V/mm either for carbon nanofibers or nanocones. However, the current densities were quire variable and often reached a rapid saturation both due to screening of the field by the high density of CNTs and to conductivity limitations of the substrate. Therefore, we used patterned surfaces to grow array of CNTs emitters. Patterned surfaces were obtained by controlled deposition of metallic spots by a combination of lithographics techniques, using either photons, electrons or ion beams. Array of particle islands of Co or Ni were obtained in the range 5-100 nm. Under proper CVD conditions we could grow subsequently one CNT by metallic island if the size of the metallic island did not exceed 60 nm.
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ABSTRACT

We present synthesis of two novel carbon nanostructures in the form of nanopipettes and nanonozzles. The synthesis of both nanopipettes and nanonozzles are highly reproducible. Nanopipettes synthesized using platinum thin film covered, diamond film coated wires at low CH\textsubscript{4}/H\textsubscript{2} ratios, are tapered whiskers, having a shell containing helical graphitic sheets and a hollow core 1-20 nm in diameter throughout the length. Carbon nozzles, synthesized using Ga-Mo alloy film covered substrates at high CH\textsubscript{4}/H\textsubscript{2} have an inner diameter of about 200nm at the base and 3-4 µm at the end with a constant wall thickness of 30 nm throughout the length. These nozzles were typically filled with Ga at the tip and in some pockets along the length. We hypothesize that the mechanisms involved in the growth of nanopipette and nozzles are quite different than those suggested for the growth of multiwalled carbon nanotubes and other conical structures.

INTRODUCTION

The myriad structural manifestations and their material properties have made carbon nanostructures very interesting not only for potential applications but also for understanding carbon at the atomic scale. Several different nano-sized structures of carbon have been investigated intensely. A few of these include single and multi-walled nanotubes (ref. 1), helical nanotubes (ref. 2), cones (ref. 3), horns (ref. 4), conical crystals (ref. 5, 6) and micro-trees (ref. 7). A potential application of hollow carbon nanostructures is fluid transport at the nano-scale for drug delivery (ref. 8, 9). There are however several issues such as inner diameter of nano-structures, rigidity, ability to produce an ordered arrays, obstructions in the channels, and sufficient volume delivery that limit their application. Most of the published studies on conical structures indicate either solid, tapered whiskers (ref. 10) or short cones with prescribed angles with one end closed (ref. 3). In this paper, we report the synthesis of two more interesting morphologies for carbon nanostructures (nanopipettes and nozzles) with open ends.

EXPERIMENTAL

We performed two types of experiments for growing carbon nanostructures. In the first set of experiments, Platinum thin film covered diamond coated platinum wires were immersed vertically into the microwave plasma in an ASTeX model 5010 Chemical vapor deposition (CVD) reactor. The gas phase composition at was 1-2 % of CH\textsubscript{4}/H\textsubscript{2}, which was typical of diamond growth. At the end of the deposition experiment, some regions of the platinum wire substrate were coated with a microcrystalline diamond film. In this region, along with diamond crystals, several whiskers that were about 200-700 nm in diameter and 6 µm in length emerged. These whiskers had a pointed tip (in the shape of a pipette), while the base was in the sub-micron regime (Figure 1). They also indicated some minor faceting on their surface. In the second set of experiments, gallium-covered substrates were used in ASTeX 5010 reactor. A known quantity of molybdenum powder was sprinkled on the gallium film. The gas phase composition was 18% CH\textsubscript{4}/H\textsubscript{2} plasma at 40 torr pressure, 1100 W microwave power. The duration of these experiments was about one hour. The structures obtained in these experiments were thin walled, cones and tubes without any structural obstructions inside the internal surfaces (Figure 2). These resulting structures were analyzed using a Scanning electron microscope (SEM) and a Transmission electron microscope (TEM) (Figures 1, 2).
Figure 1. (a-b) SEM image of Nanopipettes growing from the diamond film (c) Dark Field TEM image (inset is the corresponding Energy Filtered TEM (EFTEM) image from sp² Carbon core loss peak). (d) Diffraction pattern from hollow whiskers, with indexing consistent with helical graphite sheets, outline indicates multiple sets of hexagonal symmetry with helical sheets at an angle ~9°
RESULTS AND DISCUSSION

The first set of experiments using carbon deposition onto vertically immersed platinum film covered wires yielded the growth of carbon nanopipettes. The second set of experiments using Mo-Ga alloy film covered flat substrates yielded the growth of carbon nanostructures in the form of nozzles (a form of conical structures that do not correspond to the expected conical angles of graphene sheet).

(a) Structural Characteristics of Carbon Nanopipettes

The dark field image in Figure 1c highlights this hollow structure even further by showing the core along the entire length. At the tip of the whisker, where the thickness permitted a reasonable signal, an energy-filtered image using the sp² core loss peak clearly illuminated the specimen (Figure 1c, inset). The dark region running down the axis of the whisker corresponds to the hollow core, which evidently does not contribute to any signal (in this case inelastically scattered core loss electrons). For details, please see ref. 11. Based on the energy loss images, the walls of the whisker at least in the tip region appeared to be graphitic in nature. Basic basal plane lattice images confirmed this graphitic structure. The details of the structure of the walls of the whisker require further work but our preliminary observations do help provide some insight. Diffraction patterns from thicker regions of the whisker (Figure 1d) however exhibited characteristic features of possible helical morphologies. The pitch angle associated with this type of structure can vary (in the case of region of the whisker sampled shown in Figure 1d, this angle is 9º) giving rise to a more complex morphology. Hence it is suggested that these “nanopipettes” are hollow whiskers possibly made up of helical sheets of graphite. Clearly this is an area of requiring further study, which is presently underway.
(b) Structural Characteristics of Carbon Nano-nozzles

These are typically 100-250 nm at one end, 3-5 μm at the broader end, 30 nm constant wall thickness, 2-4 μm length and open ended. Figure 2a, 2b and 2c shows SEM micrographs of these structures. The conical angles of the observed nozzles vary from 7° to 55° and hence their diameters. These conical angles do not correspond to the conical angles that are expected if the cones are formed by the structural arrangements of pentagonal and hexagonal rings of carbon atoms (ref. 12). In addition, there is a significant variation in the curvature of the cones at the base. A very interesting observation is that these conical structures are transparent to the electron beam of the SEM as shown in Figure 1 (a-c).

(c) Discussion on Possible Growth Mechanisms

Conical structures of graphite have been studied long before the knowledge of carbon nanotubes. Some of the earliest research on one-dimensional nanostructures of graphite described a model for the growth of graphite whiskers (ref. 13). According to this model, a sheet of graphite (consisting of several monolayers) overlaps itself and continues to wind around the whisker axis many times rather than joining opposite edges and forming concentric tubes. This scroll structure gave rise to a simultaneous thickening and growth along the length. In another attempt, while heating silicon carbide crystals, graphite whiskers were obtained (ref. 14). An explanation for these needle-shaped crystals was that a flat graphite sheet rolled into a cone, and each time it wraps around by lifting itself to form a rotation over a small angle. Graphite sheets are known to grow along their edges, thus if subsequent growth takes place, a helical surface will be formed by growth along steps to form a spiral shape (ref. 15). Graphite polyhedral crystals, synthesized from gas phase (ref. 5), had folded and closed graphene planes different from ordinary graphite but similar to Multi-walled carbon nanotubes. There were small angle conical crystals (ref. 6), which were as large as 3 μm and 300 nm in diameter. These conical crystals were not nucleated from fullerenes and fullerene-like structures. Libera et al (ref. 16) also reported hydrothermal synthesis of graphite tubes with higher inner diameters ranging from 70-1300 nm using nickel as a catalyst. They also found that the tubes encapsulated “hydrothermal fluid” and process gases during the growth and there were inner closures inside the tube. The conical structures synthesized in this paper are partially and, in some cases, fully filled with the liquid metal, gallium. Gallium filled nano-tubes have been synthesized and a nano-thermometer based on gallium filled tubes has been demonstrated (ref. 17). None of the above conical crystals had a structure similar to the ones described in this work. Hence, none of the above mechanisms could explain the formation of Nanopipettes and Nano-nozzles.

The temperatures in the center of the plasma could reach as high as 2000 ºC. In experiments using platinum, the substrate is placed vertically into the plasma. Hence the plasma tends to discharge at the tip of the platinum wire, making it close to the melting point of Platinum. These high temperatures and the peculiar conical shape made us assume that the growth mode could be due to an evaporating catalyst i.e., a platinum catalyst particle initiates the growth of multi-walled carbon nanotubes. Since the temperatures in the dense zone of the plasma are high enough to evaporate platinum, the catalyst droplet evaporates. As the catalyst droplet evaporates, the outer diameter of the multi-walled shell reduces. This hypothesis could be easily tested using a sequential step experiment by growing for shorter time scales and seeing the catalyst at the tip of the nanostructures.

Hence, in another experiment, platinum thin films (~50 nm) were electrodeposited on platinum wires coated with microcrystalline diamond films. Diamond films acted as a non-reactive stable substrate. The platinum coating on the diamond film melted into droplets when exposed vertically into the plasma. The growth experiments were performed for over a period of one hour or less. These experiments indicated a continuous gradient of nanostructures along the substrate length, probably due to temperature gradients. The region close to the tip of the Pt wire has a conical structure, whose core contains a multi-walled (or single-walled) carbon nanotube (Figure 3a). The nanotube is surrounded by graphite deposit. As we move along the length of the wire, there is a competition between the etching and growth of crystalline phase (sp²) of carbon. Hence the central nanotube remains, while the surrounding graphite material also grows rapidly. Thus, a short distance away from the conical structures, we obtain structures with a higher aspect ratio (shown in Figure 3b) and further away we obtain nanopipettes (Figure 3c). The density of these nanopipettes gradually reduces as we move to the end of the substrate.
If the model of an evaporating catalyst were true, then we should not be seeing such a variation of structure discontinuously. The morphology seen in Figure 3a would mean that the rate of evaporation changes abruptly along the length of the whisker, which would be quite impossible. Hence, these experiments clearly indicate that selective etching and growth simultaneously is responsible for the growth of these conical nanopipettes with different aspect ratios along the length of the substrate. Overall, there is an initial open-ended nanotube that grows out. Surrounding this nanotube are helical sheets of graphite coiling around. Due to a continuous coiling around one another, the outer layer appears conical, while the initial nanotube maintains the inner hollow core. Depending on the placement in the plasma, there is a competitive growth and etching of the graphite sheets surrounding the central nanotube. At the top, etching seems to dominate giving rise to a low aspect ratio. While as we move away from the plasma, growth seems to dominate giving rise to high aspect ratio whiskers. Hence, a dual growth/etch mode seems to be more consistent with the experimental observations for the growth of carbon nanopipettes.

The growth of another set of conical structures termed here as nozzles seems to occur with a mechanism aided by the presence of molten gallium. We hypothesize the following growth mechanism for the growth of the nanonozzles. As described in the experimental section these structures are synthesized on different substrates by spreading a film of gallium and putting molybdenum powder on the gallium film. Gallium and molybdenum form a series of alloys of different compositions at these temperatures (800-1000 °C) (ref. 18). During the initial growth process the mixture of gallium and molybdenum forms an alloy and a phase separation occurs, with the excess gallium separating out of the mixture. As the gallium is separating out, it is exposed to the CH₄/H₂ plasma. Upon exposure to the plasma, gallium tends to form spherical droplets. Carbon from the gas phase gets dissolved into gallium and precipitates out, forming an interface of carbon and gallium. As new carbon atoms are being added, gallium also moves upwards, maintaining the interface of gallium and carbon. The interface goes through an unsteady dynamics during the initial phase of growth, forming varying curvatures at the base of the nozzles. Once a certain steady state is attained, the interface set by gallium and carbon decides the conical angle of the nozzle. Due to the non-wettability of gallium with carbon, gallium tends to agglomerate towards the growth front (the tip) and leaving behind a hollow core from the base of the feature. The contact angle of the carbon wall formed with the gallium varies with the temperature. The changing contact angle determines the conical angle of the resulting structure and hence the shape, which varies from cones to tubes. Recently, carbon tubular structures were synthesized by high temperature reduction of gallium oxide using carbon (ref. 17). These structures also exhibited extremely thin walls. These studies produced only straight tubes with internal diameters of few nanometers and containing gallium. Even though, no growth mechanism for these structures was suggested, we hypothesize that the mechanism is similar to the described above except for a 90 ° contact angle of carbon-gallium interface during growth.
The first set of structures, nanopipettes, is currently being tested for drug delivery and sensing applications due to their rigidity and open channel for fluid delivery. The second set of structure, nozzles, is ideal for microfluidic experiments for delivering large amount of fluids. The wall structure of the nozzles is currently being investigated using TEM. Such novel applications in drug delivery, neurological solute detection and field emission based devices are the focus of our current efforts.

In summary, we present synthesis of novel growth morphologies of carbon nanostructures. Both of these conical structures are extremely interesting for use in micro/nano fluidics.
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WELL-ALIGNED CARBON NANOTUBES FROM METHANE/NITROGEN PLASMA
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ABSTRACT

Well-aligned carbon nanotubes (CNTs) were grown by microwave plasma-enhanced chemical vapor deposition using N\textsubscript{2} as the carrier gases and CH\textsubscript{4} as the carbon source. Iron films with different thicknesses on silicon substrates acted as catalysts. The growth and field emission properties of the CNTs were studied as functions of the iron catalyst film thickness and the CH\textsubscript{4}:N\textsubscript{2} ratio. Scanning Electron Microscopy (SEM) and Atomic Force Microscopy (AFM) were used to study morphologies of the CNT films and the relationship between the iron film thickness and size of the iron clusters formed after the plasma treatment.

Keywords: nanotubes, electron microscopy, Atomic Force Microscopy, microwave plasma-enhanced chemical vapor deposition.
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Abstract  
Under ambient conditions, room-temperature and atmospheric-pressure, carbon nanotubes (CNTs) and carbon nanoonions (CNOs) were synthesized by reacting silicon nanowires (SiNWs) with organic solvents in a laboratory sonicator. As many common organic solvents are applicable and SiNWs can be produced plentifully from the oxide-assisted growth process, this simple method using the mildest growth conditions provides a convenient, inexpensive synthesis of large quantities of CNTs and CNOs. We believe both the local high temperature caused by sonication and the reductive power of the hydrogen-passivated SiNW (oxide-coated SiNW did not work) contribute to the conversion of the organic solvent molecules to graphite sheets which wrap around the SiNWs or Si nanoparticles (SiNP) to form CNTs or CNOs, respectively. With proper tuning (e.g. solvent type and temperature, ultrasonic power, etc), the sonochemical process can be adapted for mass production of either CNTs or CNOs.

Keywords: carbon nanotubes, carbon nanoonions, sonication, sonochemical synthesis
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ABSTRACT

Graphitic materials in nanometer size (nanographite) having edges of carbon hexagonal bond network is in very recent years attracting much attention because the theoretical approach has shown that such a nanographite is able to have a special electronic state at the edges, especially the zigzag ones. We have succeeded in synthesizing the nanographite by means of electrochemical reduction following electron beam irradiation for per-fluoro-aromatic pitch and by means of thermal decomposition of hydrocarbon polymers. The structural properties of graphitic materials were investigated using x-ray photo-electron spectroscopy, Raman scattering spectroscopy, x-ray diffraction measurements and electron microscopy. In this work, ribbon-shaped nanographite (nanographite-ribbon) in a thickness of below 10 nm having the edges was obtained. The structure of the nanographite-ribbon will be discussed.

Keywords: open edge graphite, nanographite, ribbon-shaped, $\pi$-electron localization, electron microscope,

INTRODUCTION

Recently it is well-known that carbon materials in nanometer size form curved sp$^2$ hexagonal bond networks containing pentagonal bonds such as fullerene molecules and carbon nanotubes. In most case, it is characteristic of these nano-size carbons that the edges of hexagonal networks are closed. Therefore, these nano-size carbons hardly take opened edges of the hexagonal networks.

On the other hand, graphite especially in macroscopic size is a flat crystal. In this case the edges of the hexagonal bond networks are opened. A flat graphite crystal in nano-size, however, is considered to be unstable because the edges of the hexagonal networks are able to have dangling bonds (ref. 1 to 2). In very recent years, theoretical studies on the electronic states of graphenes or flat graphite crystals in nano-size (nanographite) have been carried out using a tight-binding band calculation within Hückel approximation (ref. 3 to 5). According to this theory, it is possible that the $\pi$ electrons localize at the edges of the hexagonal bond networks of the nanographene or the nanographite (ref. 3 to 5). This special electronic state at the edges is expected to bring about useful electronic and magnetic properties. So the nanographite with open edges is becoming known as another new class of carbon materials in nanometer size. However, there are few papers of studies of the synthesis of the nanographites so far (ref. 6).

We have undertaken to prepare electrochemically (ref. 7) and pyrolytically (ref. 8 to 9) carbon materials from aromatic pitch and hydrocarbon polymers as organic precursors, respectively. Nanographites have been obtained from these carbon materials with the treatment of electron beam irradiation. The synthesis and structure of nanographites are described in this paper.
EXPERIMENTAL

The electrochemical carbonization from fluorinated aromatic (naphthalene, anthracene, and quinoline) pitch as a organic precursor was carried out using an apparatus as described in a previous paper (ref. 7). Carbyne structure was contained in the carbon specimens obtained by the electrochemical reduction (ref. 7). The obtained carbon specimens were exposed to an electron beam of 0.01A/m² at 800 °C for 1 to 2 hr in vacuum of below 10⁻⁶ torr, using an electron microscope (ref. 7). We have used a polyacetylene thin film below 100 μm in thickness as another organic precursor. The polyacetylene thin film was carbonized by means of pyrolysis under the same conditions as the exposure to an electron beam mentioned above (ref. 9).

Nanostructural properties of the electron-beam irradiated carbons described above were investigated using an x-ray photo-electron spectrooscope (XPS) and scanning and transmission electron microscopes (SEM and TEM, respectively).

RESULTS AND DISCUSSION

The XPS spectra of the electron beam irradiated specimens showed an only peak corresponding to carbon/carbon bond energy. Therefore, the electronbeam irradiated specimens are almost pure carbon.

Figure 1 exhibits a high resolution TEM image (HRTEM) of typical nanographites synthesized from fluorinated anthracene pitch, showing ribbon-like shaped graphite in which (002) lattice fringe having 0.34nm in distance can be definitely observed. Two nanographite ribbons are seen in Figure 1, one of them being composed of 16 graphenes 5.60 nm in thickness (central part in Figure 1) and another one of 4 graphenes 1.38nm in thickness (upper left-side in Figure 1). The nanographite ribbon as shown in Figure 1 was obtained by means of the electrochemical defluorination and then the treatment of electron beam irradiation for all of fluorinated aromatic pitch used in this work. Moreover, the carbon specimens obtained pyrolytically by an electron beam irradiation at 800 °C for polyacetylene thin films also form nanographite ribbons similar to those shown in Figure 1. Figure 2 demonstrates a schematic representation of a nanographite ribbon comprising 5 graphenes. Judging from all of TEM images observed, the nanographite ribbons are below 30nm in width and less than 1 μm in length.

A bending nanographite ribbon is often observed. Figure 3 shows a HRTEM image of a bending nanographite ribbon synthesized from fluorinated quinolin pitch. The angle of the bending in this Figure is about 135 degree, while a bending angle is not constant and is more than 90 degree.

A branching nanographite ribbon is sometimes seen. In this nanographite ribbon, a layer being composed of less than ten graphene sheets is divided into two ones at some point, which is observed just as Y-junction.

As already mentioned in Introduction section, the nanographite ribbons described above are composed of flat graphene sheets which have open edges of sp³ hexagonal carbon networks. Studies on the electronic, magnetic, and chemical properties of the nanographite ribbon are now in progress.

Fig.1 HRTEM of nanographite ribbons synthesized from fluorinated anthracene pitch, showing the one 5.60nm in thickness (center part) and another one 1.38nm (upper left-side).

Fig.2 Schematic representation of a nanographite ribbon.
CONCLUSIONS

Nanographite including nanographite ribbons having open edges of hexagonal carbon bond network is a prospective new carbon materials different from that having closed ones such as fullerenes and nanotubes. Nanographite ribbons were synthesized by means of electrochemical carbonization of fluorinated aromatic pitch and then treatment of electron beam irradiation to the carbon. Nanographite ribbons synthesized comprise several to tens flat graphenes having below 30nm in width. Bending and branching nanographite ribbons were sometimes obtained.
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Abstract

Abstract not available at time of printing.
A theoretical study of carbon nanotube (NT) forest growth by chemical vapor deposition is given, including (i) ballistic mode of C species impingement into the NT surface, (ii) C diffusion over NT surface and through the metal nanoparticle and (iii) the temperature drop at the NT tip occurring with increase in NT length. The presence of a metal nanoparticle is shown to shift NT growth from being surface diffusion controlled to being controlled by bulk diffusion through the nanoparticle. For typical growth conditions the growth rate is shown to be controlled simultaneously by surface diffusion over NT surface and bulk diffusion of C through metal nanoparticle. Even in specific cases where NT growth rate is controlled by bulk diffusion through the nanoparticle the initial stage may be controlled by surface diffusion, as revealed by the exponential change in NT length with time. A parametric study of the growth rate of NT forest with metal nanoparticles held at the NT tips as a function of temperature reveals the existence of a maximum near 1050-1100 K, agreeing with reported experiments. A thermal analysis based upon the heat conductance equation shows that with NT forest growth the temperature of the NT tips decreases, leading to growth deceleration and termination, suggesting that the larger the pressure the smaller the forest height that may be grown.

Keywords: growth kinetics, carbon nanotube, forest, diffusion

1. INTRODUCTION

The growth of well aligned C nanotube (NT) forests by chemical vapor deposition (CVD) is an effective technique for NT production studied by several groups trying to optimize the parameters of this process for cold electron emitters and other applications [1-21]. Wherever the catalyst nanoparticles are found in growth experiments, i.e. on the NT tips or on the substrate, the majority of experimental reports refer to a model of carbon filament growth by continuous C diffusion or extrusion through the metal nanoparticle [22-24] ("tip" or "base" growth model). However, NT forests have also successfully been grown by plasma enhanced CVD even without a catalyst [21], suggesting that another kinetical mechanism may be involved in this process. Additionally, Ref. [25] provides an order to magnitude analysis of CVD process of carbon NT forest growth outlining several contradictions which arise in the application of the model [22-24] for a particular experimental study where the Fe catalyst remained at the substrate [14]. Ref. [25] suggests another NT forest growth mechanism within the general framework of the surface diffusion (SD) model [25-28] which may be responsible for CVD growth in many practically important cases. In particular, the involvement of the SD mechanism explains [28] the existence of the exponential time dependence observed in NT growth. In the case of open ended NT growth controlled by SD this exponential stage extends to the moment when the NT length reaches the length of surface diffusion, of order 0.1-1 microns depending on T [28]. However, experimental data related to the growth mediated by metal catalyst particles [23] shows that, when the particle is present, this exponential stage reduces to the order of 10 nanometers and even less, depending on the metal used. In Ref. [25] we suggested that the metal nanoparticles do not play a significant role in feeding NT growth because the carbon flux is mainly provided by SD over the NT surface. In contrast, an early review [23] and other more recent papers, suggest that the growth is controlled by bulk diffusion through the metal particle. In this paper we provide a comprehensive analysis based on an analytical model which includes both surface diffusion over NT surface and bulk diffusion of C through the metal particle. The resulting analytical expressions allow one to distinguish various modes of forest growth and determine growth controlling effects under different operating conditions.
2. CARBON NANOTUBE FOREST GROWTH KINETICS

2.1 Ballistic mass transfer

Let us consider parameters for a NT forest grown on a metal catalyst nanoparticle array (see Fig. 1) in order to analyze the transport phenomena in the gas phase involved in growth experiments [14]. In this and many other practical cases where metal particles remain at the substrate, base growth via the diffusion of C through the particles cannot be involved in the latest postnucleation stages of NT forest growth, when the NT length exceeds several microns. This is because, to reach the metal particles remaining on the substrate, chemically active C species should penetrate through the forest. This looks to be impossible in view of the typical mean free path in the gas estimated as:

\[ l_g = k_B T / \left( \sqrt{2} \sigma P \right) = 30 - 50 \mu m, \]

for operational conditions \( P = 20 \) Torr and \( T=600-1000 \) K [18], \( \sigma = 10^{-19} \) m² which appears to be much higher than the intertube distance within the forest, 1 µm (for NT surface density \( N=10^8 \) cm²). That is, inside the forest ballistic mass transfer takes place in which chemically active carbon species collide only with NTs without collisions with gas species, and without diffusion along the intertube space to the forest bottom.

The ballistic penetration of species into the forest may be characterized by the distribution of the angle factor along the NT surface given by:

\[ F_{gas}(x,l) = \pi^{-1} \int \left( \frac{w}{n} \right) d^2\Omega, \]

where \( \Omega \) is the solid angle within which the gas phase is “seen” from a particular point of the NT surface.

The distribution of the angle factor computed numerically and averaged over the NT circumference:

\[ F_{gas}(x) = \frac{1}{2\pi R} \int_{0}^{2\pi R} F_{gas}(x,l) dl, \]

is given in Fig. 2 for the intertube separation \( l_{int}=1 \) µm [14] and for typical values of NT radius \( R=0.1-0.15 \) µm. It shows that the impingement rate decays rapidly towards the forest bottom. For a NT forest with NT radius \( R=0.1 \) µm at a distance of 10 µm from the top the impingement rate decreases by an order of magnitude (from 0.5
near the top to 0.02) and for \( R = 0.15 \ \mu m \) this decay is even more significant. These calculations show that majority of species impinge into the NT surface within several microns of the top and do not penetrate to the bottom of a NT forest of several dozens of microns in depth [14]. The distributions given in Fig. 2 may be well approximated by an exponential function, i.e. \( \text{0.5exp}(-x/\ell) \) with characteristic decay length \( \ell = 2-3 \) microns.

### 2.2 Metal nanoparticle mediated tip growth kinetics

Let us now consider NT forest growth for the case when metal particles are held on NT tips. Metal nanoparticles play multifold role in C NT growth: (i) nucleation, (ii) inhibition of NT end closure by pentagons and (iii) the selection mechanism which defines whether metal particles are held on NT tips or remain on the substrate. Nevertheless, the main pathway of C incorporation into NT corresponds to the C flux (i) impinging initially into the NT surface, (ii) diffusing over NT surface to the metal particle where the NT is rooted, and (iii) later diffusing through the particle to the NT edge. In order to reveal the interplay of SD diffusion over the NT surface and bulk diffusion through the metal particle we consider the initial NT growth stage when the NT forest length is much smaller than the ballistic penetration length and the C flux may be assumed to be constant over the NT surface. In this case, the kinetic equation for NT growth, formulated originally for SWNT growth [28], may be used including the number of atomic layers in the NT wall, \( N \), as:

\[
\frac{dL}{dt} = \frac{\Omega Q_c \tau_a \sinh(L / \lambda_D)}{N \left[ \sinh(L / \lambda_D) + \left( k \lambda_D / D_S \right) \cosh(L / \lambda_D) \right]}, \quad (4)
\]

where \( Q_c \) is the carbon flux density onto NT surface, \( \Omega \) is the area per one C atom in the NT wall, \( \lambda_D = (D_S \tau_a)^{1/2} \) is the surface diffusion length, \( D_S = a_0^2 v \exp(-\delta E_D / kBT) \) is the SD coefficient dependent on the activation energy of \( \delta E_D \), \( \tau_a = v^{-1} \exp(E_a / kBT) \) is the adsorption time dependent on the adsorption energy \( E_a \), and \( k \) is the kinetic constant of atom incorporation into NT wall. This constant is given by:

\[
k = a_0 / \tau_{inc}, \quad (5)
\]

where \( a_0 \) is the characteristic growth distance per one atom, and \( \tau_{inc} \) is the characteristic time, required for the adatom to transfer from the lateral surface onto the NT edge and to incorporate into it. In general, \( \tau_{inc} \) includes several steps. In the case of MWNTs growing with a metal particle attached to the end the slowest step is obviously defined by C atom diffusion from the edge of the external layer to the edge of the internal layer through the metal layer with thickness \( \delta \) corresponding to that of NT wall, \( \tau_{inc} = \delta^2 / D_b \), giving:

\[
k = a_0 D_b / \delta^2, \quad (6)
\]

where \( D_b = D_0 \exp(-\delta E_b / kBT) \) is the bulk diffusion coefficient with \( D_0 = 0.1-0.5 \text{ cm}^2/\text{s} \) and \( \delta E_b = 1.4-1.6 \text{ eV} \) for practical growth temperatures \( T = 1000-1500 \text{ K} \) [29].

![Fig. 3 MWNT length (a) and MWNT growth rate (b) for growth of 10 layer MWNT under control of bulk diffusion through the metal nanoparticle \( k \lambda_D / D_S \ll 1 \).](image-url)
In Fig. 3 we show the solution of Eq. (4) for $T=1300$ K and $Q_c=2\times10^{-19}$ 1/cm$^2$s (equivalent to $P_c=10$ Pa), calculated for $E_a=1.8$ eV and $\delta E_D=0.13$ eV [26] for two different modes corresponding to MWNT growth consisting of 10 atomic layers at the edge of which a metal particle is attached with diffusion coefficient corresponding to the (i) liquid metal $D_b=10^{-5}$ cm$^2$/s (solid line), and (ii) the solid metal $D_b=10^{-6}$ cm$^2$/s (broken line). For both cases considered in Fig. 3 the values of $\lambda D=0.2$ $\mu$m and $D_{b,1}=1.9\times10^{-3}$ cm$^2$/s, and the difference in growth behavior is caused only by the kinetic constant of incorporation, Eqs. (5). For MWNT growth with meta nanoparticle $k=1.2\times10^{-2}$ m/s (solid line) or $k=1.2\times10^{-3}$ m/s (broken line). Correspondingly, the growth of a MWNT with $kD/D_s<<1$ is controlled by C diffusion through the metal particle. The growth modes depicted in Fig. 3 agree well with experimental data [23], which show that the dependence of $L$ on time may be linear or exponential depending on the metal involved in the synthesis. The presence of the exponential dependence in MWNT growth [23], showing that in the initial stage $dL/dt \approx L$, is a clear experimental indication of the involvement of the SD in carbon NT growth.

2.3 Steady-state stage and temperature dependence of the growth rate

Let us consider steady state growth of the NT forest, taking into account the exponential decay of the impinging flux along the MWNT surface and also investigating how the MWNT forest growth rate depends on the temperature. We use here a one dimensional quasi-steady-state surface diffusion approximation:

$$D_s \frac{d^2n}{dx^2} + Q_c(x) - n / \tau_a = 0,$$

(7)

where $n$ is the surface concentration and $Q_c(x)$ is the C flux distribution along NT surface of defined by:

$$Q_c(x) = Q_c F_{gas}(x) = 0.5Q_c \exp(-x / \ell^*),$$

(8)

For the case when the metal particle is detached from the substrate and remains at the MWNT tip we use the following condition on the NT edge $x=0$:

$$D_s \frac{dn}{dx} = kn,$$

(9)

where the kinetic constant $k$ is defined by Eq. (6).

Assuming that the NT length is sufficiently high, i.e. $dn/dx=0$ at $x \to \infty$ we find an equation for the MWNT forest growth rate with metal nanoparticles on the tips:

$$dL/dt = \frac{0.5\Omega Q_c \tau_a k}{N(1 + \lambda D / \ell^*)(1 + k\lambda D/D_s)}.$$

(10)

In Fig. 4 we show the dependence of the dimensionless value of growth rate $V_N / (a_0Q_c \Omega)$ as a function of $T$ for 10-layer MWNT growth with a metal particle at the edge and parameters for diffusion coefficient $D_{b,1}=0.1$ cm$^2$/s and $\delta E_D=1.4$ eV, corresponding to a solid metal. The ballistic factor is estimated by Eq. (8) with typical values of $\ell^*=2\mu$m, 3 microns, which approximates well the distribution shown in Fig. 2. Both graphics shown in Fig. 4 exhibit a maximum in the growth rate near $T=1050-1100$ K agreeing with experimental data [18]. We are not able to compare absolute values of the growth rates because of the unavailability of measurements of real C fluxes impinging into the NT surface in the experimental study [18].

Fig. 4 MWNT growth rate as function of $T$.  
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3. THERMAL PHYSICS AND NT GROWTH DECELERATION EFFECT

The growth rate depends on $T$ and with increase in NT length the temperature at the tip may change from that of the substrate. The temperature distribution along an individual NT may be considered on the basis of the steady-state heat conductance approximation for thermally thin body:

\[
 k_s \frac{d^2 T}{dx^2} + \frac{1}{\delta} \left[ q(x) - \varepsilon \sigma T^4 - h_g(T - T_g) \right] = 0 ,
\]  

(11)

where $k_s = 250$-$400 \text{ W/m K}$ is the heat conductance, $q(x)$ is the distribution of heat sources including (i) all heat effects ongoing on the NT surface and (ii) local radiative flux from surrounding surfaces (substrate, neighboring NTs), seen from a particular point $x$, $h_g$ is the heat exchange with atoms of the inert gas proportional to the kinetic energy difference prior to and after the collision with the NT, $\Delta E_k = \frac{3k_B(T - T_g)}{2}$, and to the number of collisions per unit area $Q_g = \frac{P_g}{(2 \pi m_g k_B T)^{1/2}}$ for the buffer gas under the pressure $P_g$, giving:

\[
h_g = 3Q_g k_B / 2 ,
\]

(12)

Fig. 5 shows the temperature change on the NT tip for different NT lengths $L$ as a function of the ambient gas pressure at $T_g=300$ K. The radiative heating from the substrate and the neighboring NTs as well as from the surrounding cold wall reactor is approximated in Eq. (11) by:

\[
 q_r(x) = \left[ 1 - 0.5 \exp(-x / l^*) \right] \varepsilon \sigma T_s^4 + 0.5 \exp(-x / l^*) \varepsilon \sigma T_0^4 ,
\]

(13)

which is similar to the ballistic impingement function, Eqs. (8), due to the formal equivalency of the ballistic impingement and radiation flux incoming from the same solid angles. The problem is solved for black body approximation with the boundary condition $T=T_s$ at the NT root ($x=L$). Fig. 5 shows that with increase in the NT length the temperature decreases leading to deceleration of NT growth. Fig. 5 show what the temperature on the NT tip would be if the NT had the length of 10 or 30 microns. In reality, this figure shows that the NT may not reach this length because of the temperature fall on the tip. Many experimental studies on NT forest growth report growth rate deceleration when the NT forest length attains a level well similar to the heat conductance length: growth deceleration is reported in Ref. [18]; another study reports that, during synthesis the growth rate started to decrease for NT forest lengths over 30 microns [17]. Our model suggests that it is caused by the temperature decrease on the upper part of the NTs where we believe growth takes due to the lack of chemically active carbon penetration to the bottom of the forest several dozen microns in depth. A similar effect was recently observed and interpreted as a time dependence anomaly [20].

Fig. 5 Dependence of the temperature on the tip of 10 and 30 micron long NTs (10 atomic layers) as a function of $P_g$ (He) for $T_g=300$ K.
Fig. 5 suggests that the higher the pressure the smaller the length of the NT forest which may be grown. In particular, Fig. 5 shows that for $P_g=10^5$ Pa the maximal length of NT forest will be several microns and after that NT growth in the axial direction should stop because the NT tip will be "frozen". However, for NT forest dimensions of several microns C deposition may actually continue, leading to NT radial extension at the bases, where $T$ is kept close to $T_s$. This result of our model agrees well with the experimental results [12] on NT forest growth performed at atmospheric pressure. Even a moderate temperature change on the NT tip is able to decrease significantly the diffusion time through the nanoparticle body, leading to the precipitation of C on the upper part of the metal nanoparticle, growth termination or a change of growth mode.

4. SUMMARY

The considered model does not take into account several microenergetic parameters, which define chemical kinetics transformation of hydrocarbon species on the surface of the NT and on metal nanoparticle. These parameters including chemisorption of different carbon species on the surface of the NT and metal nanoparticle, and activation energies of dehydrogenation, are not available, preventing a more comprehensive analysis. Determination of these surface chemistry parameters would allow a significantly deeper insight into this subject. The determination of such parameters will also significantly increase the predictive value of this model which even in its present simplified form generally agrees with experimental observations and allows clear interpretation of many effects.
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Abstract
A detailed analysis of nanotube nucleation from graphitic nanofragments by thermal vibration via the interaction with amorphous carbon, fullerene-like and carbonized metal catalyst nanoparticles is given predicting a variety of nanotube chiralities observed experimentally. The issue of kinetic selection between (i) carbon nanosheet wrapping around the metal nanoparticle, (ii) NT growth from the nanoparticle surface by the root mechanism and (iii) metal nanoparticle surface being covered by an amorphous carbon layer is considered. The temperature fall rate and the heat dissipation by the inert gas are shown to play a crucial role in providing conditions for the root mechanism of NT nucleation. At low inert gas pressure the heat dissipation is very slow and the time required for particle cooling and C segregation is comparable with the characteristic time of C impingement into the surface from vapor. Under these conditions nanoparticles will be covered by C impinging from the vapor, and the root mechanism of NT nucleation is inhibited. In this case the nanoparticle provides a template for carbon condensation which can lead to the formation of a graphitic layer and nanoring nuclei wrapped around the nanoparticle. However, at inert gas pressures >0.1 bar the characteristic time for metal-carbon nanoparticle cooling becomes much lower than the characteristic impingement time of C from vapor providing conditions for NT nuclei formation by the kinetic pathway of C segregation from metal particle and root mechanism.
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ABSTRACT

The electrochemical response to Cd$^{2+}$ ions on an electrode of carbon nanotubes functionalized with carboxylic acid group was studied mainly by use of cyclic voltammetry in aqueous sodium sulfate. A well-defined quasi-reversible voltammograms for the Cd$^{2+}$/Cd redox couple were shown on the carbon nanotube electrode, and the anodic and cathodic peak potentials were $-0.67$ V and $-0.92$ V vs. SCE at a scan rate of 50 mVs$^{-1}$, respectively. Both anodic and cathodic peak currents depended linearly on the square root of the scan rate over the range of 0.05-0.8 Vs$^{-1}$. Such linearity indicated that the reaction rate was limited by semi-infinite linear diffusion of the analyte to the interfacial reaction zone. The electron-transfer and diffusion coefficients for Cd$^{2+}$/Cd were evaluated from the dependence of the voltammograms on the potential scan rate and concentration of analyte.

Keywords: carbon nanotubes; cyclic voltammetry; cadmium chloride; electron-transfer rate coefficient; quasi-reversibility

INTRODUCTION

Carbon nanotube (CNT) has attracted the attention of many scientists worldwide. The small dimensions, strength and the remarkable physical properties of these structures make them a very unique material with a whole range of promising applications (ref. 1 to 4). Due to their atomic structure, carbon nanotubes behave electrically as metal or as a semiconductor (ref. 5 to 7). The subtle electronic properties suggest that carbon nanotubes have the ability to promote electron-transfer reactions when used as an electrode in chemical reactions (ref. 8). But as a nanotube is such an unusual macromolecule, it leads to indissolubility. However, chemical reactions might happen on nanotubes when some changes in the structure of nanotubes take place and some active functional groups appear on it, such as hydroxyl and carboxyl (ref. 9 to 11). Our previous investigation has demonstrated (ref. 12), with a high aspect ratio, the modified CNT films have a much larger surface area than conventional electrodes such as glassy carbon (CG) electrode and highly oriented pyrolytic graphite (HOPG) electrode, and it results in a large charge current on CNT electrode. The carboxyl-modified CNT electrode showed high electrochemical activity. An electroanalytical application of this new electrode material was highlighted.

Cadmium is one of industrial toxic element and is widely found in our environment, which usually exists in a form of inorganic compounds. It has been reported that cadmium chloride can cause damage to liver, lung and kidney in human body. Moreover, it induces disorder of energy metabolism and endocrine function by poisoning endocrine gland such as sex gland, thyroid gland and adrenal gland. However, in many cases, a process of physical
system invaded by toxic element is electrochemical reaction process. In order to know clearly how cadmium ion acts in physiological system, a reliable electrochemical analysis for trace levels of cadmium chloride is needed.

In this work, we have investigated the behaviors of Cd$^{2+}$ ion in NaSO$_4$ solution at the carboxyl-modified CNT electrode and a well-defined quasi-reversible voltammograms are shown for the Cd$^{2+}$/Cd redox couple. The equilibrium redox potential of the Cd$^{2+}$/Cd couple was derived from the cyclic voltammograms. The electron-transfer and diffusion coefficients for Cd$^{2+}$/Cd and were evaluated from the dependence of the voltammograms on the potential scan rate and concentration of analyte.

**EXPERIMENTAL**

All the reagents used were of analytical grade. All solutions were prepared in deionized distilled water and all experiments were carried out at room temperature (ca. 23 ± 2 °C).

Cyclic voltammetric experiments were performed using a Microcomputer-based Electrochemical Analyzer (LK98BII, home made) with a conventional three-electrode cell. The working electrodes were the modified CNT electrode, the auxiliary electrode was a platinum electrode, and a saturated calomel electrode (SCE) was used as the reference electrode.

FTIR spectra (MAGNA-IR 550, USA) was used to characterize the modified CNTs.

Carbon nanotubes were synthesized by hot filament chemical vapor deposition and then were modified by concentrated nitric acid. The details of the fabrication and modification have been reported elsewhere (ref. 12). The only difference is that we prolonged the ultrasonic dispersing time to 10 min and controlled the temperature at 40 °C during the dispersing process.

![Figure 1. FTIR spectra of the CNTs before (bottom) and after (top) the modification.](image)

The modified CNT electrode was prepared by sonic dispersing the modified CNTs in DMF to give a black solution, then depositing them on the surface of insulated substrate. Ohmic contacts for the planar electrodes were made in the front side of the films with silver paste. The electrodes were mounted with epoxy. Film thickness was...
approx. 20 \mu m and resistivity was about 350 \Omega \cdot cm. The apparent geometric area of the working electrode was estimated to be 0.126 cm².

RESULTS AND DISCUSSION

CHARACTERISTICS OF THE ELECTROACTIVE GROUP

The morphology of the modified CNTs is characterized by transmission electron microscopy (TEM) image. The average diameter of the CNTs is about thirty nm from TEM (not shown here). The end of the CNT is opened and there are a few defects on the wall that might be attributed to the treatment with nitric acid. We assume that some functional groups might have been grown on the end and defects sites, which can greatly enhance the solubility and electrochemical activity of the CNTs. In order to study which group appears on the modified CNTs, the FTIR experiment is performed on the solid CNTs with potassium bromide. From figure 1 (top) we can see the appearance of peaks corresponding to the carboxylic acid group: $\nu_{\text{C}=\text{O}}$, at 1730 cm$^{-1}$, and the two peaks due to the couple of C-O stretch vibration $\nu_{\text{C}-\text{O}}$ and OH bend vibration $\delta_{\text{OH}}$, at 1380 cm$^{-1}$ and at 1260 cm$^{-1}$, which is in accordance with literature (ref. 13,14).

CYCLIC VOLTAMMETRY

Cyclic voltammetry analysis has been used to characterize CNT electrodes in past few years. Most of these CNT electrodes are formed casting CNTs on traditional electrodes, such as Au, Pt, GC and HOPG electrodes (ref. 13,15,16), as a kind of modified electrode. However, our electrode is pure CNT electrode different from other CNT electrodes.

Figure 2. Cyclic voltammograms for five cycles (A) and different scan rates (B) at the CNT electrode in 2 m mol L$^{-1}$ CdCl$_2$ / 0.5 mol L$^{-1}$ Na$_2$SO$_4$.

Figure 2. (A) shows the cyclic voltammetry for our carboxyl modified CNT electrode in 2 m mol L$^{-1}$ CdCl$_2$ with supporting electrolyte of 0.5 mol L$^{-1}$ Na$_2$SO$_4$ at scan rate of 100 mV s$^{-1}$. From this, we can see that the redox reaction...
Cd^{2+} + 2e^- \rightarrow Cd, oxidation and reduction peak potentials are at –0.645 V and –0.953 V, respectively. The curves are almost repeatable, which indicates the advantages of the CNT electrode in electroanalysis. Cyclic voltametric behaviors under different scan rates are presented in Figure 2. (B). From the further study, we can obtained that the peak currents are increased linearly with square root of scan rate, only with a small non-zero intercepts. The cathodic peak current is

\[ I_{pc} = -0.039 + 1.105 \sqrt{v}, \quad r = 0.998, \]  

(1)

where, \( v \) is scan rate and \( r \) is linear correlation coefficient. This predicts that the cathodic reaction is under control of the diffusion of Cd^{2+}. A similar conclusion can be obtained for anodic reaction process. The voltametric study has shown that the reaction at the CNT electrode may be analyzed by the quasi-reversibility criteria: \( I_p \) increases with \( v^{1/2} \) but do not completely keep proportionality; \( \Delta E_p \) is larger than 60/n mV and increases with \( v \).

For Nernstian systems, the peak current can be described as (ref. 17)

\[ I_p = (2.69 \times 10^3)n^2AD_j^2C_j^*v^{1/2}, \]  

(2)

at 25 °C, for \( A \) (the effective area of electrode) in cm^2, \( D_j \) (diffusion coefficient of species \( j \)) in cm^2 s^-1, \( C_j^* \) (bulk concentration of species \( j \)) in mol L^-1 cm^-3, \( v \) in V s^-1 and \( I_p \) in amperes. If a small non-zero intercepts in (1) is neglected and we assume that equation (2) still suits the redox species of Cd^{2+}/Cd, we can calculate the diffusion coefficient \( D \). But first, we have to calculate the effective area of the CNT electrode \( A \) here from the result of our other experiment of Fe^{3+}/Fe^{2+} in 1 mol L^-1 HClO_4 and diffusion coefficient of Fe^{3+}/Fe^{2+} in the same solution (ref. 18). Then the diffusion coefficient of Cd^{2+} in 0.5 mol L^-1 Na_2SO_4 is estimated as \( D = 3.64 \times 10^{-6} \) cm^2 s^-1.

Figure 3. The difference between the anodic and cathodic peaks \( \Delta E_p \) (A) and kinetic parameters \( k^0 \) (B) as a function of scan rate for the CNT electrode in 2 m mol L^-1 CdCl_2 / 0.5 mol L^-1 Na_2SO_4.

Figure 3. (A) shows that the separation \( \Delta E_p \) is associated with the rate of electron transfer kinetics at the CNT electrode surface. For quasi-reversible reactions \( I_p \) is not proportional to \( v^{1/2} \), as is observed by reversible and irreversible reactions, where \( k_0 \) can be evaluated directly from this relation. The treatment of systems called quasi-reversible is associated with reactions that show electron transfer kinetic limitations where the reverse reaction has to be considered. The results presented in our experiments have led us to conclude that this is the more suitable treatment for such CNT electrode for the redox systems studied, mainly due to the range of \( \Delta E_p \) obtained as a function of scan rate.
The evaluation of the parameter $k^0$ as a function of $\Delta E_p$ is performed by using the curve of the dimensionless parameter $\psi$ (ref. 17). The results obey the validity domain for typical values presented in the literature, where $\psi$ is defined by:

$$\psi = \frac{(D_o/D_R)^{1/2} k^0}{[D_o \pi v (nF/RT)]^{1/2}}.$$  \hspace{1cm} (3)

Some approximations are made, by considering the diffusion coefficient $D_o = D_R$ and $\psi$ becomes independent of the transfer coefficient $\alpha$. The other parameters used are the Faraday constant $F$, the scan rate $v$, the number of electrons evolved in the reaction $n$, at $T = 298$ K. A table of typical results of $\psi$ dependence on $\Delta E_p$ is obtained in reference (ref. 17). This method is very useful in estimating $k^0$ for quasi-reversible reaction by determining the variation of $\Delta E_p$ with $v$, and from variation of parameter $\psi$. From equation (3) $k^0$ is obtained as a function of scan rate as shown in figure 3. (B). There is a maximum of kinetic parameter $k^0$ at scan rate of 50 mV s$^{-1}$ and as the scan rate increases, the $k^0$ decreases and goes to be a constant.

CONCLUSION

The CNTs, treated by concentrated nitric acid and characterized by FTIR spectra, were used as electroanalytical electrode to investigate the electrochemical behaviors of 2 m mol L$^{-1}$ CdCl$_2$ in 0.5 mol L$^{-1}$ Na$_2$SO$_4$. The electrochemical study has shown that redox reactions of Cd$^{2+}$/Cd system at the CNT electrode follow the quasi-reversibility criteria. Both anodic and cathodic peak currents are as a linear function of square root of scan rate, which indicates that the redox processes are controlled by diffusion of the species. The diffusion coefficient has been calculated for cathodic reaction. We also observed that the electron-transfer rate coefficient $k^0$ for the system is as a function of scan rate and has a maximum at scan rate of 50 mV s$^{-1}$. From the results, the CNT electrode as an electroanalytical electrode is highlighted.
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ABSTRACT

Structural characteristics of carbon nanofibres synthesised using radio frequency plasma enhanced chemical vapour deposition (PECVD) and radio frequency assisted microwave PECVD at room temperature were determined using transmission electron microscopy and Raman analysis. The material was generated by the catalytic growth of carbon nanofibres at room temperature using an industry standard radio frequency (13.56 MHz) PECVD and custom designed microwave combined radio frequency PECVD. The thermal energy requirements for the growth were substituted by plasma decomposition of methane upon a nickel catalyst. Room temperature synthesis conditions offer the advantage of growing carbon nanofibres and nanotubes on different temperature sensitive substrates, such as organic materials, plastics and other polymers over relatively large areas. Carbon nanofibres grown using radio frequency combined microwave PECVD exhibit branching during the growth thus forming "Y"-shaped junctions. The interconnecting networks formed by the branched carbon nanofibres could be useful for nanoelectronics applications. The characteristic D and G peaks were observed in the Raman spectra and their intensity ratio and peak width were compared. Electron microscopy analysis provides evidence for a "tip" growth model, with the nickel catalyst particle attached to the tip of the nanofibre.

Keywords: Carbon nanofibres, PECVD, Raman spectroscopy.

INTRODUCTION

Carbon nanotubes (CNTs), first reported by Iijima in 1991 (ref. 1), have been synthesized in a carbon arc-discharge and since then other authors have reported the growth of CNTs from an arc-discharge (ref. 2, 3) and other methods have been developed to synthesize nanotubes. CNTs have also been produced by vaporization processes using lasers (ref. 4, 5), electron beams (ref. 6) and solar energy (ref. 7). Catalytic pyrolysis and chemical vapour deposition of hydrocarbons (ref. 8, 9) are now widely used for carbon nanotube growth as simple and efficient methods. In addition to CNTs, similar methods have been used for the synthesis of carbon nanofibres (CNFs), also known as carbon filaments since the early 1950's (ref. 10). CNFs can be grown using catalytic decomposition of hydrocarbons over transition metal particles such as iron, cobalt, nickel, and their alloys at temperatures ranging
from 500 to 1000 °C (ref. 11). A microwave plasma enhanced chemical vapour deposition (PECVD) process, used for the preparation of diamond and diamond-like carbon films, has been developed successfully for the growth of CNTs and CNFs (ref. 12 to 17). Recently we have published the first evidence of carbon nanofibres growth at room temperature using radio frequency PECVD (r.f. PECVD) (ref. 18).

Raman spectroscopy is one of the most sensitive methods for studying carbon materials, providing very important information on the microstructure and crystalline ordering of carbon materials (ref. 19). Crystalline perfection can be characterised using Raman spectroscopy, as Raman scattering from perfect crystals is limited to contributions from Raman active zone-centre modes. Raman spectra are very sensitive to changes in translational symmetry and thus are useful for the study of disorder and crystallite formation in carbon materials. The Raman spectrum of carbon nanofibres shows features common to the spectra of any graphite-like material with characteristic G and D peaks or bands at about 1580 cm\(^{-1}\) and 1355 cm\(^{-1}\) respectively (ref. 20). The G and D peaks are attributed to sp\(^2\) sites only. The G peak is due to the bond stretching of all pairs of sp\(^2\) atoms in both rings and chains (ref. 21).

EXPERIMENTAL

Two different apparatus were used for PECVD of CNF, one using radio frequency PECVD and the other a radio frequency combined microwave PECVD system. The radio frequency PECVD system used for carbon nanofibre growth was an industrial standard Plasma Technology DP800, widely used for thin film growth in the semiconductor industry. It was operated at a radio frequency of 13.56 MHz and 200W power with a 1000 mTorr process pressure. Methane gas (99.999% purity), with flow rate of 30 sccm, was used for plasma glow discharge and nickel powder was used as a catalyst for CNF growth. Approximately 50 mg of the nickel powder catalyst (4-7 \(\mu\)m in diameter) was dispersed as a uniform thin layer on the top of a graphite, silicon wafer, glass or plastic foil substrate on the lower earthed electrode. Experiments were performed at temperature 30 °C for 15 min durations. The radio frequency assisted microwave PECVD system was custom designed for reactive ion etching and PECVD. Carbon nanofibre growth in radio frequency combined microwave PECVD was performed with 100 W radio wave (13.56 MHz) power and microwave (2.45 GHz) power ranging from 250 to 850 W with methane gas (99.999% purity, 70 sccm flow rate) as the carbon source and nickel powder (4-7 \(\mu\)m in diameter) as the catalyst. Experiments were run for 15 minutes at a process pressure of 12 mTorr. In order to achieve room temperature growth conditions the substrate was placed on a water-cooled sample holder and heated directly by plasma without any other heating source.

The characterisations of the nanofibres were conducted using conventional scanning electron microscopy (SEM) on the Hitachi S 3200 N and the S 4000, and transmission electron microscopy (TEM) on the Philips CM 200, operating in high-resolution mode for bright field imaging equipped with a Gatan Imaging Filter GIF2000. Raman analysis was performed using a Renishaw RM 1000 Raman Microscope.

RESULTS

A TEM image of carbon nanofibre obtained at room temperature using r.f. PECVD with a nickel catalyst particle at the tip is shown in Fig. 1a. Electron microscopy analysis has shown that the average length of the CNF is between 0.5 and 5 \(\mu\)m with a thickness from 30 to 100 nm. CNF diameter distribution analysis has shown that average diameter is about 50 nm\(^{(18)}\). The nanofibres are produced in clumps originating from the surface of the catalyst particles. Catalyst particles were observed on the tip of CNF indicating the tip growth model (ref. 11). Poorly ordered graphene layers are characteristics of all PECVD grown CNF. In a majority of observed CNF graphene layers are parallel to the surface of catalyst particle at the tip and in a cup-stacked arrangement.

Variations in carbon nanofibres produced by radio frequency combined microwave PECVD are much greater compared to carbon nanofibres grown by radio frequency PECVD in terms of diameter and shape. In addition to the well known whisker-like and bi-directional morphologies CNF grown by the radio frequency combined microwave PECVD method have shown branching during the growth, which results the formation of “Y”-shaped junctions. Two CNF “welded” together forming a “Y” junction is shown in Figs. 2a. The image shown is slightly under focused in order to show the contrast between carbon nanofibre edges and channel better.
Both samples studied exhibit mainly G and D Raman bands. G-bands at about 1580 cm\(^{-1}\), correspond to the Raman-allowed E\(_{2g}\) mode called the graphite mode. The D-band, at about 1355 cm\(^{-1}\), represents the contribution of disordered graphitic material. Amorphous carbon deposits on the surface of as-grown carbon nanofibres induce the large intensity of the D-band. The Raman spectrum of carbon nanofibres synthesised at room temperature using PECVD have shown broad overlapping G and D peaks indicating imperfectly crystalline graphene layers characteristic of CVD grown carbon nanofibres. Lorentzian peak fitting routines were used to establish peak frequencies and relative intensity ratios. Raman spectra of carbon nanofibres synthesised at room temperature (30 °C) is shown in Figure 3a. The G peak is around 1584 cm\(^{-1}\), and the D peak around 1350 cm\(^{-1}\). The ratio of intensities of the G and D peak is I\(_G\)/I\(_D\) = 1.041. Carbon nanofibres synthesised at a higher microwave power of 840
W have shown overlapping G and D peaks at around 1592 cm⁻¹ and 1356 cm⁻¹, respectively with I_G/I_D = 1.23 (Fig. 3b).

![Graph showing Raman spectra of carbon nanofibres](image)

**Figure 3.** Raman spectra of carbon nanofibres synthesised using (a) r.f. PECVD, P_{RF}=200W, CH₄, 30 sccm at T=30 °C, I_G/I_D = 1.041, (b) r.f. combined MW PECVD P_{RF}=100W, T=24 °C, CH₄, 70 sccm at P_{MW}= 840 W, I_G/I_D = 1.232.

**CONCLUSION**

Carbon nanofibres synthesised at room temperature using two different methods r.f PECVD and microwave combined r.f. PECVD, with nickel powder catalyst and methane as the carbon source, have shown very similar structural properties.

Comparison of Raman spectra shown in Fig. 3 for the two different PECVD methods give very similar degrees of structural perfection. The ratio of G and D peak intensities for microwave PECVD grown CNF (I_G/I_D =1.232) is higher compared to this ratio for r.f PECVD grown CNF (I_G/I_D =1.041). This could be an indication of the higher degree of crystalline perfection of carbon nanofibres synthesised using microwave combined r.f. PECVD. But, based on the half width Lorentzian peak comparisons, the carbon nanofibres exhibit similar G peak half widths (w_G=84).
CNF grown by the radio frequency supported microwave PECVD method have shown the remarkable characteristic of branching during the growth and “Y”-shaped junctions have been formed. The synthesis of connections between two or more CNF is an important step in the development of carbon nanofibre networks by creating interconnections for nanometer scale. These structures could be important from an electrical connectivity point of view or a three dimensional structural integrity.
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New superhard phase of single wall carbon nanotube (SP-SWNT) has been compared experimentally with 3D polymeric phases of analogous carbon cluster - fullerene C_{60} (both SWNT and C_{60} composed from curved graphene sheets). Mechanical properties of material composed from the polymerized clusters are determined by properties of the cluster. The 3D carbon nanocluster polymers were studied both in situ under pressure in a shear diamond anvil cell and after pressure release. Information about bulk modulus was derived from the pressure dependence for the phonon mode in high-energy range of the Raman spectra (i.e. the band 1594 cm^{-1} for SP-SWNT and 1570 cm^{-1} for 3D polymer of C_{60}). This mode is similar for both materials: it is the bond-stretching mode of pair of carbon sp^2 atoms, it is building bond for the clusters and in general it does not require the presence of graphitic structure and lies in the range 1500-1630 cm^{-1}.

In present study the Gruneisen parameter for 3D fullerite polymer was estimated experimentally using available experimental and theoretical data for bulk modulus of ultrahard fullerite (540 to 800 GPa depending on structure and synthesis conditions). The reasonable value for the fullerite Gruneisen parameter is the same as for the graphene sheet (1.1). The same value was used for the present estimation of bulk modulus of SP-SWNT (465 GPa). The value is close to diamond and consistent with theoretical calculations 420 GPa (L.A. Chernozatonskii et all. JETP Letters, 74, 467 (2001)). In addition to high bulk modulus SP-SWNT reveals superhard properties: its hardness (62 to 150 GPa) belongs to the range between cubic BN and diamond.

Self-consistency of the experimental data and their correspondence with theoretical calculations gives base for an estimation and prediction of mechanical properties of new carbon nanocluster-based polymeric materials.
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ABSTRACT

A Stone-Wales (SW) defect is a dipole of 5-7 ring pair in graphite networks. A SW defect has a strong effect on the mechanical properties of carbon nanotubes (CNTs), and is in fact one of most important defective structures in CNTs. Using first-principles methods, we calculated the interaction of SW defects with a series of foreign atoms that had been used as catalysts for the growth of CNTs, including Fe, Ni, Co, Ti, Cu, Al, Mg, and Mo. It was found that the adsorption of most of these foreign atoms at SW defects is energetically preferred when compared with a defect-free structure, and that transition metals generally have a strong attractive interaction with CNTs due to the unfilled 3d shells.

Keywords: Carbon Nanotubes; Stone-Wales Defect; Atomic Adsorption; First-Principles Calculation.

1 INTRODUCTION

CNTs are unique nanostructures with remarkable electronic and mechanical properties. Many potential applications of CNTs rely on the interaction between foreign atoms and carbon atoms in the tubes. One potential application of CNTs is the reinforcement of composite materials, and the performance of a CNT-reinforced composite system depends critically on the interaction and bonding between CNTs and the matrix materials. The metal catalysts play an important role in the growth of CNTs (ref. 1 to 2); however the mechanisms of metal catalysts in the growth of CNTs are still not clearly understood. In the development of nano-electronic devices, the contacts between a metal wire (Cu, Au, Al, or Ti) and a carbon nanotube can change the electronic transport characteristics of the tube (ref. 3 to 4). On the other hand, defects such as non-hexagonal rings, kinks, Y-junctions, impurities and incomplete bonds may be present in CNTs (ref. 5 to 6). It is hoped that the defective structures may affect the interaction between foreign atoms and CNTs, resulting in an increase in the adsorption capacity of some foreign atoms such as hydrogen and lithium, or an improvement of the bonding strength between CNTs and the polymer matrix, or a change in the electronic property of the tubes. Using first–principles methods, we studied the interaction between a SW defect and some foreign atoms such as H, B, C, N, O, F, P, Si, Li and Na (ref. 7). In this paper we report our study of the interactions between a SW defect and other interesting foreign atoms such as Fe, Ni, Co, Ti, Cu, Al, Mg, and Mo.

2 MODELING AND METHODOLOGY

The Stone-Wales defect (ref. 8 to 9) is one of the most important defective structures in CNTs. Thrower pointed out a possible 5-7 ring defect in graphite (ref. 10). Stone and Wales showed that a dipole consisting of a pair of 5-7 rings can be created by rotating a C-C bond in the hexagonal network by 90°. Such a dipole was later called a Stone-Wales (SW) defect. The structure of a SW defect is simple, and it possesses relatively low formation energy. Fig. 1 shows one result of our molecular dynamics simulation on a (20,20) carbon nanotube using a bond-order potential (ref. 11). In this simulation, the initial defect-free structure was annealed at 5000 K for 25ps, and then relaxed to an
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equilibrium state. It can be seen that the SW defects are the only defects that appear after this annealing process.

Fig.1. Stone-Wales defects in a (20,20) single-walled CNT generated by annealing at 5000 K.

2.1 Cluster model

The cluster model used in the current calculation consists of 81 atoms, 80 of which are carbon atoms forming a flat graphene sheet, and one a foreign atom. Two types of cluster models are investigated: one in which a SW defect is embedded, and the other is defect-free (Fig.2). In the current calculation, the effect of wall bending and chirality on CNTs has been neglected. For the defect-free model, the foreign atom is placed over the sheet in some symmetrical positions, namely, over a carbon atom, or over a bond, or over the center of a hexagonal ring (Fig.2 (a)). For the cluster model in which a SW defect is embedded, the foreign atom is placed over the center of a heptagon or pentagon ring respectively, or over the center bond (Fig.2 (b)). The binding energy of a foreign atom to a CNT at a distance R from the wall of graphene sheet can be calculated by

\[
E_{\text{bin}}(R) = E_{\text{Cluster}}(R) - E_{\text{tot}} - E_{\text{Im purity}}
\]

where \( E_{\text{Cluster}} \) is the total energy of the cluster, including all 81 atoms; \( E_{\text{tot}} \) is the total energy of the 80 carbon atoms in the graphene sheet only; and \( E_{\text{Im purity}} \) is the total energy of the foreign atom at the free state. By changing the value of R in small steps, we may obtain the function \( E_{\text{bin}}(R) \).

Fig. 2. Model clusters: (a) defect-free cluster, (b) Stone-Wales defect embedded cluster. 1, 2 and 3 in (a) correspond to positions of over-ring, over-bond and over-atom, respectively.

2.2 Methodology

In this study, two methods were adopted in the calculation of total energies. One is the discrete variational method (ref. 12) in which the molecular eigenfunctions are obtained by linear combinations of atom orbitals (LCAO). These orbitals are obtained by numerically solving the Hartree-Fock for a free atom with a set of discrete sample points. The non-local exchange-correlation operator of the
Hartree-Fock equation is approximated by a local exchange-correlation Barth-Hedin potential. The matrix elements of the Hamiltonian and overlap operators are calculated by a three-dimensional Diophantine numerical integration. The chosen convergence criterion is that the difference between two consecutive values of the charge self-consistent integration should be less than $10^{-4}$. Another method is to use a commercial package, HyperChem\textsuperscript{TM}. In this case, an empirical Amber94 force field was chosen for the geometrical optimization and a semi-empirical PM3 method was used for the calculations of single-point energy (ref. 13 to 14). The convergence criterion is that the difference between two consecutive values of charge self-consistent integration should be less than $10^{-3}$. The models and methodologies were validated by comparing the results of our calculations on the binding energy of a carbon atom within the graphene sheet, as well as on the formation energy of a SW defect against other experimental and theoretical data in the literature (ref. 15 to 16).

3 RESULTS AND DISCUSSION

In an early report (ref. 7), we had investigated the interaction of a SW defect with 10 light foreign atoms; i.e., H, B, C, N, O, F, Si, P, Li, and Na. It was found that, of the 10 foreign atoms studied, the introduction of SW defects would only benefit the adsorption capacity of B, N, F, and Si. In the current study, we selected the following eight metals that have been used as catalysts in the growth of CNTs: Al, Mg, Ti, Fe, Co, Ni, Cu, and Mo. As an example, Fig. 3 shows the binding energy of these foreign atoms at the over-bond position as a function of the distance between the wall of a defect-free graphene sheet and the foreign atoms. Usually, a minimum in the binding energy curve may be found at a distance of a couple of angstroms away from the graphene sheet. We call this minimum the cohesive energy, and it is a key indicator of the absorbing tendency of a foreign atom to CNTs.

![Fig. 3 Binding energies at the over-bond position in a defect-free cluster.](image)

A positive value for cohesive energy indicates that an external force is required for the adsorption of foreign atoms on CNTs, while a negative value implies a spontaneous attraction between the graphene sheet and the foreign atom. It was found that the cohesive energy of these foreign atoms at an over-atom position is mostly higher than that at the other two positions, except for Co. This is reflected in Fig. 4 for a defect-free graphene sheet. Among the eight metal atoms studied, only Mo and Ti always exhibit a positive cohesive energy, which indicates that there was no bonding of these metal atoms to CNT. However, this situation may change if a cluster of Mo or Ti atoms is involved in the interaction.

Ti, Fe, Co, Ni, and Cu are transition metals. From Ti to Cu, the cohesive energy first decreases and then increases as the number of d electrons increases. A minimum is found at Co with a half-filled d band, showing a strong attractive interaction with CNTs. Considering all symmetric positions, one can see that the cohesive energies for Fe, Co, and Ni are relatively low; therefore, these metals may show a strong attractive interaction with CNTs and they are often used as catalysts for the growth of CNTs (ref. 1 to 2).

Al and Cu also have low cohesive energies for some symmetric positions. The low cohesive energy of Al may be due to its single valence electron in the 3p shell, which can result in some degree of hybridization between the Al and C atom. Charge transfer and hybridization between the Al cluster and CNT have been reported in the literature (ref. 3). It was observed (ref. 4) that a chain of Cu atoms could change the electron transport characteristics of a carbon nanotube through nanotube-metal
contact by forming a weak ionic bonding between the copper cluster and tube. The cohesive energy of Cu in our study agrees well with that of reference 4. Mg has a relatively higher binding energy than Fe, Co, Ni and Al, possibly due to the fact that it has no p or d valence electron.

Fig. 4 Cohesive energies at different symmetric positions on a defect-free graphene sheet.

With the introduction of a SW defect in the graphene sheet, a pair of pentagon and heptagon rings has been created. Fig. 5 (a) shows a comparison of the cohesive energy for foreign atoms over the center of pentagonal, hexagonal and heptagonal rings, respectively. Foreign atoms at a heptagon-site possess the lowest cohesive energies. The cohesive energy of a Ti atom at hexagonal and heptagonal rings is close to zero, indicating a weak interaction with the graphene sheet, as compared to all other metals. However, the presence of a heptagon reduces the cohesive energy of Ti to a negative value, which would improve the adhesiveness of Ti to CNT wall. Fig. 5 (b) compares the cohesive energies of eight foreign atoms to a graphene sheet with and without an embedded SW defect. One can see that, in most cases, the SW defect results in the lowest cohesive energies.

Fig. 5 (a) A comparison of cohesive energy of foreign atoms absorbed at the center of a pentagon, hexagon and heptagon, (b) A comparison of the minimum cohesive energy of foreign atoms to the graphene sheet with and without an embedded Stone-Wales defect.

4 CONCLUSIONS

First-principles methods have been applied to study the interaction of Stone-Wale defects in a carbon nanotube with eight different metal atoms. The results show that:
(1) The adsorption of these foreign atoms over a heptagon is energetically preferred when compared with other symmetric positions.
(2) For transition metal atoms, the cohesive energy is mostly negative, indicating a strong attractive interaction and bonding with CNTs due to the unfilled 3d shell.
(3) Mo has no bonding with CNTs due to large positive cohesive energies at all symmetric positions.
(4) The cohesive energy of Ti is close to zero, implying a weak interaction with CNTs, while the presence of a SW defect may increase the adsorption capacity of Ti on CNTs.

(5) SW defects generally reduce the cohesive energy of all metal atoms studied.

ACKNOWLEDGMENT

This work was funded by a research grant from The Hong Kong Polytechnic University (A-PE54).

REFERENCES

ABSTRACT

Carbon nanotubes (CNTs) are expected to be a new functional material. We fabricated polystyrene (PS) matrix composites filled with multi-walled carbon nanotubes (MWCNTs) and vapor grown carbon fibers (VGCFs). The concentration of the fillers in the composites was varied from 0 to 50 wt%. Specimens were fabricated by injection molding and friction coefficient and wear resistance of the surface of the molded specimens were measured using a ball-on-disk friction tester. In the case of VGCF/PS composites, the friction coefficient decreased with increasing the filler concentration, although the surface roughness increased with the filler concentration. Finally, the friction coefficient decreased from $\mu=0.45$ to $\mu=0.2$ when VGCF concentration was 50wt%. In the case of MWCNT/PS composites, the friction coefficient was almost same as that of bulk polystyrene when the MWCNT concentration was 30wt%. The change in the friction coefficient of CNT/PS composites was discussed in terms of the surface roughness, CNT contact area and Young’s modulus. The specific wear rate of CNT/PS composites was also measured. The wear rate of MWCNT was $2.0\times10^{-7} \text{ mm}^3/\text{N}$, that is eight-fold smaller than VGCF/PS composites.

Keywords: carbon nanotube (CNT), vapor grown carbon fiber (VGCF), injection molding, polymer matrix composite, friction coefficient, wear resistance

INTRODUCTION

Carbon nanotube (CNT) (ref. 1) is expected as one of the most important material in the 21st century. CNT has a very detailed diameter as 1/1000 as conventional carbon fibers, but its aspect ratio is almost same as conventional carbon fibers. It also has outstanding properties such as high mechanical strength, high Young's modulus and high electrical conductivity (refs. 2 to 4). By adding CNTs as fillers to plastics and fabricating by injection molding, it is expected that the mechanical and electrical properties of molded composites are improved with small amount of fillers in comparison with the conventional fillers (refs. 5 to 9). Moreover, if CNTs were sticking out from the surface of the molded composites, it is also expected that friction coefficient and wear resistance could improve by reduction of contact area. However, only a few results have been reported on the injection molding of polymer matrix composites filled with CNTs.

The objectives of this study are fabricating CNT/polymer composites to thin plates by injection molding and evaluating friction properties such as friction coefficient and wear resistance. The effects of filler content on these properties were discussed, and the friction mechanisms of the CNT/PS composites were considered.

EXPERIMENTAL

Multi-walled carbon nanotube (MWCNT: Frontier Carbon Technology Project) was used as fillers to the composites in this study, and vapor grown carbon nano fiber (VGNF: Showa Denko K.K.) and vapor grown carbon fiber (VGCF: Showa Denko K.K.) were also used. SEM images of MWCNT and VGCF are shown in Fig.1. These images show that MWCNTs are curly and the dispersion of the diameter of MWCNT seems to be larger than that of VGCF. Conductive carbon black and PitchCF were also used for comparison. Table 1 shows the properties of the carbon fillers used in this study. An injection molding grade polystyrene (PS: STYRON 679) was used as a matrix polymer. Polystyrene (PS) is transparent and colorless non-crystalline polymer and is widely used in injection molding. This grade of polystyrene is especially excellent in fluidity.
Table 1. Properties of MWCNT and other carbon fillers.

<table>
<thead>
<tr>
<th></th>
<th>MWCNT</th>
<th>VGNF</th>
<th>VGCF</th>
<th>PitchCF</th>
<th>CB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter [nm]</td>
<td>10~50</td>
<td>80</td>
<td>150</td>
<td>10000</td>
<td>40</td>
</tr>
<tr>
<td>Length [µm]</td>
<td>~10</td>
<td>~10</td>
<td>10~20</td>
<td>6000</td>
<td>-</td>
</tr>
<tr>
<td>Aspect ratio</td>
<td>~1000</td>
<td>~100</td>
<td>100</td>
<td>600</td>
<td>1</td>
</tr>
</tbody>
</table>

Polystyrene matrix composites were obtained by kneading with a twin screw kneader to distribute fillers in the matrix. The filler content in the composites was varied from 0 to 50 wt%, and after kneading composites for 5 min. at 220°C, they were crushed and were recovered as pellets. Square shape (30 × 30 × 2 mm³) specimens were fabricated by injection molding.

The friction and wear tests for the CNT/PS composites were performed with a ball-on-disk friction tester. Normal load is given by contacting steel ball (diameter of 10 mm) to the specimen fixed to the rotational disk (diameter of 50 mm, thickness of 10 mm), and the frictional force is measured by the load cell. The main axis rotation speed is varied from 0 to 700 rpm. In this study, the rotation speed was set to 200 rpm, and the normal load was set to 0.20 N. The friction test was performed at room temperature in the air, and lubricant was not used.

RESULTS AND DISCUSSION

Friction property

Figure 2 shows results of the ball-on-disk friction test. The vertical axes of these graphs are friction coefficient and the horizontal axes are the number of friction. In the case of bulk polystyrene, a friction coefficient of the surface increases slightly with the increase of the number of frictions. In the case of 10wt% MWCNT/PS composite, the friction coefficient increases rapidly in early stages of friction. After that, the friction coefficient decreases to about 0.45 and becomes almost constant. In the case of 30wt% MWCNT/PS composite, the friction coefficient becomes almost constant at about 0.43 from the early stages of friction. In the case of VGNF/PS and VGCF/PS composites, the fluctuation of the friction coefficient shows the similar tendency. When the filler content is 10wt%, the friction coefficient increases with the increase in the number of friction and becomes larger than that of bulk PS. When the filler content is more than 30wt%, the friction coefficient becomes almost constant from the early stages of friction and the coefficient is much smaller than that of bulk PS. In the case of PitchCF/PS, the friction coefficient increased with the increase in a number, and became larger than that of bulk PS.

The relations of the friction coefficient and filler content which were obtained from these results are summarized in Figure 3. In the case of MWCNT/PS composites, the friction coefficient slightly decreases in the range of filler content from 0 to 30wt%, and reduction of the friction coefficient of 30wt% MWCNT/PS composites was 6% in comparison with the case of PS. In the case of VGNF/PS and VGCF/PS composites, the friction coefficient is larger than that of bulk polystyrene when the filler content is 10wt%, but when the filler content is over 30wt%, the friction coefficient decreases with the increase in the filler content. In comparison with the case of bulk PS, the reduction of the friction coefficient of 30wt% VGNF/PS composites was 32% and reduction of the
The friction coefficient of 50wt% VGCF/PS composites was 62%. On the other hand, in PitchCF/PS composites, the friction coefficient increases with the increase in the filler content.

![Friction coefficient of the composites as a function of number of friction.](image)

Figure 2. Friction coefficient of the composites as a function of number of friction.

![Friction coefficient of the composites filled with various carbon fillers as a function of filler content.](image)

Figure 3. Friction coefficient of the composites filled with various carbon fillers as a function of filler content.

The factors which affect the friction coefficient can be classified as follows:
(A) Increase of the surface roughness derived from the increase of the entropy of the mixing.
(B) Increase in the area which fillers contact to the ball.
(C) Reduction of the contact area due to the increase of Young's modulus.

Then, the effect of each factor on the friction coefficient was considered in detail. First, the effect of the surface roughness is discussed. Figure 4 shows the relations between the surface roughness and filler content. The surface roughness increases with the increase of filler content because the number of fillers which appear in the surface of the composites increase with the increase of filler content. Generally, the larger the surface roughness is, the larger the friction coefficient becomes. The relations between the friction coefficient and the surface roughness are shown in Figure 5, when the filler content is 10wt% and 30wt%. When the filler content is 10wt% (Figure 5-a), there is a tendency that the friction coefficient becomes larger if the surface roughness becomes larger, and the correlation coefficient was 0.74. This result shows that the friction coefficient has a high correlation with the surface roughness. Therefore, when the filler content is 10wt%, the increase of the surface roughness by the increase of filler content seems to be a dominant reason why the friction coefficient is larger than that of bulk PS.

Second, the effect of the increase of the area which fillers contact to the ball is discussed. Figure 6 shows SEM images of the surface of the composites which VGCFs were added as the filler. When the filler content increases, the fillers sticking out from the surface of the composites increase, and as the result, the ratio of the contact area to which fillers contact increases. Since the surface of VGCF was graphitized by the heat treatment, it can be assumed that the friction coefficient of VGCF is as small as that of graphite. Therefore, if the ratio of the
contact area between the fillers and the ball increases, the friction coefficient should decrease. The reduction of the friction coefficient by the increase of the area contact area over 30wt% can be explained by the increase of the area to which fillers contact as described above.

![Graph showing surface roughness as a function of filler content.](image1)

**Figure 4.** Surface roughness of the composites filled with various carbon fillers as a function of filler content.

![Graph showing the relation between friction coefficient and surface roughness.](image2)

**Figure 5.** The relations between the friction coefficient and the surface roughness.

![SEM images of the surface of the composites which VGCFs were added as the filler.](image3)

**Figure 6.** SEM images of the surface of the composites which VGCFs were added as the filler.

Third, the effect of the reduction of the contact area due to the increase of Young's modulus is discussed. In the case of VGCF/PS composites, Young's modulus increases with increasing VGCF content (ref. 10). If Young's modulus increases, the indentation depth by the ball decreases in order that the contact stress decreases, so the energy which is required for digging up gaps of the surface roughness decreases. Therefore, if Young's modulus increases, the friction coefficient decreases.

Figure 7 demonstrates the effects of these factors of CNT/PS composites.
Wear property

Wear resistance of the composites was evaluated by calculating the specific wear rate derived from the volume of the wear tracks which remained in the surface of the specimen after the ball-on-disk tests. The surface profile of the wear tracks was measured by using a stylus profilometer (SURFTEST SV-600, Mitsutoyo Corp.). The specific wear rate is the wear volume per unit load and unit friction distance, and it is an index of the wear resistance.

In the case of polystyrene and 10wt% CNT/PS composites, circular wear tracks were observed and the profiles of the surface roughness were also able to be measured by the stylus profilometer. When each specific wear rate was calculated, the specific wear rate of polystyrene was $1.29 \times 10^{-5}$ mm/N and that of 10wt% VGCF/PS composites was $1.46 \times 10^{-6}$ mm/N, so it shows the wear resistance of the composites will be improved by adding CNTs. When the filler content more than 30wt%, the circular wear tracks were observed from appearance but they could not be observed from the profiles of the surface roughness. This is because the depth of the wear tracks seems to be the almost the same order as the surface roughness of the specimens. SEM image of the wear track is shown in Figure 8. The area of the wear track looks like “rolled surface” with a plastic flow of the polymer. Therefore, when the filler content is more than 30wt%, the composite seems to be hardly worn out.

CONCLUSIONS

We studied injection molding of polystyrene matrix composites filled with carbon nanotubes. Friction properties are evaluated and effects of filler content on the friction properties were discussed. The results are listed.
as follows:

- In MWCNT/PS composites, the friction coefficient slightly decreases when the filler content is under 30wt%.
- In VGNF/PS and VGCF/PS composites, the friction coefficient is larger than that of bulk polystyrene when the filler content is 10wt%, but when the filler content is over 30wt%, the friction coefficient decreases with the increase of the filler content.
- The change in the friction coefficient of CNT/PS composites was discussed in terms of the surface roughness, CNT contact area and Young’s modulus.
- Wear resistance of the composites are significantly improved by adding CNTs.
- MWCNT/PS composites shows very low wear rate and high friction coefficient whereas the VGCF/PS and VGNF/PS composites show low wear rate and very low friction coefficient.
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ABSTRACT

Solid lubricant properties of carbon nanotubes catalytically deposited by microwave plasma CVD using methane and hydrogen gaseous mixture have been investigated by means of ball-on-disk type friction testing. Carbon nanotubes with various crystallinity were deposited by changing microwave power and bias voltage onto silicon substrate. Nickel was used as a catalyst and coated on the substrate by DC sputtering before deposition. SEM and Raman spectroscopy were employed to examine carbon nanotubes. In friction testing, a bearing steel ball slid on the substrate coated with carbon nanotubes or covered with vapor grown carbon fibers used as a reference carbon material. Friction force was measured in air containing water vapor, dry nitrogen and vacuum. As a result, low friction has resulted from the carbon nanotubes with fewer defects, in particular, in water-free atmosphere such as dry nitrogen and vacuum. Cemented carbide substrate has improved the adhesion of carbon nanotubes, and lower friction coefficient below 0.1 was consequently attained.

Keywords: carbon nanotube, vapor grown carbon fiber, solid lubricant, friction, adhesion

INTRODUCTION

Superior mechanical properties of carbon nanotubes (CNTs) are attractive for designing new materials from nanoscale structure. Tribological application is a promising alternative because of weak intermolecular reaction resulted from closed bonding of graphene sheets that form CNTs. One of the approaches to investigate the tribological properties of CNTs is the preparation of carbon nanotube composites using metal (refs. 1 to 3) or resin (ref. 4) matrix. In this method, surface of test pieces for measuring friction is composed of CNTs and matrix materials both of which affect tribological behavior of the composite. CNTs fundamentally should cover all over the sliding region of the test pieces to inherently characterize the tribological properties of CNTs. One of the methods to prepare the surface formed with no other than CNTs is direct coating by chemical vapor deposition (CVD). The present paper describes the solid lubricant properties of CNTs catalytically deposited on silicon and cemented carbide by microwave plasma CVD. Microstructure and adhesion strength of CNTs are discussed to attain solid lubrication.

EXPERIMENTAL

Multi-walled carbon nanotubes were catalytically deposited by microwave plasma CVD with gaseous mixture of methane and hydrogen. Nickel was used as a catalyst for CNTs growth and coated on silicon substrate by DC sputtering before deposition of CNTs. Cemented carbide (WC-Co) was also used as substrate in order to improve adhesion strength of CNTs. CNTs were grown under various microwave power and bias voltage and characterized by scanning electron microscopy (SEM) and Raman spectroscopy. Table 1 lists the deposition conditions of CNTs. The friction testing of CNTs coating were performed with a ball-on-disk type friction testing apparatus using stainless steel (SUS440C) balls of 3/16 inch in diameter. Friction behaviors of CNTs were examined in air at relative humidity of 55% and vacuum at 1.7x10^{-3} Pa at room temperature. Friction conditions were varied within 8.3-12.5 mm/s of sliding speed and 0.11-0.52 N of normal force applied to the steel ball.
Table 1. Deposition conditions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methane flow rate</td>
<td>2 cc/min</td>
</tr>
<tr>
<td>Hydrogen flow rate</td>
<td>20 cc/min</td>
</tr>
<tr>
<td>Pressure</td>
<td>$6.7 \times 10^2$ Pa</td>
</tr>
<tr>
<td>Microwave power</td>
<td>300-900 W</td>
</tr>
<tr>
<td>Deposition time</td>
<td>10-60 min</td>
</tr>
<tr>
<td>Bias voltage</td>
<td>50-200 V</td>
</tr>
<tr>
<td>Ni film thickness</td>
<td>5-10 nm</td>
</tr>
</tbody>
</table>

RESULTS AND DISCUSSION

Preliminary friction testing was carried out for CNTs deposited on silicon substrate. CNTs coatings were prepared under different deposition conditions, in addition, vapor grown carbon fibers (VGCFs) of which approximate diameter is 150 nm were used as a reference material. For the testing, twenty milligrams of VGCFs were simply placed on silicon substrate to cover its surface. Figure 1 shows the variation of friction coefficients as a function of sliding distance, coefficients which were measured in air and vacuum. In air, both CNTs and VGCFs exhibit high friction coefficients that were almost the same value for unlubricated silicon. On the contrary to this, friction coefficients for the one CNTs and VGCFs clearly decrease at around 0.2 in vacuum. The other CNTs however show no lubrication property both in air and vacuum. Raman spectra of the CNTs and VGCFs are shown in Fig. 2. The CNTs and VGCFs that show lubrication property in vacuum have a slightly sharp peak at around 1580 cm$^{-1}$, that is typical for graphite structure. In addition, a broad peak at around 1340 cm$^{-1}$ appears for the CNTs, that implies the CNTs contain disordered structure of sp$^2$ bonding. For the other CNTs that have no effect to reduce friction, the two peaks shift and broaden, which indicates lower crystallinity and much defect included. Thus, we believe that CNTs with highly ordered crystal structure exhibit low friction property, in particular, in vacuum.

Considering practical use of solid lubricant, lower friction coefficients below 0.1 are required. Figure 3 shows the sliding area of the silicon substrate coated with the lubricative CNTs after friction testing in vacuum. It is clearly

![Figure 1. Variation of friction coefficient of CNTs and VGCFs on silicon in air and vacuum.](image-url)
observed that most CNTs are removed and the substrate surface is exposed, under which sliding conditions partial
direct contact between silicon and steel causes higher friction.

In order to examine the tribological behaviors CNTs more precisely and achieve lower friction of CNTs coating,
it is necessary to strengthen the adhesion of CNTs onto substrate surface. Considering micro topography of substrate
surface would affect adhesion strength, cemented carbide (WC-Co alloy) was selected as substrate material.
Cemented carbide has porous structure as well as a catalyst for CNTs deposition. Figure 4 shows the variation of
friction coefficients during sliding between a stainless steel ball and CNTs coated on the cemented carbide sintered
using WC of which average particle size is 1.0 \( \mu \)m and 5 wt.% of cobalt. It is found that friction coefficient is
reduced lower than 0.1 and shows relatively stable variation. CNTs on cemented carbide are observed to stay on
sliding area even after friction testing as shown in Fig. 5, which indicates improvement of the adhesion strength and
would cause low friction.

Figure 2. Raman spectra of CNTs and VGCFs.

Figure 3. Silicon surface after sliding

Figure 4. Variation of friction coefficient of CNTs and
VGCFs on WC-Co in vacuum.

Figure 5. CNTs on WC-Co after sliding
SUMMARY

Tribological properties of CNTs coating catalytically deposited on silicon and cemented carbide substrates have been investigated by Ball-on-disk type friction testing. As a result, CNTs with fewer defects have displayed low friction property. Moreover, low friction property of CNTs has been exhibited in vacuum. Higher adhesion strength of CNTs has been achieved on cemented carbide substrate and has resulted in reduced friction coefficients below 0.1.
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ABSTRACT

In this work, the features of template approach are discussed. Then the influences of density and sizes of their pores on the emission of fabricated arrays are theoretically studied. Especially, the emission from the arrays of carbon nanotubes or silicon nanowires was mainly discussed. Their tip electric field, electric field enhancement factor and optimum array density are wholly presented with analytic equations. The theoretical results showed that the field electron emission properties of carbon nanotube or silicon nanowire arrays are closely related to template pore density. When the pore density is near to the optimum array density, the fabricated arrays will have better electron emission and their field enhancement factor may be sharply improved. It was found the length and the radius of pores having different effect on the emission. It was certain that the pore radius played more effective role. A uniformly distributed model about templates and nanomaterial arrays was introduced, and applied into the concrete analysis of some carbon nanotube array samples with satisfactory results.

INTRODUCTION

There are many methods for preparing nanomaterials, however, most of them have the weakness which are attributed to the poor control of final morphology of produced nanostructures, although some special properties are exhibited only with enhanced molecular order. C. R. Martin et al. used a method lately termed “template synthesis” to produce conductive polymers. Then, the method has been used in experiments for many years, and a variety of micro- and nano-materials of a desired morphology were prepared. Various porous templates are employed and the nanostructures are synthesized within the pores. If the templates that are used have cylindrical pores of uniform diameter, monodisperse nanocylinders of the desired material can be obtained within the voids of the template material. The operating parameters define these nanocylinders of being solid (nanorods) or hollow (nanotubes). The nanostructures can still be freed and collected as an ensemble nanoparticles. Alternatively, they can protrude from the surface in an array. Therefore, one is able to prepare monodisperse nanorods and nanotubes of almost any desired geometry with the template approach. In fact, the method has been used to prepare both nanotubes and nanofibrils composed of polymers, metals, semiconductors, carbon, silicon and other materials.

Due to their particular electrical and optical properties, carbon nanotubes and silicon nanowires are highly focused on recently (ref.1-13). Especially, their electron emission properties are attractive (ref.2, 9-13). With high aspect ratio and other special geometrical features, carbon nanotube arrays are thought to be ideal materials for field emitters, and are expected for applications in the electron sources of ultrathin flat-panel field emission display (FED), microsensors and nanoprobes for atomic force microscopy (AFM) or scanning tunneling microscope (STM) etc. (ref.14-17). The silicon wire arrays may have the similar electrical characteristics.
Up to now, the approach based on template has been used to fabricate the arrays of carbon nanotubes (CNTs) and silicon nanowires (SiNWs) (ref.2,12). It is an important thing in experiment to develop these arrays with low turn-on voltage, high current density and stable performance. Moreover, the field emission properties of arrays are usually evaluated with their electric field enhancement factor $\beta$ that could be affected by some features or properties of templates, including the sizes and density of pores and structure in templates. For these reasons, the theoretical understanding of the relationship between the field enhancement and the features of template will be much helpful to finding more efficient ways of fabricating high emitting CNT or SiNW arrays with template synthesis.

Therefore, in the paper, we will theoretically explore the pores of templates acting on the fabricated arrays and their electron emission. This paper contains the following aspects: a model for templates and the fabricated arrays is put forward firstly; in virtue of this model under suitable physical boundary conditions, the correlation between the factor $\beta$ and density and size of pores is presented and the corresponding equations is evolved; using the theoretic formula to evaluate the field enhancement factors of some CNT array samples. Our theoretical results demonstrated that the pores of template could produce an important effect on the field emission properties. Once the pore density equals to the optimum density, the emission properties of corresponding arrays are much improved. We work out the values of $\beta$ of some carbon nanotube arrays, which are then compared with the experimental values obtained from the Fowler-Nordheim theory. Our results are found to be satisfactory.

A MODEL FOR TEMPLES AND THE FABRICATED ARRAYS

Template approaches have been successfully practiced to produce carbon nanotube or silicon nanowire arrays. In the synthesis, the choice of template is very important. The two types of nanoporous materials are often used as template in experiments: ‘track-etch’ polymeric membranes and porous alumina or silica membranes. ‘Track-etch’ materials generally contain randomly distributed channels of uniformed diameter, and the pore densities approach $10^9$ pores cm$^{-2}$. By anodic oxidation of aluminum in solutions of sulfuric and oxalic acid, alumina membranes with uniform and parallel porous structure can be obtained. The densities of pores in this template are as high as $10^{11}$ pores cm$^{-2}$ and the thickness range from 10 to 100 $\mu$m. Likewise, silica aerobes, aluminosilicates, zeolite, natural scaffolds, and DNA etc. are also well suited for such applications.

Considering the characteristics of these temples ahead, a model for templates and their fabricated arrays here is constructed under following hypotheses. The templates have cylindrical channels or pores with uniform length and radius. These pores are parallel with each other, are evenly distributed (pore density is $n$), and have no tilt to the surface of the templates. Based on the ideal templates, the fabricated carbon nanotube or silicon nanowire arrays have uniform sizes as well. All nanotubes or nanowires in an array possess same length of $l$ and (outside) radius of $r_0$ and are parallel with each other. They are also well aligned and arranged vertically toward the substrate. Because of the density and (outside) radius of nanotubes or nanowires being decided by that of pores of their template, here we think the array has totally same density ($n$) and radius ($r_0$) with its template. Figure 1 shows the sketch of the ideal templates.
THE OPTIMUM ARRAY DENSITY

For an array of CNTs or SiNWs with uniform size in an external electric field \( \mathbf{E}_0 \), each nanotube or nanowire can be supposed to lie in a cylindrical equipotential well formed by adjacent nanotubes or nanowires because CNTs and SiNWs can be regarded as conductor. The potential distribution arrays should meet Laplace equation

\[
\nabla^2 \varphi = 0 \quad .
\]

In consideration of its symmetry in equipotential well and with cylindrical coordinates, equation (1) should become

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \varphi}{\partial r} \right) + \frac{\partial^2 \varphi}{\partial z^2} = 0 .
\]  

According to the uniformly distributed model, one nanotube (nanowire) of the array locates in its potential well. The nanotube array is a potential volume. Let it be the cathode and its potential zero, namely \( \varphi = 0 \). The well radius \( R_0 \) is decided by the nanotube density \( n \) in the array, which is also the pore density, and can be expressed as

\[
R_0 = \sqrt[2]{\frac{1}{n} - r_0} .
\]  

And the boundary conditions of potential distribution in the well are

\[
\begin{align*}
\varphi &= 0 && r = r_0, \\
\varphi &= 0 && r = R_0, \\
\varphi &= 0 && z = 0, \\
\varphi &= f(r) && z = l
\end{align*}
\]

where \( \varphi = f(r) \) is the top boundary function of well, which is to be determined. Owing to the symmetrical potential distribution in the well cylinder, the solution to equation (2) can be obtained through variable separation method

\[
\varphi = (A_1 e^{kz} + A_2 e^{-kz})[B_1 J_0(kr) + B_2 Y_0(kr)] ,
\]  

which gives the potential distribution in the well. Both \( J_0(kr) \) and \( Y_0(kr) \) in (5) are Bessel functions. Substituting the boundary conditions (4) into equation (5) or letting \( z = 0, \varphi = 0 \), \( r = r_0, \varphi = 0 \) and \( r = R_0, \varphi = 0 \) in equation (5), we can get

\[
\begin{align*}
J_0(kr_0)/Y_0(kr_0) &= J_0(kR_o)/Y_0(kR_o), \\
A_1 &= -A_2
\end{align*}
\]

where \( k \) is a set of values, \( k_1, k_2, k_3, \cdots (k_1 < k_2 < k_3 \cdots) \). And the general solution of the equation (2) is

\[
\varphi = \sum_{i=1}^{n} A_i sh(k_i z)[J_0(k_i r) Y_0(k_i r)] - \sum_{i=1}^{n} A_i sh(k_i z) R(k_i r) .
\]

Here,

\[
R(k_i r) = J_0(k_i r) - \frac{J_0(k_i R_o)}{Y_0(k_i R_o)} Y_0(k_i r) .
\]

To get the coefficient \( A_i \) in eq. (7), the top boundary function \( \varphi = f(r) \) must be determined beforehand.
Fig. 2 shows the equipotential surface among the nanotubes or nanowires of the array and $h_m$ is the longest distance between the equipotential surface and the top surface of the array. In consideration of the characteristics of the equipotential surface, we choose the top boundary function as

$$\varphi = f(r) = \pm E_0 h_m R(k, r)$$

where $r_0 < r < R_0$, $0 < h_m < l$ and the sign ‘+’ or ‘−’ is adopted when the curve $R(k, r)$ is convex or concave. Substituting (9) into (7), and getting

$$A_1 = \pm E_0 h_m / sh(k, l),$$

$$A_2 = A_3 = A_4 = \cdots = 0,$$

the potential distribution function can be written as

$$\varphi = \pm E_0 h_m / sh(k, l) \cdot sh(k, z) R(k, r).$$

Bessel functions have the property that

$$\partial R(k, r) / \partial r = k_1 \partial R(k, r) / \partial (k, r) = -k_1 [J_1(k_1 r) - J_0(k_1 R_0) Y_0(k_1 r) Y_0(k_1 R_0)]$$

so we get the electric field of nanotube or nanowire tips:

$$E_{tip} = \partial \varphi / \partial r \bigg|_{r \sim r_0} = \pm E_0 k_1 h_m [J_1(k_1 r_0) - J_0(k_1 R_0) Y_0(k_1 r_0) Y_0(k_1 R_0)].$$

The electric field enhancement factor of the array could be defined through its tip’s field and the external field $E_0$ or

$$\beta = E_{tip} / E_0 = \pm k_1 h_m [J_1(k_1 r_0) - J_0(k_1 R_0) Y_0(k_1 r_0) Y_0(k_1 R_0)].$$

which is usually used to evaluate field emission properties of arrays. The equation (14) shows the relation among the factor $\beta$, array sizes and density $n$. Substituting eq. (3) into eq. (14) and making $\partial \beta / \partial n = 0$, the optimum array density ($n_0$) can be calculated through

$$\partial / \partial n \left\{ \pm k_1 h_m [J_1(k_1 r_0) - J_0(k_1 R_0) Y_0(k_1 r_0) Y_0(k_1 R_0)] \right\}_{n=n_0} = 0.$$

A curve of $\beta \sim n$ of function (14) for an array ($r_0=0.1$, $h_m=60\mu m$) is given shown as Fig. 3, in which the maximum value of $\beta$ corresponds the optimum density of the array.
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Figure 3. The plots of β-n curves of the array with nanotube radius of 0.1µm and length of 60µm

TEMPLATE PORE ACTING ON THE FABRICATED ARRAYS

The densities of arrays are always decided by their template pore densities. Therefore, figure 3 also demonstrates the relation between β factor of an array and its template pore density. From the figure, we can draw some valuable conclusions. To a template-synthesized array with a certain length and radius, its electric field enhancement factor may be greatly improved when the chosen template gets a specific, optimum pore density. If the pore density is away from the optimum value, the factor β will decrease obviously. It means emission properties of arrays are closely related to the density of pores and will be superior at the optimum pore density.

Figure 4. (a) The plots of the maximum values of β factor of CNT arrays changing with their template pore radius, (b) the optimum densities of templates changing with their pore radius.

Through further analyzing our calculation, we give the Fig.4. More information about templates and their fabricated arrays are obtained from Fig.4. That tells the fact: the smaller the pore radius of templates, the bigger the maximum value of the factor β of fabricated arrays, and the denser the corresponding optimum density. It implies that the nanomaterial arrays, which are fabricated on the templates with thinner channels, will have better field emission properties. Here, we use our theoretic equations (14) and (15) to evaluate the electric field enhancement factor β of the CNT array and the optimum pore density of the template in reference [13]. The data used are as below:

\[ r_0=0.1\mu m, \, l=60\mu m, \, n=5.3\mu m^{-2}, \, R_0=0.334\mu m, \, k_1=13.199; \]
and \[ J_1(k_r) - \frac{J_0(k_{R_0})}{Y_0(k_{R_0})} Y_1(k_{R_0}) = 1.622 \quad \text{and} \quad h_m=l. \]

The calculated value of \( \beta \) agrees with the experimental evaluation in the reference (ref.12).

The equation (14) obviously shows that there is no direct connection between the factor \( \beta \) and thickness of pores of templates. The parameter \( h_m \) relate to the thickness (\( l \)) of arrays but that does not always equal to that of templates. Moreover, we still find that due to the action of the field screening (ref.18), there is complicated relation between the parameter \( h_m \) and the thickness of arrays and these arrays made of the same material with the same radius and density but different thickness should have the same field enhancement factor value.

**SUMMARY**

To summarize, in this paper, template-based synthesis methods were reviewed and their features were introduced. Template synthesis method is one of important approaches used to fabricate carbon nanotube or silicon nanowire arrays. In synthesis experiments with CVD (chemical vapor deposition), to efficiently improve the field emission properties of the fabricated arrays, suitable length corresponding to the radius and density of the pores on templates should be selected through the control of source gases deposition time to make the arrays achieve a best state. In order to study the influence of the density and radius of pores on nanomaterial arrays, we put forward a uniformly distributed model for templates and nanomaterial arrays, and the tip electric field and the field enhancement factor of the arrays were studied in depth. We reported that pore densities greatly affect the field emission properties of template-based arrays and that there is an optimum pore density corresponding to each fabricated array. Once the optimum densities are achieved, the field enhancement factor and the emission properties of the fabricated arrays will be greatly improved. The effects of radius and length of pores on field emission property are also analyzed. The arrays formed within thin channels are superior on field emission properties to that formed within thick ones, while pore length has little influence on field emission. There should exist a proper ratio between pore radius and density, which plays a very important role in improving emission from arrays. The studies here will enlighten the process of choosing the proper ratio for array syntheses in experiments.
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ABSTRACT

A new measurement method based on a proprietary, developed at ITL methodology for measurement of thermal conductivity of thin rods is being developed and used in a project aimed at measurement of thermal conductivity of various types of nano particles including single wall carbon nanotubes (SWCNT).

The thermal conductivity of nano particles can be determined based on mathematical models of apparent thermal conductivity of mixtures of such particles with liquids [1-4]. The different mathematical models take into account the shape of particles, their sizes, volume concentration and orientation of the particles inside the mixture.

Measurement of apparent thermal conductivity of the prepared mixtures will be conducted using standard well-established methods. For reliable and stable results, very good wetting of the particles by the chosen liquid should be provided. A thorough study of wetting behavior of the SWCNT by liquids will be conducted and the most appropriate liquid will be chosen for experiments.

Based on apparent thermal conductivity measurements and the above mathematical models, the thermal conductivity of nano particles of different shapes will be determined in different directions. Special theoretical corrections must be introduced and taken into account in building the model of the nanotubes with the liquid inside them. The introduced corrections will take into account the fact that the substitution of air by liquid will decrease the thermal conductivity (Kn number) behavior of the nanotubes interior [2-3].
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Abstract
Carbon nanotubes (CNT) possess marvelous electron field emission properties and have been widely investigated for applications as electron sources in field emission displays (FED). While the high quality carbon nanotubes can be synthesized by several method, including laser ablation, thermal chemical vapor deposition and plasma enhanced chemical vapor deposition techniques, direct growth of CNT on electron field emission devices is still very difficult due to stringent control of synthesizing conditions necessary. Screen-printing of CNT/Ag-paste on glass substrates is an inexpensive and efficient way of making large patterned emitter arrays, but suffered from the packaging and electrical connecting problems. In contrast, low temperature cofirable ceramics (LTCC), which provide multiple inter-connection and hermit seal at the same time, are thus suitable for using as substrate materials for electron emitters. In this paper, we shall demonstrate the electron field emitters using CNT printed on LTCC as electron sources.
CARBON NANO-MATERIALS FOR VACUUM ELECTRONICS
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Department of Physics, Moscow State University
Moscow 119992, Russia

ABSTRACT

A number of vacuum electronic devices, including MW generators and amplifiers, CRT, X-ray tubes etc., utilize electron beams produced by cathode. An essential improvement of the devices may be obtained using field emission cathodes providing intense monoenergetic electron beam and operating at room temperature. Material of these cold cathodes must sustain very strong electric field and residual gas ion bombardment in the vacuum tubes. This requirement limits list of appropriate materials by a few hard metals (like Mo, W), semiconductors (Si) and carbons with diamond and graphite atomic configurations. The carbon materials have strongest interactomic $\sigma-\sigma$ bonding but diamond has no free electrons to emit them into vacuum and graphite itself has layered structure with very weak interlayer bonding. Carbon nanotubes seems to be ideal field emitters having strongest graphite-type interatomic bonding, cylindrical configuration of atomic layers, preventing their destruction under strong electric field and highest aspect ratios allowing significant decrease of used voltages.

This report presents our comparative study of field emission from various carbon nano-materials. Carbon nanotubes synthesized by arc-discharge methods, nano-diamond powders and films, and nano-graphitic CVD films were tested for field emission and other properties. The conditions of used CVD process were optimized to obtain most efficient carbon cold cathode material. We propose mechanism of electron emission from carbon nano-materials based on assumption of heterogeneous sp$^2$-sp$^3$ structure formation. Device applicability of the cold carbon cathodes is demonstrated in prototypes of cathodoluminescent light sources.
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ABSTRACT

The carbon nanotubes synthesized by hot-filament chemical vapor deposition were modified by concentrated nitric acid with a little surfactant. The electrochemical oxidation of phenol at the carbon nanotube electrode has been studied in phosphate buffer solution by cyclic voltammetry. The results showed that the direct electron transfer reactions on the carbon nanotube electrode surface could occur in the potential region of water stability, which resulted in the active groups on the carbon nanotubes due to the chemical modification. The well defined and reproducible oxidation peaks at 0.73 V vs. SCE, scan rate 50 mVs\(^{-1}\) were clearly observed at the carbon nanotube electrode, which indicated that the electrode could avoid electrode fouling. The reaction process was controlled by diffusion process. The anodic peak current increased linearly with the concentration of phenol in the range of 1.0×10\(^{-5}\)-1.0×10\(^{-4}\) mol L\(^{-1}\) in cyclic voltammetric measurement. The electrochemical oxidation of phenol was also carried out on a fresh polished GC electrode for comparison, which did not have well defined oxidation peak and peak current decayed rapidly down with the every cycle. The mechanism of oxidation was discussed in details.

Keywords: carbon nanotube; electrochemistry; chemical modification; phenol; cyclic voltammetry

INTRODUCTION

With a rapidly growing world population and increasing levels of pollution, the protection of the environment and the preservation of resources have become a major issue for future technological progress. Strategies for ecological protection generally include development of new or improved industrial processes that have no or minor effects on nature, and of processes for the treatment of inevitable waste.

Due to the fact that water is a limited and vital resource, it should not end as inevitable waste after having been used e.g. in industrial processes. Therefore, one of the major research and development tasks in the future is the provision of high quality water in sufficient quantity and at an affordable price. These research and development tasks aim at the treatment of wastewater for reuse. Therefore, electrochemical process used for the recovery or treatment of wastewater from industrial plants plays an important role (ref. 1,2). Oxidative processes have a continuously increasing importance in the reduction of toxic pollutants or at least in their conversion to biocompatible species (ref. 3). Economical and efficient oxidation rates for industrial water recycling are urgent.

A reason for the low reaction rate found with electrochemical oxidation of some aromatic organic compounds (ref. 1-5) is electrode fouling. Fouling is minimized at low concentrations, elevated temperatures and large values of applied overpotentials that increase the rate of anodic discharge of H\(_2\)O to generate hydroxyl radicals. Two different
pathways are described in the literature for the anodic oxidation of undesired organics (ref. 4,5): electrochemical conversion and electrochemical combustion. Electrochemical conversion transforms only the toxic non-biocompatible pollutants into biocompatible organics, so that biological treatment is still required after the electrochemical oxidation. Electrochemical combustion yields CO₂ and no further purification is necessary. Experimental results indicate that the accumulation of hydroxyl radicals favors the combustion reaction whose occurrence is related to catalyst pretreatment and experimental conditions used (ref. 4 to 8)

Carbon nanotube (CNT) has attracted the attention of many scientists worldwide. Their small dimensions, strength and the remarkable physical properties of these structures make them a very unique material with a whole range of promising applications (ref. 9 to 12). Depending on their atomic structure, carbon nanotubes behave electrically as metal or as a semiconductor (ref. 13 to 15). The subtle electronic properties suggest that carbon nanotubes have the ability to promote electron-transfer reactions when used as an electrode in chemical reactions (ref. 16). CNTs as an electrode material have been investigated in past few years (ref. 17 to 23). However, most of these electrodes are constructed by casting or intercalating CNTs on the surface of traditional electrodes, such as Pt, Au, GC and graphite electrodes (ref. 20 to 22). In this work, electrochemical oxidation of phenol is conducted at a pure CNT electrode. Phenol is an important pollutant widely found in natural water, which mainly comes from the wastewater of petroleum, plastics, organic chemicals and other industries. Phenol is well known for its ability to foul traditional electrodes and the tarry deposit formed on the electrodes during phenol oxidation. Our experiment results show that CNT electrode has high overpotentials for water electrolysis. This electrochemical window is large enough to produce hydroxyl radicals with high efficiency, which may oxidize organics completely to carbon dioxide. The properties of CNT electrodes might well meet the requirements for an efficient electrochemical wastewater treatment.

**EXPERIMENTAL**

Carbon nanotubes were synthesized by hot filament chemical vapor deposition. The details of the fabrication have been reported elsewhere (ref. 23). In order to increase solubility of CNTs, we treated CNTs as follow: First, soak the CNTs in 5 M nitric acid, ultrasonically disperse them for 10 minutes at 40 °C and then put them under a infrared lamp oven for 4 hours at 45 °C with strongly dispersing in half hour interval. Second, dilute them with a large amount of water and add a little Triton X-100 surfactant to increase solubility, sonicate them to be a black solution. Third, filter the black solution with 0.2 µm diameter film and collect the nanotubes. Repeat the second and the third steps.

Cyclic voltammetric measurements were performed with a Microcomputer-based Electrochemical Analyzer (LK98BII, home made) with a conventional three-electrode cell. The working electrodes were the CNT electrode and a GC electrode, the auxiliary electrode was a platinum electrode, and a saturated calomel electrode (SCE) was used as the reference electrode. All the reagents were of analytical grade and all solutions were prepared in deionized distilled water. The cyclic voltammetric experiments were carried out at room temperature (about 18 °C).

The CNT electrode that was prepared by sonicating CNTs in DMF to give a black solution, then depositing them on the surface of insulated substrate. Ohmic contacts for the planar electrodes were made on the front side of the films with silver paste. The electrodes were mounted with epoxy. Film thickness was approx. 20 μm and resistivity was about 350 Ω·cm. The geometric area of the working electrode was estimated to be 0.142 cm². The diameter of GC electrode was 8 mm (area, 0.5 cm²) and its surface was polished with 0.5 μm alumina on a polishing micro-cloth and rinsed with deionized water.
RESULTS AND DISCUSSION

Figure 1. (a) shows cyclic voltammetric curves for CNT electrode in a solution containing different concentration of phenol in 0.1 M phosphate buffer solution, pH 7, at scan rate 100 mV s\(^{-1}\). Well-defined oxidation peaks appear and the potential position of peak is at 0.74 V when concentration of phenol is 0.1 m mol L\(^{-1}\). Peak current density \(j\), which is defined as current divided by apparent area, increases linearly over the range of 10\(^{-5}\) – 10\(^{-4}\) mol L\(^{-1}\) phenol, while position of peak shifts toward positive potential as the concentration of phenol increases. This result reveals that it is very promising to use CNT electrode for the trace phenol detection. This advantage should be valuable for the electroanalytical application. In order to further know the reaction process, we vary the scan rate; and the anodic peak current density increases linearly as a function of the square root of the scan rate as shown in figure 1. (b). The linear equation is \(j_{pa} = -0.54 + 11.26 \sqrt{v}\), where \(j_{pa}\) is anodic peak current density, \(v\) is scan rate and \(r\) is correlation coefficient. Such linearity indicates that the reaction rate is limited by semi-infinite linear diffusion of phenol to the interfacial reaction zone.

![Figure 1](image.png)

**Figure 1.** (a) Cyclic voltammograms for different concentrations of phenol and (b) anodic peak current density as a function of scan rate for 2.5 m mol L\(^{-1}\) phenol at CNT electrode in 0.1 mol L\(^{-1}\) phosphate buffer, pH 7.

Figure 2. (a) gives five cyclic curves at CNT electrode for 2.5 m mol L\(^{-1}\) phenol in 0.1 mol L\(^{-1}\) phosphate buffer, pH 7, scan rate 50 mV s\(^{-1}\). We can see good reproducible curves except first cyclic, which indicates that the CNT electrode could avoid electrode fouling. The possible reason for the CNT electrode anti-fouling is that the active groups such as carboxyl groups on the CNTs due to the chemical treatment and the CNT electrode has high overpotential in aqueous media. This electrochemical window is large enough to produce hydroxyl radicals with high efficiency, which may oxidize phenol completely to carbon dioxide. We also assume that phenol is combusted to CO\(_2\) and H\(_2\)O near the electrode surface (ref. 8):

\[
C_6H_5OH + 11 \text{H}_2\text{O} \rightarrow 6\text{CO}_2 + 28\text{H}^+ + 28 \text{e}^-.
\]

As the oxidation of phenol at the CNT electrode is a completely combustion process, there is no fouling at the surface of the electrode so that cyclic voltammograms show superb repetition for long time potential scan. For the
comparison, the same experiment has been carried out at freshly polished GC electrode and the results are shown in figure 2. (b). From figure 2., we can clearly see that oxidation peak current decreases rapidly as the cyclic number increases. This demonstrates that the fouling has happened on the GC electrode surface, thus the electrode cannot remain its activity.

Figure 2. (a) Five cyclic curves at the CNT electrode and (b) at GC electrode for 2.5 m mol L\(^{-1}\) phenol, in 0.1 mol L\(^{-1}\) phosphate buffer solution, pH 7.

CONCLUSION

The efficient electrochemical oxidation of phenol at the CNT electrode has been shown in this investigation, which has two major applications: one is for electroanalytic application and another is for electrochemical treatment of organics in wastewater. Due to the high overpotentials at the CNT electrode in water media, hydroxyl radicals can be produced with high efficiency, which might oxidize organics completely to carbon dioxide. Therefore, there is little fouling happened on the surface of the electrode, thus the electrode can remain active for long time. This result reveals that it is very promising to use the CNT electrode for the trace phenol detection. Since the complete combustion of phenol has been demonstrated at the CNT electrode, this process could be used by industry as further treatment of aqueous phenolic wastes.
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CHARACTERIZATION AND FIELD EMISSION PROPERTIES OF SWNTS AND MWNTS
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Abstract

Carbon nanotubes have been rapidly recognized as one of the most promising electron field emitters ever since the first emission experiments reported in 1995, due to their unique structure and properties such as high aspect ratio, small radius of curvature at their tips, high mechanical strength and high chemical strength. In this paper, single-walled nanotubes (SWNTs) and multi-walled nanotubes (MWNTs) were characterized using scanning electron microscopy, transmission electron microscopy and Raman spectroscopy. Electron field emission from these SWNTs and MWNTs was measured. The experimental results show that the field emission property of MWNTs is better than that of SWNTs. The field emission mechanisms were also discussed.
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ABSTRACT

Using the line focusing properties of the Gatan Imaging Filter (GIF) fitted to a transmission electron microscope (TEM), it is possible to extract electron energy loss (EEL) spectra with sub-nanometre spatial resolution from interfaces, whilst still maintaining parallel illumination. This non-contact technique allows for the investigation of the electronic properties of heterojunctions on a nanometre and sub-nanometre scale.

Here we investigate the dielectric properties of the tungsten disulfide coating of a multi-walled carbon nanotube (MWCNT), by examining the change in the plasmon energy as a function of the coating’s thickness. We show that for coating layer thicknesses above 5 monolayers (~3.1 nm), there is a change in the plasmon region of the EEL spectra across the interface that indicates a change in the dielectric properties.

Keywords: EELS, TEM, tungsten disulfide, spatial resolution.

INTRODUCTION

Carbon nanotubes can be used as templates for the production of metal oxide thin layers (ref.1). By pyrolysing H$_2$S/N$_2$ over MWCNTs coated with WO$_3$, the oxide converts to one or more layers of WS$_2$ (ref. 2 and ref. 3). Thus a heterojunction is created, comprising of metallic and semiconducting phases, at the cylindrical interface between the MWCNT and the WS$_2$ coating. Electron Energy Loss Spectroscopy (EELS) performed with high spatial resolution in a (Scanning) Transmission Electron Microscope (S)TEM is the only technique capable of investigating the electronic structure across this interface. For a dedicated STEM, this means scanning a sub-nanometre sized probe across the coated MWCNT (perpendicular to the tube’s axis of symmetry) and collecting EEL spectra at each of the points (see for example ref. 4). In an average TEM, such as used here, the smallest probe size that can be achieved is of the order of 1-2 nm, but using the line spectroscopy technique (ref. 5 and ref. 6), it is possible to obtain information about the electronic structure with sub-nanometre spatial resolution, whilst at the same time maintaining parallel illumination (as opposed to focusing and scanning a probe across the interface). This is possible because of the line-focusing properties of the magnetic quadrupole lenses in the GIF.

EXPERIMENTAL METHOD

The WS$_2$ were prepared by pyrolysing WO$_3$-coated MWCNT at 900°C in the presence of a gaseous H$_2$S/N$_2$ mixture (ref. 3). Figure 1 shows a typical image of such a MWCNT, covered with 6 layers of WS$_2$. The image in Figure 1 is formed with the elastically scattered electrons (i.e. only their momenta have changed when passing through the sample); the much heavier W atoms scatter the electrons to higher angles, hence the much darker fringes in the image correspond to WS$_2$ layers whilst the lighter fringes correspond to the carbon layers of the MWCNT. Most coated MWCNTs also exhibit an amorphous layer of 1-2 nm thickness. Electron Energy Loss Spectroscopy reveals this layer to be carbon, possibly as a residue of incomplete oxidation.
The electron microscopy sample was prepared by ultrasonically dispersing the powder containing WS$_2$-coated MWCNT in ethanol, and then placing a few drops of the suspension onto a 3 mm holey carbon Cu support grid.

Figure 1. Typical image of the WS$_2$-coating on a MWCNT, formed with elastically scattered electrons. Also shown is the size of the collector aperture which is mapped into the line spectra in figure 2b. The total thickness of the 6-layered WS$_2$ coating is ~3.7 nm.

The sample was analysed using a Philips CM200 TEM operated at 200 kV, equipped with a LaB$_6$ filament and a Gatan Imaging Filter (GIF) electron spectrometre. The GIF is operated most commonly in either energy filtered imaging mode or in spectroscopy mode.

Figure 2. Experimental recording of spatially resolved spectra using parallel illumination. a) The 3D-data set available, with a schematic image of the WS$_2$-layer drawn oriented parallel to the X-axis and bordered by the collector aperture; b)Log of the data recorded in the (y,E) plane in Fig. 2a) contains spatial information vertically and energy loss information horizontally. The line shows the position of the layer in Fig. 2a; c) Vertical projection of the data set in b) shows a typical low loss spectrum (in log format) containing the zero energy loss peak and the plasmon peak (~24 eV).
One way to view these operating modes is to look at the dimensionality of the information provided and the way it is recorded (Fig. 2a). A GIF provides three orthogonal dimensions (two are the spatial information and one is energy loss information), but only has a two-dimensional detector (the CCD). Thus, an energy filtered image is simply a section (selected by an energy-selecting slit) of the 3D data set parallel to the x-y plane, integrated over a region of energy loss E. On the other hand, a one-dimensional energy loss spectrum is obtained by integrating over one of the spatial dimensions (say x) using the line focusing properties of quadrupole lenses and then using the CCD to integrate the recorded image in the Y direction. We can see that if a linear feature is oriented parallel to the axis integrated by the quadrupoles (X), then the CCD records a 2D data set with one dimension the energy loss spectrum and the other (Y) the spatial dimension across the layers (Figure 2b) (ref. 5). The spatial resolution is determined by the magnification and is limited, in the first instance, by the chromatic aberration of the TEM-GIF system, but it can be usually better than 1nm, below the smallest spot size achievable in an average TEM (ref. 6).

The MWCNTs with varying thickness of the WS$_2$-coating were aligned with their axis parallel to the axis over which the quadrupoles of the GIF integrate to within 0.5°, by means of a tilt-rotate holder. In each case, 25 line spectral images (Figure 2b) were collected, aligned, summed and calibrated in energy and position across the nanotube.

**RESULTS AND DISCUSSION**

Figure 3 shows in detail the plasmon peaks from successive spectra across a MWCNT with a 5-layer WS$_2$ coating, with the distances measured from the outer surface of the WS$_2$-coating layer (positive towards the centre of the MWCNT and negative away from it). Previous analyses (ref. 4 and ref. 7 to 10) of the low energy-loss spectra across carbon nanotubes have shown that for nano-objects of finite thickness, such as discussed here, surface and interface excitation effects can couple to bulk excitation modes resulting in the splitting of the modes of excitation. In particular Kociak et al (ref. 9) show that for a thin WS$_2$ nanotube (note: no carbon), the low loss spectrum splits into a band of peaks between 0 and 15eV and another peak at 22 eV. As the thickness of the coating increases, the 0-15 eV band and the 22 eV peak are expected to merge.

**Figure 3.** Detail of the plasmon peaks at positions across a 5-layer WS$_2$-coated MWCNT. The top-most spectrum corresponds to 6.42 nm and then continuously to the lowest spectrum corresponding to -2.37 nm. Distances are measured from the outer WS$_2$ layer, with positive direction towards the centre of the MWCNT. There is a transition from the bulk plasmon mode (open hexagons 1.01 nm) through to a surface mode (open circles:-1.01 nm) with a small region (~2 nm) where the two modes are combined. Also shown are the windows of integration 1, 2 and 3 centred on three modes of excitation.
Although the case studied here involves carbon nanotubes coated with WS$_2$, we attempt to recognise some of the features relevant to pure WS$_2$ tubes (such as the 22 eV peak – ref. 9). Indeed, in Figure 3 we note that there is an increase in the intensity of the plasmon peak at around 22 eV for the spectra which are 1.69 nm and 1.01 nm from the outside of the WS$_2$ coated nanotube, roughly at the position of the interface between the coating and the nanotube. In order to analyse this mode, we identify three windows of interest in the spectra in figure 3: 14 to 17 eV (centred on 15.5 eV), 21 to 23 eV (centred on 22 eV) and 23 to 25 eV (centred on 24 eV) which we will call areas 1, 2 and 3 respectively.

When looking at the change in the intensity of the 22 eV plasmon mode, there is no apparent increase for coating thicknesses up to 4 layers (Figure 4 a-d). However, there is a marked change for 5 layers (and up), showing an increase in the 22 eV peak intensity at the coating.

![Graphs showing variation of areas 1, 2, and 3](image)

**Figure 4.** Variation of the areas 1, 2 and 3 defined in Fig.3 for MWCNT coated with WS$_2$ of different thicknesses: a) 1-layer coating; b) 4-layer coating; c) 5-layer coating, showing the presence of a 22 eV interfacial mode at the coating; d) 6-layer coating showing a similar behaviour to the 5-layered coating.

The plasmon mode seen at 22 eV for coating layer thicknesses above 5 monolayers, at the position of the interface, suggests that it is due to the WS$_2$ coating (ref. 9). In the case of the pure WS$_2$ nanotube, this plasmon mode appears because of the coupling between the plamons on the outer and inner surfaces of the tube. The appearance of this mode in our spectra indicates that one can define an inner surface of the WS$_2$ coating from a dielectric point of view. At this interface, we expect to have an interfacial plasmon with an energy given as some weighted average of the surface WS$_2$ and carbon plasmon energies (ref. 11). The surface plasmon for a thick carbon nanotube is bimodal, with peaks at 15 eV and 18 eV (ref. 10), whilst the WS$_2$ surface plasmon energy is at ~17 eV. The averaged interface plasmon energy is expected to be around 17 eV, which means that the plasmon mode seen at...
22 eV in the region of the coating is an effect of the dielectric interface between the WS$_2$ coating and the MWCNT. It follows that the reason for which this plasmon mode does not appear, for coating thicknesses of 4 monolayers and below, could be the fact that the interface between the MWCNT and the coating is not defined (from the dielectric point of view). This would suggest that in order to establish a heterojunction between the WS$_2$ coating and the MWCNT template, at least 5 monolayers of WS$_2$ are needed (i.e. ~3.1 nm).

**CONCLUSIONS**

We have studied the electronic structure across the cylindrical interface between a MWCNT and its WS$_2$ coating by using the line spectrum imaging technique, performed under parallel illumination in a TEM equipped with a GIF. We have shown that a plasmon mode that is specific to WS$_2$ cylindrical layers appears for coating thicknesses above 5 monolayers, which indicates that one can define dielectrically the interface between the MWCNT and its coating, if the coating thickness exceeds 3.1 nm. The coupling of the various surface modes of the nano-object (the MWCNT and its coating) is currently being investigated.
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STUDY ON GAS SENSITIVITY OF CARBON NANOTUBE FILMS
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ABSTRACT

The gas sensitivity properties of carbon nanotubes were investigated. The carbon nanotubes in this study were fabricated by hot filament chemical vapor deposition using Ni/Fe catalyst. The sensor samples were treated by chemical etching using H_2SO_4/HNO_3. The experimental results have shown that the electrical resistance of carbon nanotubes was sensitively changed on exposure to gaseous ambient containing ethanol and water vapor. It was found that the gas sensitivity of carbon nanotubes was greatly enhanced after chemical treatment. It was also shown that the response time of nanotube sensor was faster than that of usual sensors.

Keywords: carbon nanotubes, gas sensitivity, chemical treatment, water vapor, ethanol, CVD

INTRODUCTION

Carbon nanotubes are candidates for future nanoelectronic device applications due to their unique structural and electronic properties (ref. 1 to 2). Using carbon nanotubes as miniaturized chemical sensors in one of the most promising applications because of their unusually high aspect ratio, mechanical and chemical stability and good conductance. The small dimensions and high surface area of the carbon nanotubes have special advantages for the sensors, which could be operated at room temperature or high temperature for sensing application (ref. 3 to 4). In this work, the gas sensors of carbon nanotubes were investigated. The experimental results showed that resistance of carbon nanotubes was found to change sensitively on exposure to gaseous ambient.

EXPERIMENTAL

Carbon nanotubes in this study were fabricated by hot filament chemical vapor deposition. The Ni/Fe/Si was used as substrates (ref. 5). The catalyst is the mixed films of Ni and Fe. Catalyst thin films on Si were produced by radio frequency sputtering from a Ni-Fe alloy target. The Ni-Fe alloy target with an atomic ratio of 1:1, 100mm in diameter, made of metal Ni and Fe of purity 99.99% was used. The film thickness is about 20nm. The Ni/Fe/Si substrates were loaded on a quartz boat. The catalyst films were treated in flowing hydrogen (200sccm, 20 Torr) at 850 °C. Subsequently ammonia (NH_3) was introduced to completely replace the hydrogen, and acetylene (C_2H_2) was added shortly after 1 min to start the nucleation and growth of carbon nanotubes. The flow rate of NH_3 gas is 250 sccm, and C_2H_2 gas is 120 sccm. Growth temperature was maintained at 550 °C, and time is 10 min. The samples obtained were characterized by scanning electron microscopy, transmission electron microscopy and Raman spectroscopy.

Fig. 1. Shows the SEM micrographs of carbon nanotubes. From Fig. 1. it can be known that the carbon nanotubes were grown homogeneously on the substrate, and the diameter of tubes in about 20 nm.
Fig. 2. Shows the Raman spectrum of carbon nanotubes using Ar excitation (λ = 514.5 nm). From Fig. 2, as can be seen that the G-line at 1589 cm⁻¹ which originated from the graphitic sheets, and an extra peak near 1566 cm⁻¹ indicated the general trends of single wall carbon nanotubes (ref. 6).

The carbon nanotubes were removed from the substrate in acetone solution using the ultrasonic treatment. The carbon nanotubes films were prepared by dispersing the raw material in ethanol and then by spraying on top of predeposited Au electrodes on quarts plate using an airbrush for gas sensitive measurements.

The experimental set-up for measuring the samples’ sensitivity to gas was shown in Fig. 3. The sensor of carbon nanotube films was placed in the chamber (volume 60L). The chamber can be evacuated by a mechanical pump. The fed gas flow was controlled by mass flow meter. The samples were kept at a desired temperature adjusted by the iodine-tungsten lamp heater, and the sample temperature was measured by a Pt-Ph thermocouple. The films resistance was measured by a four-probe contact configuration. The sensitivity of the sensor to gases is defined by (ref. 7).
\[ S = \frac{(R_g - R_0)}{R_0} \]  

where \( R_g \) and \( R_0 \) are the resistance of the sensor with and without gas, respectively.

To enhance the sensitivity of gas sensors based on carbon nanotubes, the samples were treated by chemical etching using \( \text{H}_2\text{SO}_4/\text{HNO}_3 \) mixed solution. The processed samples were rinsed in de-ionized water and annealed at 250 °C in vacuum. Fig. 4 shows the changes of electrical resistance sensitivity for carbon nanotubes with pure ethanol concentration at 295 °C. From Fig. 4, as can be seen that the sensitivity of the films sensors to ethanol gas was increased with increasing gas concentration. The sensitivity was increased from 2.2% to 9.6% when ethanol concentration at air at room temperature increased 50 PPM to 150 PPM.

**Fig. 3. Experimental set-up for monitoring the sensitivity to gas for carbon nanotubes films**

**RESULTS AND DISCUSSION**

To enhance the sensitivity of gas sensors based on carbon nanotubes, the samples were treated by chemical etching using \( \text{H}_2\text{SO}_4/\text{HNO}_3 \) mixed solution. The processed samples were rinsed in de-ionized water and annealed at 250 °C in vacuum. Fig. 4 shows the changes of electrical resistance sensitivity for carbon nanotubes with pure ethanol concentration at 295 °C. From Fig. 4, as can be seen that the sensitivity of the films sensors to ethanol gas was increased with increasing gas concentration. The sensitivity was increased from 2.2% to 9.6% when ethanol concentration at air at room temperature increased 50 PPM to 150 PPM.

**Fig. 4. Change in sensitivity of carbon nanotube films with ethanol gas concentration**
Fig. 5. Relative change in resistance to water vapor for carbon nanotube films without chemical treatment

Fig. 5 and Fig. 6 show the sensitivity of the electrical resistance for carbon nanotube films to water vapor with and without chemical treatment, respectively. It is quite clear that the gas sensitivity was greatly improved by chemical treatment. The relative changes in resistance was about 3.0% without chemical treatment, but reached to 100% after treatment.

Fig. 6. Relative change in resistance of carbon nanotube films to water vapor with chemical treatment

As mentioned about the results, it was demonstrated that the carbon nanotubes have a good sensitive to gas environment. This is because of extreme high aspect ratios in carbon nanotubes, and further increased the aspect ratios after the treatment owing to opened ends and cut shorter for carbon nanotubes. In gas atmosphere, the charge transfers from adsorbed gas to carbon nanotubes may be occurred, especially in the presence of catalytic particles in carbon nanotubes.
CONCLUSION

The experimental results have shown that there is a good gas sensitive property in carbon nanotubes. Moreover, the gas sensitivity was further enhanced by chemical treatment. Miniaturized chemical sensors based on carbon nanotubes would be one of the most promising applications because of their high aspect ratio, mechanical and chemical stability and good conductance.

ACKNOWLEDGMENTS

This work has been financially supported by the Applied Research in Basics Foundation (7327) of Scientific Committee of Chongqing City.

REFERENCES

On the calculation of the figure of merit for Carbon Nanotubes based devices

A. Vaseashta
Marshall University
Department of Physics
One John Marshall Drive
Huntington, WV 25755, USA

The dimensionality of a system has a profound influence on its physical behavior. With advances in technology over the past few decades, it has become possible to fabricate and study reduced-dimensional systems in which electrons are strongly confined in one or more dimensions. In the case of 1-D electron systems, most of the results, such as conductance quantization, have been explained in terms of non-interacting electrons. In contrast to the cases of 2D and 3D systems, the question of what roles electron-electron interactions play in real 1-D systems has been difficult to address, because of the difficulty in obtaining long, relatively disorder free 1-D wires. Since their first discovery and fabrication in 1991, carbon nanotubes (CNTs) have received considerable attention because of the prospect of new fundamental science and many potential applications. Hence, it has been possible to conduct studies of the electrons in 1-D. Carbon nanotubes are of considerable technological importance due to their excellent mechanical, electrical, and chemical characteristics. The potential technological applications include electronics, opto-electronics and biomedical sensors. The applications of carbon nanotubes include quantum wire interconnects, diodes and transistors for computing, capacitors, data storage devices, field emitters, flat panel displays and terahertz oscillators. One of the most remarkable characteristics is the possibility of bandgap engineering by controlling the microstructure. Hence, a pentagon-heptagon defect in the hexagonal network can connect a metallic to a semiconductor nanotube, providing an Angstrom-scale hetero-junction with a device density approximately $10^5$ times greater than present day microelectronics. Also, successfully contacted carbon nanotubes have exhibited a large number of useful quantum electronic and low dimensional transport phenomena, such as true quantum wire behaviors, room temperature field effect transistors, room temperature single electron transistors, Luttinger-liquid behavior, the Aharonov Bohm effect, and Fabry-Perot interference effects. Hence it is evident that CNT can be used for a variety of applications. To use CNT based devices, it is critical to know the relative advantage of using CNTs over other known electronic materials. The figure of merit for CNT based devices is not reported so far. It is the objective of this investigation to calculate the figure of merit and present such results. Such calculations will enable researchers to focus their research for specific device designs where CNT based devices show a marked improvement over conventional semiconductor devices.
DIAMOND EPITAXY AND DIAMOND SENSORS
EXCITONIC EMISSION FROM HIGH QUALITY HOMOEPITAXIAL DIAMOND FILMS

Hideyuki Watanabe 1), 3), Shokichi Kanno 2), 3) and Hideyo Okushi 1), 3)
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ABSTRACT

Recently, deep-ultraviolet (deep-UV) light emitting diodes (LEDs) based on diamond have been proposed using a free-exciton emission from diamond. Presently, it is well known that commercially available LEDs and laser diodes (LDs) are based on direct band-gap semiconductors such as GaAs and other III-V compound semiconductors. On the other hand, diamond is an indirect band-gap semiconductor. In order to realize commercially available deep-UV LEDs and LDs based on the free-excitons of the diamond, therefore, the nature of the indirect free-excitons from the diamond should have some advantages that overcome the handicap of the indirect band-gap.

The excitons in high quality diamond crystal have a high binding energy (80 meV), excitonic emission can be observed even up to room temperature. We have successfully observed the strong deep-UV emission of 235 nm (i.e., 5.27 eV) due to free-exciton at room temperature in cathodoluminescence (CL) spectra from homoepitaxial diamond films prepared by microwave plasma assisted chemical vapor deposition (CVD) using CH4 gas system. More recently, under the condition of the very low CH4 concentrations less than 0.05%, we have successfully grown homoepitaxial diamond films with atomically flat surface. In these films, we found that the free-exciton emission intensity not only becomes stronger than the previous one, but the excitonic emission intensity increases super-linearly with the electron beam current in the high excitation region above a threshold value at room temperature. The nonlinear effects strongly suggest that application of free-exciton emission of diamond to deep-UV LEDs is very promising.

In this paper, we report detailed behaviors of the nonlinear effects in free-exciton emission of CVD diamond films studied by the CL measurements.

Keywords: exciton, deep ultraviolet, cathodoluminescence, homoepitaxial diamond film, nonlinear effect
ABSTRACT

Heteroepitaxy of diamond is one of the main topics in diamond research society for scientific and industrial point of view. There have been attempted to fabricate heteroepitaxial diamond thin films on foreign substrate such as cubic boron nitride, nickel, silicon, beta-silicon carbide and platinum. Our research group has started to study on heteroepitaxial growth of diamond on iridium/magnesium oxide (MgO) (001) stacking by using two-step dc plasma chemical vapor deposition method from 1995. Growth area of epitaxial diamond, however, is 3mm in diameter, which is limited by the form and the size of the grid used for pretreatment of ion irradiation.

We have developed another pretreatment technique (planar diode type dc plasma) to enlarge the size of ion irradiation area. After this pretreatment, epitaxial diamond can be grown on whole iridium substrate surface with the size of 10x10x0.5 mm. The obtained epitaxial diamond thin film was transparent to visible light with a relative smooth surface. The growth process and the results of characterization will be presented in detail.
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diamond thin film, heteroepitaxy, dc plasma CVD, iridium
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APPLICATIONS OF SINGLE CRYSTAL CVD DIAMOND
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ABSTRACT
The desire for electronic devices with higher power throughput, wider frequency bandwidth and higher operational temperatures is driving research and development of new semiconductors. One such area of research is wide band gap materials. Diamond is extreme in this group of materials (which includes SiC, ZnO and GaN), having a direct band gap of 7.5 eV, an indirect gap of 5.5 eV and a room temperature thermal conductivity in excess of 2000 Wm⁻¹K⁻¹. Diamond electronic devices, such as power diodes and high-frequency field effect transistors, are expected to deliver outstanding performance due to the material’s excellent intrinsic properties such as high carrier mobilities and high breakdown field. However, the development of diamond electronics has been hampered by several problems including a lack of shallow dopants, heteroepitaxy as a route to large area single crystal growth, low crystal quality and poor consistency of synthetic material.

We will report recent results on the fabrication and characterization of device quality single crystal CVD diamond [1]. These results show, not only that material can be fabricated with performance that matches the very best natural diamond, but also that key properties such as the mobility and lifetime of the carriers, far exceed expectations. It has been lack of material quality that has limited diamond’s progress in the past, making it a minority player against SiC and GaN. However, the figures of merit now demonstrated for diamond are so extreme that the material should be re-examined as an ideal material for the most demanding power electronics and switching applications.
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**ELECTRICAL PROPERTIES OF DIAMOND PN-JUNCTION DEVICES**  
*(ADC/FCT 2003)*

**S. Koizumi, M. Katagiri, K. Watanabe and H. Kanda**  
Advanced Materials Laboratory, National Institute for Materials Science, 1-1 Namiki, Tsukuba 305-0044, Japan

**ABSTRACT**

n-Type diamond thin films were successfully formed by optimizing the growth condition of chemical vapor deposited diamond under phosphorus doping to obtain better crystalline perfection. The \(pn\)–junction made with stacking film of boron doped (p-type) and the phosphorus doped (n-type) layers has shown good rectification characteristics with the ratio of \(10^{10}\) at \( \pm 10\) V. The diode characteristics and the behavior of \(pn\)–junction interface have been characterized by temperature dependent IV and CV measurements. By forward bias operation, the diode shows ultraviolet light emission at 235 nm that attributes free exciton luminescence. The diode also shows photoelectric response against ultraviolet light with the wavelength shorter than 225 nm that corresponds the bandgap of diamond. It is expected these characteristics of diamond \(pn\)–junction will be applied for the next generation opto-electrical devices.

**Keywords**: n-type doping, \(pn\)-junction, electrical properties, light emission

**INTRODUCTION**

Diamond is a potential material for ultraviolet (UV) devices and high-temperature electronics application because of its large band gap. The formation of \(pn\)-junction is very important fundamental technology to realize the diamond solid state devices such as solar-blind deep UV photo-diode, UV-LED and UV laser diode. It has been reported that diamond \(pn\)-junction diode can be formed using boron doped and phosphorus doped diamond thin films, and it generates UV light emission at 235 nm (ref. 1). In the present study, the high-temperature electrical properties and light emission characteristics of diamond \(pn\)-junction have been investigated.

**EXPERIMENTAL**

A boron (B)-doped diamond thin film is formed on the heavily B-doped HT-HP diamond \{111\} surface by microwave plasma CVD using trimethylboron as an impurity source. The thickness of the film is 1 µm and the boron concentration is \(1x10^{17}\) cm\(^{-3}\). The phosphorus (P)-doped film has been deposited on the B-doped film using phosphine as an impurity source with the thickness of 0.5-1 µm and the phosphorus concentration of \(5x10^{18}\) cm\(^{-3}\). The electrical properties of both the films are individually characterized by Hall measurements and have been convinced their conduction to be p-type and n-type, respectively for B- and P-doped layers. After the deposition of both the films, the sample was chemically oxidized to remove hydrogen and contaminants which may cause unexpected electrical conduction. The ohmic electrodes were formed for p-type diamond film by depositing Au / Ti film by EB deposition. For the n-type side, the heavily P-doped thin layer has been formed on the surface followed by deposition of Au / Ti cap films. The sample has been processed by reactive ion etching to form mesa structure for the device separation.

**Figure 1. SEM image of a mesa structured sample surface.**
RESULTS AND DISCUSSION

The I-V characteristics of the \( pn \) structure clearly show the rectification properties as shown in figure 2. The rectification ratio is about \( 10^{10} \) at ±10V at RT. Even at 600 °C, the diode characteristics can be clearly observed with the rectification ratio of about \( 10^6 \). The ideality factor has been improved from 3.5 at RT to 1.9 at 600 °C with the temperature increase. The improvement is considered to be due to the reduction of charge trapping state density due to thermal excitation of defect energy states in the crystal. The frequency response of the diode has been improved as well with the temperature increase. The built-in potential deduced from capacitance-voltage measurements (not shown here) showed good agreement with the theoretical calculation and it was 4.5 eV at 600 °C, while slight discrepancy has been observed at RT (~5.0 eV). Thus, it is revealed that the present diamond \( pn \)-junction rather prefers high-temperature operation.

Figure 3 shows a typical photoresponse spectrum of diamond \( pn \)-junction. It is clearly observed the rapid increase of photoresponse at 5.5 eV (225 nm) that corresponds to the indirect band-gap of diamond. The discrimination ratio was over \( 10^3 \) at 5.5 eV. However, it is also observed sub-gap response below 3 eV (2.3 eV) which corresponds to that of substitutional nitrogen exists in HPHT diamond used as a substrate. The photo-carriers generated in the substrate diffuse into \( pn \)-junction interface and cause the photoresponse. It is basically possible to reduce this response by simply replacing the substrate to type-II diamond. Thus, it is demonstrated that perfect solar-blind UV-photodetector can be obtained by using diamond \( pn \)-junction diode.

CONCLUSION

\( pn \)-Junction diode was successfully formed by stacking boron-doped and phosphorus-doped chemical-vapor-deposited diamond thin films. The \( pn \)-junction showed better diode characteristics at higher temperature and the ideality factor was 1.9 at 600 °C. The photoresponse of the diode showed a sharp rising edge at diamond band-edge and the feasibility of a solar-blind photodetector has been convinced using diamond \( pn \)-junction.
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ABSTRACT
Diamond free exciton (FE) recombination emission located around 235 nm in wavelength is expected to be highly efficient and a good candidate for deep UV LED. We previously reported that an external efficiency ($\eta_{\text{ext}}$) of $8 \times 10^{-5}$ was obtained at room temperature from a pn junction sample composed of a S-doped CVD layer and a B-doped synthesized substrate. But a peak intensity ratio of band-A to that of FE emission ($r_{\text{A,FE}}$) was about 100. This undesired behavior seemed to be caused by lattice defects on the mechanically polished p-type substrate.

In order to improve LED characteristics, a B-doped layer was grown on a B-doped substrate by MW-assisted CVD method at the following conditions; C/H atomic ratio 0.05%, B/C atomic ratio 50 ppm, temperature 875°C and thickness 0.8 µm. Atomic force microscope analysis showed that the averaged roughness (Ra) of the surface was reduced from 0.48 nm to 0.32 nm. Then S-doped CVD layer growth and device separation by reactive ion etching were done the same way as previous sample. A typical $r_{\text{A,FE}}$ of thus fabricated LED's was greatly suppressed to 0.5, which suggested a defect concentration reduction at the junction. Maximum $\eta_{\text{ext}}$ of $2.7 \times 10^{-4}$ and maximum output power of FE emission of 17 µW was obtained.

Keywords: LED, free exciton, quantum efficiency, pn junction, lattice defects
DIAMOND MICRO-OPTICS
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P.O. Box 534, SE-751 21 Uppsala, Sweden

ABSTRACT

We have developed a method for fabricating almost any type of optical surfaces in diamond. The method consists of the following steps: First, a polymer film, spun onto diamond substrates of optical quality, is patterned by lithographic processes. Next, the surface relief is transferred into the underlying diamond by use of inductively coupled plasma dry etching in an oxygen/argon chemistry. Using this technique, we have successfully demonstrated the fabrication of diamond spherical microlenses, blazed gratings, Fresnel lenses, subwavelength gratings and diffractive fan-out elements. The spherical microlenses had apertures of 90 µm and f-number of 4. The phase error, measured with a Twyman-Green interferometer at 633 nm, was found to be less than 31 nm. The diffraction efficiency for the blazed grating was measured to be 68% at 400 nm, with a theoretical maximum of 71%. The subwavelength grating was designed for reducing surface reflections at a wavelength of 10.6 µm. Spectrophotometric results show that the optical transmission was increased from 70%, using a non-structured diamond substrate, to 97%, using our subwavelength structured diamond. Finally, the fan-out element has been tested with a 6 kW carbon-dioxide laser, to microstructure pieces of PMMA. The results are excellent, showing diffraction limited spots.

Keywords: CVD diamond, diffractive optics, high power lasers, plasma etching, antireflection.

INTRODUCTION

Diamond is a very interesting material for optical purposes. There are several reasons for this; diamond is the hardest material found in Nature, diamond has a wide optical transparency window (220 nm and above), it is resistant against chemicals and has the highest thermal conductivity of all solids known. It is therefore attractive to fabricate diffractive or refractive optical elements in diamond for e.g. high power laser applications. Interesting areas of micro-optical elements in diamond is for beam shaping of CO2-lasers, Nd:YAG lasers or diode laser arrays. Today ZnSe is chosen as the optical material for CO2-lasers (to focus the laser beam or as an optical window). However, diamond has the potential to replace ZnSe as the optical material for use with CO2-lasers because of its unique optical properties. For instance, thermal lensing, which is due to heating of a material leading to a localized change in refractive index and thus a lensing effect, for a diamond window can be more than 200 times less severe than in ZnSe (ref. 1).

Binary structures in diamond have been demonstrated using excimer laser ablation (ref. 2) and ion beam milling (ref. 3). Due to the stepped approximation, binary elements suffer however from lower diffraction efficiency than true analogue structures and both of the above mentioned processes are rather slow and not suitable for more than laboratory demonstration. In this paper we present an overview of the different diamond micro-optical structures (both analogue and binary) fabricated by our group (refs. 4 to 6). The manufacturing technology uses electron-beam lithography, replication by hot embossing or photolithography followed by plasma etching in an inductively coupled plasma (ICP) system.

MICRO-OPTICS FABRICATION

The substrates used in all experiments were polycrystalline CVD diamond grown in microwave plasma, with the first seeding material removed. The surfaces were polished to a root-mean-square (RMS) roughness below 15 nm. The material is commercially available from Drukker International B.V., The Netherlands, and was specially made for optical components that require a high transmission from the ultraviolet to the far infrared.
Continuous blazed gratings and diffractive Fresnel lenses

Fabrication of the diffractive optical elements (DOEs) was done with direct-write electron-beam lithography (system: JEOL JBX-5DII), which allows continuous-relief elements to be exposed. The DOE pattern was written in electron sensitive resist (PMGI SF15, MicroChem Corp., USA) spun onto CVD diamond substrates (300 µm thickness, diameter 10 mm, flatness < 2.5 fringe at λ=633 nm). Both blazed gratings and diffractive lenses of Fresnel type were exposed. Feature sizes of the blazed grating were period of 45 µm and grating depth 3 µm.

Refractive microlenses

Fabrication of refractive microlenses was done with standard photolithography followed by thermal reflow of photoresist. The microlenses was fabricated in Shipley 5740 photoresist spun onto diamond substrates (300 µm thickness, diameter 5 mm, flatness < 1 fringe at λ=633 nm). The thickness of the resist layer was 7 µm and the diameter of the exposed pillars between 10 and 100 µm. By heating the substrate at 150 degrees for 15 minutes the pillars melt and form almost perfect spherical microlenses with a height of 13 µm.

Subwavelength gratings and diffractive fan-out elements

The fabrication of the subwavelength grating was done with direct-write electron-beam lithography (system: Philips FEG-ESEM). A thin layer of aluminum was first deposited onto the diamond substrates having the same material properties as described above, followed by spin-coating of poly(methylmetacrylate) (PMMA). After the resist layer had been exposed and developed the naked metal areas were removed by dry etching, the remaining areas functioned as etch stop during the subsequent dry etching in an inductively coupled plasma (ICP) etching system. The grating period of the two-dimensional subwavelength grating was 4 µm. For the fabrication of the diffractive fan-out element photolithography was used to mask the aluminum, since the smallest feature size is about 10 µm.

PLASMA ETCHING OF THE DIAMOND MICRO-OPTICAL STRUCTURES

To fabricate the micro-optical structures in diamond a home built ICP etching system was employed. In the few publications on etching of diamond that exist, pure O2 or O2/Ar have been used as etch gases. Studies have been done with reactive ion etching, which generates slow etch rates (10-60 nm/min) (ref. 7). However, with electron cyclotron resonance (ECR) etch rates of up to 300 nm/min has been reported (ref. 8). ICP-etching (used in our experiment) is also, as ECR, a high density system which therefore usually gives similar etch results. In our experiment electronic grade O2 and Ar were used as etch gases. Etch conditions were gas flows of 7 sccm O2, 8 sccm Ar, chamber pressure 2.5 mTorr, 500 W ICP power, -140 V bias, which gave etch rates of 1900 nm/min, 1200 nm/min and 190 nm/min in e-beam resist, photoresist and diamond, respectively. The selectivity between the etch rate in e-beam resist and the etch rate in diamond is 0.1, which means that the height of the structure will be compressed.

OPTICAL AND TOPOGRAPHICAL MEASUREMENTS

Continuous blazed gratings and diffractive Fresnel lenses

Fig. 1 shows an interferometer picture of a blazed grating (period 45 µm, depth 300 nm) and a diffractive Fresnel lens (focal length 10 mm, f-number 20, at a wavelength of 400 nm) etched into diamond. One can notice that the surface roughness of the etched element is fairly good. The measured diffraction efficiency of the 45 µm period blazed grating in the first order was 68.2% at 400 nm wavelength. No AR-coating was provided. The reason why the diffraction efficiency does not reach the theoretical maximum is mainly due to deviation of the optimal relief depth and the fact that the relief structure in e-beam resist is not perfect. By using atomic force microscope (AFM) data from the original structure we simulated an optimum diffraction efficiency in the first order of 71.5% for the e-beam exposed structure, therefore we cannot expect a much higher value after etching.
Refractive microlenses

Fig. 2 shows a surface scan of a diamond microlens. One can notice that the surface of the etched elements is very good. The diamond microlenses was examined with an optical interferometer to measure the lens properties and the surface roughness.

The examined microlens has a diameter of 90 µm and a height of 2 µm. The radius of curvature is 511 µm, focal length is 365 µm, and the f-number is 4. To measure deviations from a perfect spherical lens we subtracted a sphere with a curvature of 511 µm from the interferometer data of our diamond lens. The deviation from a perfect lens was measured over > 90% of the lens area, and was calculated to be 6.7 nm (RMS). The phase error, measured with a Twyman-Green interferometer at λ=633 nm, was found to be less than 31 nm (λ/20).

Subwavelength gratings and diffractive fan-out elements

The subwavelength grating was designed for reducing surface reflections at a wavelength of 10.6 micrometer. Since diamond has a high refractive index, 2.4 at λ=10.6 µm, 29% of the incoming light will be lost due to Fresnel reflection from both surfaces. To reduce the surface reflection the surface can be coated with one or several layers of suitable thin film materials. However, it would be beneficial to avoid introducing another material. For instance, if diamond is chosen because of its resistance in harsh environments the whole idea will fall if another material also has to be introduced. Fig. 3 shows an SEM picture of the two-dimensional subwavelength grating, having a period of 4 µm. The AR-grating was optically evaluated with a spectrophotometer and showed that the transmission was increased from 71% to almost 97%, see Fig. 4. Theoretical maximum is about 99%.
Figure 3. Scanning electron microscope picture of a diamond subwavelength grating designed for reducing surface reflections at a wavelength of 10.6 µm. The grating period is 4 µm and the grating depth is 1.8 µm.

Figure 4. Transmission spectra measured with a spectrophotometer of blank diamond, diamond with subwavelength grating on one side and double-side treated diamond. The transmission has been increased from 71% to 97%. The calculated transmission values are also shown.

One of the DOEs is a binary fan-out element designed to generate 16 spots forming a ring pattern. The fan-out element is optimized for the wavelength of a CO₂ laser, λ=10.6 µm. CO₂ lasers are widely used in the industry for cutting and drilling metal as well as in the medical industry. The fan-out was fabricated in two versions, one for use with a CO₂-laser and the other for use with a HeNe laser (λ=632.8 nm). The DOE was carefully optically evaluated with a HeNe laser and showed excellent performance. The measured diffraction efficiency was 64.5% for red light, which is compared with the calculated value of 65.7%. The fan-out element, designed for a wavelength of 10.6 µm, was used to drill holes in a thick PMMA plate by placing the DOE in the CO₂ laser beam. Fig. 5 shows a SEM picture of the fabricated fan-out element in diamond and PMMA microstructured with the CO₂/DOE combination.
CONCLUSION

In conclusion, we have studied the transfer of diffractive structures and refractive microlenses into diamond using ICP etching. An O$_2$/Ar chemistry has been found to give satisfying results. The transfer process produced smooth surfaces. The outstanding properties of diamond and a decrease in the production cost of synthetic diamond, combined with a rapid and accurate micromachining method, will allow the commercialization of diamond optics. We believe that diamond optics, in the future, will be found in high-power laser applications and applications where the environmental conditions are extreme such as high temperature, corrosive gases, high aero-dynamic load, etc.
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DIAMOND MICRODOSIMETERS AND MICRODETECTORS

C. Manfredotti, E. Vittone, F. Fizzotti, A. Lo Giudice, C. Paolini and P. Olivero
Experimental Physics Dept., University of Torino, Italy and
INFM, National Institute for Matter Physics, UdR To-University, Italy

ABSTRACT

Diamond displays many attractive properties which make it an ideal material both for nuclear particle detection and for X-ray dosimetry in medical fields. In fact diamond is radiation hard, tissue equivalent and compatible, and by using CVD (Chemical Vapour Deposition) it can be deposited on different substrates and in different shapes. We have fabricated CVD diamond microdosimeters by depositing thin diamond films (< 20 μm thick) on tungsten wires and tips with diameters ranging from 50 μm to 300 μm. Tips shape can be easily controlled by electrochemical etching the W wire, from emisphere to almost conical one. The electrodes are arranged in a coaxial geometry. These devices can both detect alpha particles, protons and ions with a reasonable energy resolution and with bias voltages of the order of 50 V and can be used as X-ray microdosimeters in small field radiotherapy planning, with an extremely good spatial resolution. We have recorded the performances and the homogeneity of the response of these detectors with proton and alpha particles microbeams by IBICC (Ion Beam Induced Charge Collection) and we have measured the exact dose rate profile of small X-ray beams with an unprecedented spatial resolution.

Keywords: CVD diamond, microdosimeter, microdetector, X-rays, tips.

INTRODUCTION

Diamond is generally assumed to be an ideal material as radiation detector for bio-medical applications (ref. 1). The attractiveness of diamond essentially stems from its radiation hardness, chemical stability against all the body fluids and its absolute no-toxicity. Moreover, diamond is to be considered a “tissue equivalent” material since its atomic number (Z=6) is close to the effective atomic number of soft tissue (Z_{eff} =5.92 for fat and Z_{eff} =7.4 for muscle) (ref. 2). This fact is particularly important to measure the absorbed dose in biological tissue where the energy deposited by low energy gamma or X-ray (< 150 keV) is highly dependent on the atomic number of the material. Improved diamond synthesizing techniques have generated new optimism about the possibility of applying diamond in radiation detection, overcoming the difficulties (high cost and poor reproducibility), which limit the widespread application of natural diamond in this field. In particular, the Chemical Vapour Deposition (CVD) technique has proven to be able to produce low cost “detector grade” diamond films suitable for application in radiation dosimetry (ref. 3). Besides obvious advantages of this technique (low cost, high impurity control, good reproducibility), it should be emphasised that it is able to synthesise both large area detectors, as required for medical imaging, and miniaturised detectors. The latter feature is particularly appreciated in radiation oncology units where detectors with excellent spatial resolution and high sensitivity are required for radiotherapeutic treatments (brachytherapy or stereotactic radiosurgery).

Since 1995, our group has been involved in the fabrication of position sensitive and needle shaped detectors for in-vivo dose monitoring and for photon and charge particle beam profiling (ref. 3). A thin diamond film (10-15 μm) is deposited on a tungsten tip which base diameter is below 300 μm. The performance of such detectors is described in previous papers (ref. 3 and references therein) and can be considered for in vivo dose measurements. As a matter of fact, their small dimensions make them suitable for dose measurements in small radiation fields such as in stereotactic radiosurgical beams where ion chambers are inappropriate because of their poor spatial resolution and their sensitivity to lateral electronic disequilibrium (ref. 4). However, the unusual geometry of the substrate makes it difficult to obtain a perfect reproducibility of the diamond deposition. As a consequence, an accurate characterisation of the electronic performance of such devices is an unavoidable step before their application under radiotherapy X-ray beams.

EXPERIMENTAL

The HFCVD apparatus used to deposit diamond tips is described in previous publications (ref. 6). Diamond film (10-15 μm thick) was grown on 50-300 μm wide tungsten tips. The shape of the tips was obtained by means of the same electrochemical technique as used to obtain sharp tips for Scanning Tunnelling Microscopy.
After deposition the samples were annealed in air or in oxygen atmosphere to remove the hydrogenated and/or graphitic layer present on the diamond surface. Then, a Ti (40 nm) + Au (100 nm) electrode was evaporated on the top of the diamond tip. By applying a bias voltage at the top electrode and earthing the W substrate (which acts as a counter electrode) a solid state ionisation chamber is then made. It is worth noticing that the current flowing under a bias voltage of 100 V is about 50 pA. This fact allowed us to set a very low electronic threshold level of the acquisition chain.

Fig. 1 shows two different samples of CVD diamond tips deposited on a tungsten wire suitably etched (left) and an a SiC wire (right) with a different terminal shape. A miniaturised diamond solid state chamber was then fabricated by using the diamond as the sensitive region, the tungsten substrate and a thin titanium/gold evaporated layer as electrodes. The detector was then sealed in cylindrical polystyrene housing of 20 mm diameter.

The current/voltage characteristics for all the samples were measured both in dark and under both a X-ray radiological beam (maximum energy 120 keV) with or without a Cu filter and with the X-ray beam of a Siemens MD Class MEVATRON 615 MeV accelerator for radiotherapy. The profiles of the X-ray beam reported here refer only to the radiological beam with very narrow field. In this case, pulse charge integration was carried out in order to improve the S/N ratio. The current pulses were recorded and digitized by means of an ADC acquisition card. An example of the pulses is reported in Fig. 2: while fluctuations were present in the pulse shape, the results confirmed a very good stability of the radiological apparatus, which is an obvious requirement for beam profile step-by-step measurements.

![Figure 1. SEM micrographs of CVD diamond tips realized on a tungsten substrate (left) and on a SiC substrate (right). The thickness of diamond film is 10 μm, the internal diameter is 200 μm.](image)

![Figure 2. Time evolution of the current pulse (in arbitrary units) generated by X-ray in the tip CVD diamond detector](image)

In order to test the performances of the tips as particle detectors, which could be of some interest because of the good space resolution of this detector, IBIC (Ion Beam Induced Charge) measurements were carried out by irradiating with a proton microbeam (nominal spot diameter 1 μm) the top electrode in parallel geometry, i.e. with the beam parallel to the tip axis. A standard charge sensitive electronic chain was used to shape and amplify the signal induced by charge carriers generated by a 2.4 MeV proton beam with a rate of less than 1000 p/s.
RESULTS AND DISCUSSION

The current/voltage curves under high energy (6 MeV, dose rate 35 μGy/s) and under low energy (X-ray tube voltage 150 kV, dose rate 60 μGy/s) X-ray irradiation revealed in some cases a photocurrent increase with respect to dark of the order of $10^3$, when dark current of the tip was very low ($10^{-12}$ A). The sensitivity has been calculated from the linear behaviour of the electrical response of the tips operating at a bias voltage of 100 V under the X-ray source irradiation at fixed peak energy of 150 keV and different X-ray tube currents. The slopes of the linear fits are of the order of 7 nC/Gy for diamond tips in this case.

The linearity of the response (integrated charge) with respect to the absorbed dose is of paramount importance in radiological and radiotherapeutic dosimetry. The tips proved to be extremely linear at each maximum energy of X-ray over a suitable range of doses. One example is shown in Fig. 3, which reports the behaviour of the collected and integrated charge as a function of exposition X-ray dose as measured by a standard ionization chamber.

![Figure 3. Linearity of signal of a CVD diamond tip at a bias voltage of 100 V with respect to dose of X-rays with a maximum energy of 40 keV.](image)

$Y = A + B \times X$

- $A = (0.020 \pm 0.003)$ nC
- $B = (120 \pm 2)$ nC/Gy
- $R = 1.000 \pm 0.003$

The sensitivity of the response of the tips, in terms of collected charge over the exposition dose, is depending on the maximum energy of the X-ray beam, because the range of photoproduced electrons is of the order of the thickness of CVD diamond film. This happens almost exactly at 80 keV, which corresponds to an effective energy of 40 keV, where the range of electrons is equal to the thickness of the film and the charge collection efficiency is the largest one. Above 80 keV the sensitivity decreases, because the stopping power of electrons decreases, while below 80 keV the sensitivity increases almost linearly with energy (see Fig. 4).

![Figure 4. Sensitivity of a CVD diamond tip as a function of the maximum energy of the X-ray beam.](image)
In the case of a filtered or hardened X-ray beam (2 mm Cu) one observes almost the same behaviour. In conclusion, in the energy range, which is quite common for radiological investigations (70 - 120 keV), for any filtering thickness, the maximum fluctuation of sensitivity is of the order of 10%.

The time response of the dosimeters is also very important and it is reported in Fig. 5 in the case of a 6 MeV therapeutic X-ray beam: apart from the initial peak, due to the accelerator beam autocalibration, and from a tail (which is reported in some detail in the insert), the conclusion is that the time response is compatible with common times used in radiotherapy planning.

The time response in the case of radiological apparatuses is also very important and the tip presents very good time responses for standard cases, as it will be shown in the next two figures. Fig. 6 reports the pulses as recorded from a mammography apparatus at increasing energies, from 24 to 34 keV, and taken progressively in time: it is very clear that the no-pulse line is constant and that no memory is kept of previous pulses. Fig. 7 shows the pulse shapes from a standard radiological apparatus for the same maximum energy (80 keV) and at increasing mAs (from 1 mAs, corresponding to a time duration of 0.013 s up to 100 mAs, corresponding to 1.3 s): the time behaviour is exactly what is expected. Also in this case the pulses were recorded sequentially and no memory of the previous pulses was observed.

![Figure 5. Time response of tungsten-CVD diamond tip to 6 MeV X-rays. A detail of the tailing part of the response is shown in the insert.](image_url)

![Figure 6. Sequence of pulses coming out from a mammography apparatus and recorded by the tip: the maximum energy of the X-ray beam was sequentially increased from 24 to 34 keV.](image_url)
For a good performance of a X-ray dosimeter, the reproducibility is very important, of course. Taken into account that no memory of previous pulses is affecting the measure under observation, statistical and systematic possible errors were checked by recording 100 subsequent pulses all taken at 80 keV and with 13 mAs of charge. The result is shown in Fig. 8, together with a gaussian fit. The symmetry of the peak is very clear about the absence of systematic errors, while from the fit, which is very good, a standard deviation of 0.02 nC is derived, which, compared with the measured collected charge of 0.32 nC, gives a statistical error of 6.2%, which, in turn, is completely comparable with the precision of the apparatus itself, which is expected to be 5%. A precision of the order of very few percent is really an extraordinary result for this prototype of tip dosimeter.

The spatial resolution is, in principle, a highly expected property for a dosimeter which, as observed from the front, has an intrinsic dimension of 300 μm, which could be easily reduced down to 50 μm or less. In order to check the resolution capability, a very narrow X-ray beam has been microscopically scanned by the tip dosimeter and the results were recorded. The tip was in axial (or frontal position) with its axis parallel to the X-ray beam as much as possible, at a distance from X-ray source of 6 cm. The source was focused by lead collimators at 7 x 7 mm², at a maximum energy of 80 keV with 13 mAs of charge. The tip was biased only at 20 V in this case. The results are shown in Fig. 9: by microscopic stage, the measurements were taken in step of only 0.5 mm by covering 50 points over a range of 2.5 cm, formerly in one direction and after backwards, always in order to check the reproducibility. Apart from the asymmetry of the profile, which is due to the non-exact centering of the tip, and from the non ideal shape of the profile, reasonably due to the machine, the results are impressive: the results forth and back are always within the experimental errors. Obviously, there is no possibility of comparison with other results, since the spatial resolution of the tip is better than any one quoted.
in literature. The linearity of the response at 80 keV, and the relative constancy of the sensitivity around the same energy allow us to directly translate this signal or charge profile in a real dose profile.

The X-ray beam profile could be measured also in the “transverse” position of the tip, i.e. with its axis perpendicular to the X-ray beam, but in this case there are two drawbacks: the former is that the signal is lower (by a factor of 2.5 in this case) since half of the dosimeter is “covering” the other half. The latter one is that in this case the mounting of the tip is much more affecting the spatial resolution. The profile, in other words, is lower and wider or not as sharp as previously.

For a good dosimeter, the threshold dose or the Lower Detection Limit (LDL) could be important in radiation protection applications. Defined as the dose capable of giving a charge signal three times the standard deviation over the noise, the LDL can be easily calculated as a dose value and it varies from 1 μGy at 40 keV to 0.5 μGy at 120 keV. These values are quite surprising for such a small dosimeter (its volume should correspond to an equivalent air volume of few mm ³ of a really very small ionisation chamber) and they could be questionable. As a matter of fact, dose values down to few tens of a μGy were measured in several occasions.

A comparison with other dosimeters is outside of the scope of this paper (a short comparison is presented in ref. 4) but a comparison with the well known natural diamond dosimeters (ref. 7) or with the “bulk” CVD diamond dosimeters could be shortly quoted. In fact, the sensitivity as expressed in nC/Gy is of course of practical use, but compares two different quantities, since the dose is referring to the mass. By referring also the collected charge to the mass, one gets a more “comparable” sensitivity in terms of nC/J, since Gy refers to a deposited energy of 1 J in a mass of 1 Kg. In this case, the sensitivity of our tip is of the order of 10 C/J, to be compared with a value of 0.3 C/J, measured by us on a bulk CVD dosimeter.

Finally, we report some results obtained by IBIC which are quite relevant to the arguments discussed so far and could also represent some kind of further application of tips dosimeters as particle detectors. CVD diamond films are in fact proposed as nuclear detectors, but, with very few exceptions, only for tracking applications (ref. 8, 9) since the energy resolution is generally insufficient for spectroscopy. CVD diamond films, being polycrystalline, are very inhomogeneous and the energy resolution is strongly affected by inhomogeneous broadening of full energy peaks and possibly other effects such as detrapping (ref. 10, 11). In our opinion, when grains are relatively small, morphological uniformity is better and with it also the uniformity of the electrical response, which is defined by charge collection efficiency and by charge collection distance. In fact, this could be appreciated from Fig. 10, which shows IBIC charge collection efficiency maps as obtained by a proton microbeam at 2.4 MeV, for an “axial” irradiation at a rate of no more than 1000 p/s, in order to avoid space-charge build up and possibly radiation damage of the sample. The maps, taken at a bias voltage of 100 and 150 V are reasonably homogeneous, even if the geometry is not a planar one. Moreover, the sample does not show polarization effects, which are due to space charge accumulation due to the non-collected charge. Polarization effects are quite strong in cases when the charge collection distance is lower or much lower than the sample thickness, as observed by IBIC.
In our case, we can estimate that the total charge collection length (i.e. the sum of the collection lengths of electrons and holes) is comparable with the sample thickness (about 10 \( \mu m \)) and therefore the not collected charge is not that important and it does not give rise to space charge polarization effects. This is also the reason why we observed a good reproducibility of the measurements and no memory effect, fast response times, time or dose dependent behaviours, such as those which are necessary for “bulk” natural or CVD diamond dosimeters in order to get them “stabilized”, etc.

**CONCLUSIONS**

It has been clearly demonstrated that CVD diamond tips can be profitably and suitably used as “microdosimeters” in the radiological and radiotherapeutic field with no problem of “priming”, with a good precision and repeatability. Their sensitivity is definitely better than commercial natural diamond dosimeters and their spatial resolution is unprecedented by any other kind of solid-state active dosimeter. Applications in fields such as stereotaxis or any kind of radiological field in which superior spatial resolution is required are not only possible, but highly desirable. Moreover, also nuclear particle spectroscopy applications (particularly alpha particles because of the range in diamond) could be envisaged, presently with modest energy resolution (20 % in the MeV range). Dosimeters and detectors with small thickness and a good morphological homogeneity could be a real breakthrough for CVD diamond applications without requiring efforts such as those for homoepitaxy or for samples with very long charge collection distance. Tissue equivalence for tips dosimeters realized on W wires could be questionable, particularly at lower energies, but the use of “lighter” substrates such as SiC is quite possible and it could solve this problem. In the MeV X-ray range, CVD diamond tips on SiC wires could achieve both tissue equivalence, stability and repeatability, together with a very strong radiation hardness.
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Abstract

The unique electrochemical properties exhibited by boron doped diamond films are such that new and improved electrochemical processes may now be explored both at laboratory and industrial scale. The coating of a conventional electrode material with a boron doped diamond film results in the realisation of an electrode which not only is extremely chemically stable but one which opens up the widest known electrochemical window before water decomposition takes place. The stability of DiaChem electrodes has been proven through the loading of the electrodes with increasing current densities of up to several A/cm² in sulfuric acid.

The electrochemical generation of oxidants used for the recovery or treatment of wastewaters from industrial plants by electrochemical oxidation processes is playing an ever increasing role due to their reliable operating conditions and ease of handling. For example decomposition of cooling fluid in water has been investigated. It has been clearly shown that within the boundary of measurement accuracy it is possible to completely mineralize any organic carbon present. Long chain organic molecules such as cooling fluid may be mineralized from hydroxyl radicals without the development of intermediate products.

EAOP pilot cells as shown in fig. 3 are presently in use in a number of applications from the industrial waste water treatment to water recycling for the optics industry. These tests have displayed excellent results with regards to energy efficiency and effectiveness. It has been demonstrated that it is possible to achieve COD reduction for water flow rates of up to 200 l/hour.
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ABSTRACT
We report high-density electron emission characteristics from ion-implanted homo-epitaxial diamond.
At the previous this conference, we had reported over 100mA/cm² electron emission from a sulfur-ion implanted homo-epitaxial diamond. To find best ion-species and implant-conditions, three types of ions such as phosphor, boron and sulfur have been implanted and their characteristics were evaluated. Among the above species, the phosphor-ion implanted sample showed highest electron emission density over 1A/cm² with emission area of 300µm in diameter. We believe that this is one of the largest emission density values for carbon-based materials under a large emission area measurement.

From the measurement of electron emission, maximum emission densities of individual samples were found to exclusively obey to their surface conductivity rather than the implanted ion-species. Also, a graphitized defect was observed at the surfaces of well emitting samples. These results and emission characteristics indicated that high-density electron emission is strongly related to the conductive carbon structure together with the semiconducting diamond matrix. Detailed emission characteristics and emission models will be discussed.
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ABSTRACT

Ultraviolet sensors were fabricated using undoped, highly oriented diamond (HOD) films. The sensors have a pair of interdigitated electrodes of Pt or Al with the gap length of 5, 10 and, 15 µm on the HOD surfaces. Both stationary and temporal responses to irradiations of ultraviolet (UV) lights from a deuterium lamp and an ArF excimer laser (193 nm) were measured. It was found that the sensors possessed “solar-blind” property. Namely, the output signal due to a dye laser irradiation (313 nm) was only 1 % of that of the ArF laser irradiation. It was also found that the output signal due to the ArF laser irradiation well followed the incident laser pulse shape within a few nano-seconds. It was thus demonstrated that UV sensors made of HOD films can be practically used as solar-blind, robust UV laser power monitors.

Keywords: Highly oriented diamond film, UV sensor.

1. INTRODUCTION

An attention to sensors utilized for vacuum ultraviolet (UV) region has rapidly increased over the last several years. Recent technologies in the semiconductor industry require more precise measurement of exposure with UV light sources such as ArF (193 nm) and F₂ (157 nm) excimer lasers in the photolithography processes. A demand of Xe excimer lamps (172 nm) is increasing for sterilization, surface modification, and dry cleaning of various electronic materials. Due to its harsh nature of the UV light, however, conventional UV sensors consisting of Si-based devices frequently face serious difficulties in their performance, especially in the lifetime.

Diamond is known to be a typical wide bandgap (5.5 eV) semiconducting material having excellent chemical inertness and radiation hardness. Further, it has a high breakdown voltage (10⁷ V/cm) and a high saturation carrier velocity (1.5 × 10⁷ cm/s) (ref. 1), incomparable to Si, GaAs, and SiC. Hence, diamond is considered to be a suitable material for solar-blind, high-speed optoelectronic switches and UV sensors that can withstand high power laser irradiations. Many studies have been carried out to establish practical UV sensors with a high sensitivity and a fast response (refs. 2 to 9).

Among various sorts of diamond, highly oriented diamond (HOD) films, grown by chemical vapor deposition (CVD) combined with the bias-enhanced nucleation (BEN) technique (refs. 10 and 11), are considered to be most suitable for UV applications. The HOD films, consisting of azimuthally oriented (001) facets, contain a lower density of grain boundaries than polycrystalline diamond films does. In addition, they are economically more viable than single crystal diamond. In the present study, we have fabricated UV sensors using HOD films, which have a pair of interdigitated electrodes on the surfaces. Both stationary and temporal responses to irradiation of UV lights from a deuterium lamp and an ArF excimer laser were measured. The irradiation using a dye laser (313 nm) was also conducted for comparison.
2. EXPERIMENTAL

2.1 Device fabrication

HOD films were deposited on high-resistivity Si (001) substrates using microwave plasma CVD apparatus capable of BEN treatment (ref. 12). After a carburization of Si (001) surfaces, the BEN treatment, in which negatively biased substrates to the counter electrodes were subjected to the plasma, was applied in the initial stage of the deposition in order to form epitaxial nuclei on the surface. Next, a textured growth process was carried out to grow out epitaxially nucleated diamond crystals. Consequently, the surface of the films consisted of (001) facets of several \( \mu \text{m}^2 \), while the typical film thickness was approximately 5 \( \mu \text{m} \). The films were cleaned in a saturated solution of CrO\(_3\) in H\(_2\)SO\(_4\) to remove graphitic components and the surface conducting layer (ref. 13), and successively rinsed in a solution of aqua regia and H\(_2\)SO\(_4\). Interdigitated Pt or Al electrodes were then fabricated on the HOD film surfaces by photolithography (lift-off technique), followed by magnetron sputtering of metal elements. The thickness of the electrodes was 180 nm, while the separation between the interdigitated electrodes (gap length) was 5, 10, or 15 \( \mu \text{m} \). The area covered by the interdigitated electrodes was 2 \( \times \) 2 mm\(^2\), and the total size of the sensors was 3 \( \times \) 4 mm\(^2\). Figure 1 shows an optical microscope image of UV sensors. The electrode pattern fabricated on the HOD surface can be clearly seen. The sensor was finally mounted and wire-bonded on a hermetic seal (industry standard TO5 type package) in nitrogen atmosphere. For some sensors, a glass window whose transmittance was about 60% at 200 nm, was attached. Packaged diamond UV sensors are shown in Fig. 2.

Figure 1. Optical microscope image of interdigitated electrodes on diamond UV sensor.

Figure 2. Diamond UV sensors mounted in industry standard packages.
2.2 Device characterization

Stationary characteristics of UV sensors were examined using the following monochromated light sources. A deuterium lamp of 30 W output power was used for characterization in the range between 170 and 270 nm, while a 100W-halogen lamp in the range between 270 and 870 nm. The photocurrents generated by the irradiation of both light sources were measured using a Keithley 617 electrometer with a bias voltage of 40 V between the electrodes of the sensors. The dark currents of the sensors were less than 100 pA, typically 10 – 20 pA when the bias voltage of 40 V was applied. The responsivity of the sensors was estimated by dividing the measured photocurrent by output power of the light source at each wavelength. Note that discontinuity observed at 270 nm (shown by dotted line) is due to exchange of the light sources.

The signal of UV sensors by a pulsed irradiation of an ArF excimer laser ($\lambda = 193$ nm, pulse width = 5 ns) and a dye laser ($\lambda = 313$ nm, pulse width = 7 ns) was measured under a bias voltage of either 80 or 100 V between the electrodes. The experimental setup for the measurements and the driving circuit are described elsewhere (ref. 7). The pulse energy of the ArF laser was 4 mJ, but reduced to 25 $\mu$J at the sensor. The dye laser also had the same energy. The entire area covered by the electrodes of the sensors was irradiated by the laser light in this experiment in order to reduce influence of localized charge distribution to the response (ref. 14). The signal from the sensors was measured as a voltage output across the 50 $\Omega$ resistor in the driving circuit. The data sampling speed was 1 GHz.

3. RESULTS AND DISCUSSION

Typical responsivities of HOD sensors as a function of irradiated wavelength are shown in Fig. 3. The bias voltage was fixed at 40 V, while distances between the electrodes were 5, 10, and 15 $\mu$m, respectively. It is seen that sharp cut-off in the response of the sensors is observed at around 220 nm, which corresponds to a band gap energy of diamond (5.5 eV). A decrease in the response observed in the wavelength shorter than 180 nm is attributed to the absorption by the window glass used. The sensor having a 5-$\mu$m gap length had the highest responsivity among the sensors in the UV region below 225 nm, while an apparent response was also observed at visible light region. On the other hand, the current levels for the sensors with 10 and 15 $\mu$m gap length at visible light region are almost the same as detection limit of measurement system. The ratio between the responsivity below 225 nm and that of the visible light region is more than $10^2$, indicating excellent solar blind property of the present HOD UV sensors.

![Figure 3. Spectral response of diamond UV sensors. The distances between the electrodes were 5, 10, and 15 $\mu$m, respectively.](image-url)
Figure 4. Response of diamond UV sensor by (a) ArF laser irradiation and (b) dye laser irradiation.

Figure 4(a) shows a typical output signal from a UV sensor by an ArF laser pulse irradiation. The sensor consisted of Pt electrodes with a 15 µm gap length, and was biased at 80 V. It was found that the signal was composed of two peaks; a main peak at 1.1 ns, and a second peak at 3.8 ns. The pulse width at (FWHM) for the incident laser was around 5 ns, which was in good agreement with that estimated from the main peak. The second peak was frequently observed in the sensors evaluated in the present study, and the output voltage of the second peak was almost half of that of the main one. Sensors with Al electrodes exhibited similar characteristics. The response of a UV sensor (Al electrodes with a 15 µm gap length) to a dye laser pulse irradiation is shown in Fig. 4(b). The sensor was measured with a biasing voltage of 80 V. In this case, the laser energy is below the band gap energy, and the signal consisted of three different peaks at 1.5, 3.8, and 7.2 ns. The intensity of the second peak was higher than that of the first peak. It is emphasized that the output signal due to the dye laser irradiation was as low as 0.1 V, and compared with the result of Fig. 4(a), the output signal by the dye laser irradiation was weaker by a factor of 10². It proves again the excellent solar blind property of the present HOD UV sensors. Judging from the peak positions, the peaks at 1.5 and 3.8 ns in Fig. 4(b) seem to result from the same processes as the corresponding peaks at 1.1 and 3.8 ns in Fig 4(a), although the peak intensities are different between these data.
Contrary to band gap excitation due to ArF laser, the irradiation below band gap energy mainly results in the formation of photocurrent originated from the defect located in the band gap. Hence, the output signal due to the dye laser irradiation strongly reflects the crystallinity of the materials. It is concluded that the present HOD films possess high quality in terms of electronic transport. As for appearance of sub peaks, Glinski et al. (ref. 14) observed a second peak in their voltage output signal when the area in the vicinity of an electrode was irradiated by a 222-nm laser, and concluded that the space charging effect was responsible for the second peak. However, it is not certain at the present stage if the same mechanism is responsible for the appearance of the second peak in Figs 4. These peaks might be due to a carrier emission from bandgap states at grain boundaries.

The output voltage of UV sensors to the ArF laser irradiation increases linearly with applied bias voltage. Figure 5 shows the output signal of the sensors as a function of energy density of incident ArF laser pulse. The sensor was biased at 100 V. In this figure, the peak voltage of each signal was plotted. It is clearly seen that the response was linear from below µJ/cm² to mJ/cm² range. It means that the HOD sensors have sufficient properties for practical laser power monitoring. The signal tends to be saturated at higher energy irradiation. It however occurred only when the output signal becomes close to the biasing voltage, probably due to the measurement circuit.

4. CONCLUSION

We have fabricated UV sensors using HOD films. Stationary characteristics of the sensors were examined in the range between 170 and 870 nm. Sharp cut-off in the response was found to be observed at around 220 nm, which corresponds to a band gap energy of diamond (5.5 eV). The ratio between the responsivity below 225 nm and that at visible light region is more than 10⁵. Temporal response of UV sensors was also measured by pulsed irradiation of the ArF excimer laser and the dye laser. For the case of the ArF laser irradiation, the signal has the main peak at 1.1 ns and a second peak at about 3.8 ns. It was speculated that the second peak is due to carrier emission from gap states at grain boundaries. In the case of the dye laser irradiation, there were three peaks at 1.5, 3.8, and 7.2 ns, and the peak intensities were weaker by more than a factor of 10² than the case of the ArF laser irradiation. The present work indicated that UV sensors made of HOD films could be put to practical use as power monitors for ArF and F₂ excimer lasers.
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ABSTRACT

In this work, two examples of thermally driven MEMS devices based on polycrystalline diamond films are presented. These are a bi-stable diamond microswitch and a diamond micropump. By employing the classical bi-metal effect and using diamond as a multi-purpose material (i.e. mechanical carrier, heater element, bi-metal element) the device layout can be rather simple.

Device working principles, layouts, technology and first results on device operation are given.

Keywords: CVD-Diamond, MEMS, Microswitch, Micropump.

INTRODUCTION

The outstanding material properties of diamond predestine the material for the use in heavy duty micro electro mechanical systems. Its excellent thermal power handling capability has been used for the realization of thermally driven micro actuators. The thermal actuation principle employed is the classical bi-metal effect. Applied to microsystems it can produce very high deflection forces at low driving voltages, which overcomes some of the main drawbacks of other driving concepts, like electrostatic or piezoelectric actuation.

A thermal actuator needs permanent heating to remain in the deflected state, representing a static power loss, which is highly undesirable. This disadvantage may be overcome by a bi-stable design, which may be based on a stressed material leading to a stable deflection already present in the quiescent state. This feature is inherently present in (polycrystalline) diamond CVD films, which show an intrinsic compressive stress of about 100-200 MPa due to the CVD growth mechanism used on a foreign substrate like Si.

Based on this evaluation, two different microdevices, a bi-stable microswitch and a membrane micropump with integrated passive valves, have been investigated. Thermal, mechanical and fluidic simulations have been performed to optimize the design.

DEVICE PRINCIPLE AND TECHNOLOGY

The device principle employed is a bi-metal actuator consisting of a free standing diamond beam or membrane on which a metal is placed. The differences in thermal expansion of diamond and the metal lead to a bending of the structures when heated. Since its material properties (high coefficient of thermal expansion together with a high Young’s modulus) are optimal in this respect, Nickel has been chosen. The required thickness to produce a sufficient bending moment is in the order of several micrometers, thus the Nickel layer has been deposited by an electroless plating process. The technology for the realization of the free standing diamond structures consists of the deposition of diamond on a sacrificial layer, dry etching to define the device structures and removal of the sacrificial layer to release the structures. Details on the technology can be found in ref. 1.

Since diamond can be doped with boron resulting in a moderate conductivity, it is also a nearly ideal material for heater elements. Therefore the diamond layer itself has been used as a heater. By proper placement of the electrical supply lines, a local heating of the appropriate regions is possible.

In Figure 1, the realization of a simple switching structure based on the above described principle is shown. The device consists of the single-anchored beam covered with Nickel and actuated by a current flowing through the diamond layer. The bending of the switches in the “up”-position is due to a stress in the Nickel layer, which is deposited at elevated temperatures. The actuation voltage for closing the switch is only 1.3 Volt.
THE BI-STABLE MICROSWITCH

In the simple configuration shown above, a static power is needed to hold the thermal switches in their “down”-position. For the switches shown, this power is approx. 100 mW. Such a static power loss is highly undesirable. Therefore a bi-stable configuration has been designed by which this disadvantage can be overcome.

Realization

The basic structure for the bi-stable configuration is a double-anchored beam as shown in Figure 2. Due to the intrinsic stress caused by the diamond growth process, such a beam buckles into one of two stable states. Switching between these states is possible by using the bi-metal effect creating bending moments at appropriate positions, which is shown in Figure 3. The localized heating can be achieved by a proper placement of the metalization, that delivers the current for the heating regions in the diamond layer.

These considerations lead to a device layout as shown in Figure 4. The supply lines consist of a Cr/Au metalization, which is rather thin compared to the Ni metalization creating the bi-metal effect. These lines have been realized by sputtering and lift-off. The optimum placement of the supply metalization and the bi-metal regions has been determined by electrical, thermal and mechanical FEM simulations.

Figure 1: Switching of diamond bi-metal switch (middle: “down” position, top/bottom: “up” position), the middle structure is actuated by a current flow.

Figure 2: Deflection of a cantilever anchored at both ends due to intrinsic stress.

Figure 3: Switching by local heating of the microswitch
Results

Based on the basic layout shown above and on the optimum values for the geometric parameters obtained from simulations, switches have been realized. The two stable states could be observed and a reproducible switching from up to down and vice versa has been possible. For initiating the switching events, only short pulses of the actuating voltage were necessary, switching from up to down was achieved by applying a voltage of 4 V for 90 µs, switching from down to up by applying 3.3 V for 70 µs.

*Figure 5* shows the microswitch in its “up” and “down” position respectively. In the “down”-position, the beam doesn’t touch the bottom contact exactly in its middle but rather in the right third, because the stress in the Nickel layer (as mentioned above) leads to a non-ideal bending line of the beam. However, a reproducible contact can be observed.

Switch-on and switch-off times have also been measured. The switch-on time was approx. 220 µs, consisting of the heating time of approx. 100 µs and the switching time, which is mainly limited by air damping. The switch-off time was approx. 80 µs. Both are dependent on the actuating power and decrease with increasing heating power.

*Figure 5: Bistable microswitch in “up” position (top) and “down” position (bottom)*
THE MICROPUMP

Realization

To fabricate the micropump a two part technology was chosen, splitting up the device into the actuated diamond membrane in the top part, which is glue-bonded on the capillary system in the bottom part (see Figure 6 a).

For the top part, a 3 µm thick, boron-doped diamond layer was grown on a silicon substrate using bias enhanced nucleation and MWCVD. Next the silicon was patterned and etched from the backside using KOH to form a membrane and the fluidic connections. As explained above, the diamond layer suffers residual stress from growth resulting in a buckling of the membrane. Employing identical processing technologies as for the microswitch, the bimetal actuators (Ni) and the Cr / Au contact metalization were fabricated last (see Figure 6 b).

The bottom part was realized using a photosensitive expoxy (SU-8). This part contains the fluidic channels, the input, the output and the pumping chamber and the passive valves. The passive valves are particularly shaped channels which put up different flow resistance depending on the fluid direction. In other words, they act like a non-ideal check-valve to direct the fluidic flow (see ref. 2).

In the last step, both parts were bonded together using a thinned photoresist as glue. They had to be adjusted that the membrane was placed exactly over the pumping chamber and that the inlet and outlet holes in the top part were situated over the input and output chambers This could be achieved using a flip-chip bonder.

Figure 6: a) Layout and b) micrograph of diamond micropump.

To find the right parameters for the design of the device, two different sets of finite-element simulation have been performed with ANSYS.

In the first set, the membrane was simulated mechanically and thermally to find the right parameters for the position and the size of the nickel actuators. Next the membrane movement was simulated using the parameters from the first simulation (see Figure 7 a, b) to find the switching temperature from up to down position and vice-versa. This finally led to the heating power of the actuators.

In the second set the fluid movement in the passive valve structures was simulated. This was necessary to find the optimum opening angle and length of the valves. As a result several variations seemed possible. Depending on their size and angle, the valves could either operate as diffuser, allowing for a preferred flow in the direction with the wider opening or as a nozzle with a preferred flow in the other direction.

Figure 7: ANSYS simulation of a) deflected membrane up and b) down
Mode of Operation

From theory, applying a voltage pulse to either the up- or the down-actuator, the buckled membrane could be deflected to its stable up- or down-position respectively. This changes the volume of the chamber underneath and induces a fluid flow. Since inlet and outlet are connected to the chamber via the passive valves, the flow experiences a preferred direction resulting in a net fluidic flow in one direction. By powering the up- and down-actuators alternatively with a certain frequency, a pumping effect is expected to happen.

Results

For a first test, the top part of the membrane was successfully operated. The maximum deflection of $d = 15 \, \mu m$ for the $500 \, \mu m$ size membrane was measured for heating power of $P = 4W$ (see Figure 8). It could also be shown, that an oscillating movement of the membrane was possible up to a frequency of 100Hz. Although higher frequencies have not been tested yes, it is believed that the device will work up to several kHz oscillating frequency.

![Figure 8: Measured membrane deflection depending on heating power](image)
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The electrical properties of Ni/diamond Schottky diodes fabricated on oxidized boron-doped homoepitaxial diamond film have been studied in order to investigate the electrical behaviors of diamond-based electronic devices. The current-voltage ($I-V$) characteristics of the Ni-Schottky contacts to the boron-doped homoepitaxial diamond film show excellent rectification properties. The capacitance-voltage ($C-V$) features of the Ni/diamond Schottky diodes were characterized in the frequency range from $10^{-3}$ Hz to $2 \times 10^5$ Hz. The $C-V$ measurements indicate that the space charge density ($N_I$) and the diffusion potential ($V_d$) values are about $6.5 \times 10^{16}$ cm$^{-3}$ and 1.25 V, respectively, and have weak frequency dependence in the range from $10^{-3}$ Hz to $10^4$ Hz. The capacitance-frequency measurement at zero bias indicated that the degrading capacitance at high frequency ($>10^4$ Hz) is primarily due to the high series resistance of the homoepitaxial diamond film. The sudden drop in capacitance with increasing forward bias ($V_F$) observed in Ni/diamond Schottky diodes is an interesting feature which can be explained by the model proposed by A.J. Snell et al.

**Keywords:** Diamond films; Boron doping; Capacitance-voltage characteristic; Schottky diode

**INTRODUCTION**

Due to the attractive physical and electrical properties such as wide band gap, high breakdown voltage, high thermal conductively, low dielectric constant, chemical inertness and excellent radiation hardness, diamond has been recognized as a promising material for producing electronic devices which can be operated at high power, high frequency, high temperature and in chemically harsh environments [1-4]. In order to realize the reliable application of diamond in semiconductor industry, some fundamental material-related issues in diamond film deposition must be solved in advance. One of the pre-condition is to obtain the high-quality (device grade) diamond films with a low density of defects and residual impurities. The second one is to develop a technique for the p- or n-type doping control. In recent years, the group in AIST Japan has successfully synthesized high quality undoped homoepitaxial diamond films with flat surface on atomic scale, by applying the microwave-plasma chemical vapor deposition (CVD) technique [5-8]. The investigation of cathodoluminescence (CL) has shown a strong free excitonic emission at 5.27 eV even at room temperature (RT) [7-9]. Based on the growth method of the undoped homoepitaxial diamond films, device-grade boron (B)–doped (p-type) homoepitaxial diamond films have also been successfully synthesized by using trimethylboron [B(CH$_3$)$_3$, TMB] gas as a boron doping source [10]. Some junction properties of metal/B-doped films (Schottky junctions) have been investigated by Hayashi [11] and Yamanaka [10, 12]. Their reports and the authors’ present experimental data [13] indicated that thermionic emission was dominant for surface oxidized B-doped homoepitaxial diamond films at room temperature. The activation energy of the hole concentration for the B-doped films has been measured to be around 0.36 eV [10, 14].

It is well-known in the semiconductor devices field that many of the useful properties of a p-n junction can be achieved by simply forming an appropriate metal-semiconductor contact. This approach is obviously attractive because of its simplicity of fabrication; also, metal-semiconductor junctions are particularly useful when high-speed rectification is required. From the literature, there are a number of reports about the electrical property measurements on rectifying metal/polycrystalline (or natural) diamond Schottky diodes [15-19]. From the point of view of the authors, at present stage, the best way to show the potential of diamond in electronic applications or the nature of diamond is to fabricate some simple devices by applying high quality (device grade) homoepitaxial diamond film so as to exclude the effects of defect, impurity, etc. Accordingly, in this work, the nickel (Ni)/B-doped homoepitaxial
diamond Schottky diodes are fabricated and the electrical properties of the diodes are studied using current-voltage (I-V) measurement and capacitance-voltage (C-V) measurement in a broad frequency range (10^{-3} Hz ~ 2 \times 10^5 Hz).

**EXPERIMENTS**

B-doped homoepitaxial diamond films were deposited on HPHT synthetic Ib diamond substrates with dimensions of 4 mm x 4 mm x 0.3 mm using microwave plasma-enhanced CVD apparatus. The surface was (001) with a misorientation angle of around 2°. Source gas was 0.3% CH$_4$ diluted with H$_2$. Doping with B was carried out using trimethylboron [B(CH$_3$)$_3$, TMB] which was also diluted with H$_2$. The TMB/CH$_4$ ratio in the source gas was 50 ppm. The gas pressure, total gas flow rate, microwave power were 50 Torr, 400 sccm and 750 W, respectively. The substrate temperature was kept at 800°C, measured by a thermocouple attached to the backside of a susceptor.

Before the performance of any electrical measurements, an acid-mixture of H$_2$SO$_4$ and HNO$_3$ at 200°C for 15 min was used for oxidization of the B-doped diamond film to remove the hydrogen-terminated surface layer. Ohmic contacts were fabricated on the diamond surface by evaporating Ti followed by Pt and Au to prevent the oxidization of Ti electrode and then annealed at 400°C for 30 min in Argon environment in order to achieve good ohmic properties. Hall-effect measurements were performed at room temperature to determine the Hall mobility and hole concentration, which were determined to be 1280 cm$^2$/Vs and 2.67 \times 10^{14}$ cm$^{-3}$, respectively. To fabricate the metal/diamond Schottky diodes, Ni with a diameter of 200 µm was evaporated onto the surfaces of the above-treated diamond films. Current-voltage (I-V) measurements of the Ni/diamond Schottky diodes were carried out using a Hewlett Packard 4140B pico-ampere meter. Capacitance-voltage (C-V) measurements of the diodes were performed using LCR (300-2 \times 10^5 Hz) and Triangle-wave (0.005-0.02 Hz) measurements, respectively.

**RESULTS AND DISCUSSIONS**

Figure 1 shows the typical I-V characterization of a Ni/diamond Schottky diode fabricated on B-doped diamond film measured at room temperature (298K). As evident in Fig. 1, the high series resistance of the diamond film limits the forward current and causes departures from linearity over much of the forward region. In order to determine $I_0$ and $n$ accurately, the effect of the series resistance should be considered, which has been observed to dominate current conduction processes in some other wide band gap semiconductors. Applying the method proposed in the reference [15], a series resistance of a Schottky diode was calculated to be 1.85 \times 10^5 ohm, which is at the same order of the total resistance of the diode at forward bias 2V, i.e. 4 \times 10^5 ohm. Accordingly, the series resistance from the diamond film can not be omitted and the ideality factor $n$ of the diode was determined to be 1.1 at 298K, indicating that the diode was nearly ideal.

![Fig. 1. Typical current-voltage characteristic of a Ni/diamond Schottky diode fabricated on B-doped diamond film at 298K.](image1)

![Fig. 2. Reverse bias C-V-F characteristics of a Ni/diamond Schottky diode at 298K. Insert: Mott-Schottky plots of $C^2-V$ curves.](image2)
Figure 2 shows the capacitance-voltage relations from the Ni/diamond Schottky diode in a broad frequency range in the reverse bias region. The $C-V$ curves corresponding to low frequencies (0.005 Hz, 0.01 Hz and 0.02 Hz) and relative high frequencies (300 Hz – $10^4$ Hz) were measured by applying triangle-wave measurements and LCR measurements, respectively. The insert in Fig. 2 is the Mott-Schottky plots [20] of $1/C^2-V$ from the $C-V$ data of the Ni/diamond Schottky diode at 298K. The space charge densities ($N_I$) and the built-in potentials ($V_d$) calculated from the $1/C^2-V$ relations are plotted in Fig. 3, which show a weak frequency dependence, and the space charge densities are around $5.7\times10^{16}$ cm$^{-3}$. Based on the data in Fig. 3, the width of the depletion layer is evaluated about 110 nm. The Schottky barrier height (SBH) deduced from built-in potential is about 1.6 eV which is similar to the SBH determined from $I-V$ measurement, 1.46 eV.

![Fig. 2. Capacitance-voltage relations from the Ni/diamond Schottky diode in a broad frequency range in the reverse bias region.](image)

**Fig. 3.** Frequency dependence of space charge densities ($N_I$) and built-in potentials ($V_d$) at 298K.

**Fig. 4.** Temperature dependence of $C-V$ characteristics in reverse and forward bias ranges.

Figure 4 shows the capacitance-voltage relations from the Ni/diamond Schottky diode at 1kHz in different temperatures in both reverse and forward bias regions. From the figure, we can see that in reverse and small forward bias ranges, the barrier capacitance-voltage curves show the general trend normally found with crystalline barriers, which can be explained well by the proposed model from Roberts and Crowell [21]. With increasing forward bias, the sudden drop in capacitance is observed, which cannot be explained by purely electronic model [21]. The sudden drop phenomena in capacitance can be explained well by the proposed model of A.J. Snell et al. [22], which was proposed to study the capacitance and conductance at metal-amorphous silicon barriers. According to the model, the metal/semiconductor Schottky diode can be considered as an equivalent circuit which is composed of two series sections: (1) the depletion layer of width $W$, having a capacitance $C_1$ and a conductivity $\sigma_1$ (corresponding to resistance $R_1$), and (2) the bulk of the specimen, thickness $d-W$, characterized by $C_2$ and $\sigma_2$ (corresponding to resistance $R_2$). On the basis of the above model, the capacitance $C$ and conductance $G$ measured between the specimen electrodes can be expressed in terms of the quantities in the equivalent circuit and as a function of the angular frequency $\omega$ of the bridge shown as follows.

\[
C = \frac{R_1^2 C_1 + R_2^2 C_2 + \omega^2 R_1^2 R_2 R_1 C_1 C_2 (C_1 + C_2)}{(R_1 + R_2)^2 + \omega^2 R_1^2 R_2^2 (C_1 + C_2)^2} \tag{1}
\]

\[
G = \frac{R_1 + R_2 + \omega^2 R_1 R_2 (R_1 C_1^2 + R_2 C_2^2)}{(R_1 + R_2)^2 + \omega^2 R_1^2 R_2^2 (C_1 + C_2)^2} \tag{2}
\]

In the above equations, the effect of contact resistance has been neglected in the frequency range of interest by assuming the good contacts. As shown in Fig. 2, the capacitance-voltage curves have weak frequency-dependence in reverse bias range and the frequency-dependent terms in equations (1) and (2) can be negligible as compared to the other terms for the applied frequency less than 1 kHz. Accordingly, in reverse and small forward bias ranges, $R_1 \gg R_2$ which results in $C \approx C_1$ and $G \approx 1/R_1$. The measurements should thus lead to the relevant barrier quantities. However,
with increasing forward bias, the condition $R_1 << R_2$ will be approached and then $C$ will tend towards $C_2$ and $G$ towards $1/R_2$. Figure 4 also show the weak temperature-dependence on the $C$-$V$ characteristics of Ni/diamond Schottky diodes, which is due to the wide-band-gap of diamond and the deep location of dopant in the band gap.

![Figure 4](image-url)

Figure 4 shows the $C-V$ characteristics of Ni/diamond Schottky diodes at different temperatures. The capacitance decreases with increasing temperature due to the thermal activation of carriers.

---

**Figure 5. Zero bias C-F plot of Ni/B-doped homoepitaxial diamond Schottky diode at room temperature.**

Figure 5 shows a capacitance-frequency ($C$-$F$) plot of the Ni/B-doped homoepitaxial diamond Schottky diode at zero bias voltage. From the figure, we can see that in the broad frequency range of 0.005Hz-10$^6$Hz, the capacitance is weak dependent on the frequency which is compatible to the results shown in Fig. 4. When the frequency applied is increased to higher than 10$^6$ Hz, the capacitance has strong frequency dependence and tends to decrease faster. Generally, the measured capacitance of a Schottky diode is dependent on the reverse bias voltage and frequency. The voltage and frequency dependence is due to the factors of a Schottky barrier, boron-doped impurity levels, and high series resistance and so on. At low frequency the measured capacitance is dominated by the depletion capacitance of the Schottky diode which is bias dependent and frequency independent. As the frequency is increased, the total diode capacitance is affected not only by the depletion capacitance but also by the bulk resistance and the dispersion capacitance, which is frequency dependent and associated with hole emission from slowly responding deep impurity levels [23, 24]. Because of these effects, the capacitance-bias dependence becomes less pronounced or disappears. The $C$-$F$ dependency shown in Fig. 5 can be explained qualitatively by the above model proposed by A.J. Snell [22]. In this study, we would like to apply a theoretical model taking the effect of series resistance into consideration developed by Glover [25] to analysis the $C$-$F$ characteristic quantitatively. It was found that the junction capacitance could be represented by a series equivalent circuit consisting of capacitors $C_d$ and $C_f$ and resistance $R_f$ and $R_s$, described by the following equation [25]:

$$C_m(V, \omega, T) = C_f/[1 + (\omega R_f C_f)^2],$$

where $1/C_f = 1/C_d(V) + 1/C_f(\omega, T)$, and $R_f = R_f(\omega, T) + R_s(T)$. $C_m$ is the measured capacitance. $C_d$ is the depletion capacitance which is voltage dependent, but frequency and temperature independent. $C_f$ (which is proportional to $\omega^{-1/2}$) is the capacitance due to the additional junction length required at higher frequencies for hole emission from the slowly responding deep levels. The dissipative loss due to the phase shift is represented by $R_f$, and $R_s$ is the series resistance of the diamond film. According to the model, Glover [25] concluded that at low frequency $C_m$ became simply $C_d$, so that the barrier height and doping concentration might be obtained in spite of the effect of the series resistance $R_s$, and at higher frequencies or low temperatures $C_f \rightarrow C_f$. One can then distinguish two cases, depending on the value of $R_s$. When $R_s=0$, $\omega C_f R_f = 1$ so that $C_m = C_f/2$, and the measured capacitance $C_m$ falls off with frequency as $\omega^{-1/2}$. When $R_s>R_f$, however, the second term in denominator of Eq. (1) dominates, so that $C_m$ depends on frequency as $\omega^{-3/2}$. The plot shown in Fig. 5 confirms the limiting case of the high series resistance effect on the $C$-$F$ characteristics of the Ni/B-doped homoepitaxial diamond Schottky diode. At
high frequencies (>10^4 Hz), the capacitance of the diode with high series resistance begins to decline with a slope of -1.4 (i.e. showing $C_m \propto \text{frequency}^{-1.4}$). The slope is due to the high series resistance of the device. The characteristic slope of -1.4 at high frequency is in agreement with the theoretical prediction described by Glover [25] on synthetic crystalline diamond. Our experimental data has confirmed the characteristic feature of this dependence.

CONCLUSION

In this work, the electrical properties, including the $I$-$V$ and $C$-$V$ characterizations of the Ni/B-doped diamond Schottky diodes were studied carefully. The $I$-$V$ measurements show that the Ni/B-doped diamond Schottky diodes have excellent rectification properties. The $C$-$V$ measurements indicate the measured capacitance varies with applied bias and frequency. The sudden drop in capacitance in forward bias range can be explained well by the proposed model of A.J. Snell. At low frequency range 10^{-3} Hz to 10^4 Hz, the $C$-$V$ characteristic was inert to the frequency. At high frequencies, the Schottky diodes with high series resistance had declining capacitance with increasing frequency. The $C$-$F$ characteristics of the Ni/B-doped homoepitaxial are in good agreement with the prediction of the model developed by Glover.
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ABSTRACT

The electric conductivity and Hall effect of boron-doped homoepitaxial CVD diamond thin films have been measured in the temperature range from 150K to 900 K. The temperature dependence of Hall mobility is analyzed by using an iterative technique assuming the scattering by ionized impurities, acoustic deformation potential and nonpolar optical phonons. The acoustic deformation potential constant $E_1$, the coupling constant of nonpolar optical phonons $D_{npo}$ and the donor concentration $N_D$ are used as fitting parameters. We take into account the band non-parabolicity through the hyperbolic band model. The density of state mass $m_d$, the conduction mass $m_c$ and the nonparabolicity parameter $\alpha$ are estimated from a LAPW band calculation. The temperature dependence of hole concentration is also numerically analyzed on the basis of the electric neutrality and the hyperbolic band model with fitting parameters of the acceptor concentration $N_A$, the donor concentration $N_D$, and the acceptor ionization energy $E_A$. For all the samples, best fits between experimental and theoretical values are obtained when $E_1 \approx 16.0$ eV, $D_{npo} \approx 1.2 \times 10^{12}$ eV/m and $E_A \approx 0.365$ eV. Some indications of the impurity conduction were seen in the low temperature range.

Keywords: CVD diamond thin films, Hall mobility, scattering mechanisms, impurity conduction

INTRODUCTION

Diamond, which has a very wide band gap (5.5 eV) and extraordinary thermal conductivity, has attracted remarkable attention as a material for semiconductors in the next generation. The synthesis technique of diamond thin films has advanced considerably in the last decade. It has been already reported that device-grade thin films of Boron doped diamond were successfully prepared by microwave plasma CVD method (refs.. 1,2). Furthermore, Isberg et al (ref. 3) has reported, last September, very high mobility values ( 0.45 m$^2$/V .s for electrons, 0.38 m$^2$/V .s for holes ) in a high-purity single-crystal CVD thin film. In this situation, an interest is growing in detailed studies on electric properties of CVD diamond thin films.

In this work, we report the results of electric conductivity and Hall effects measurements in boron-doped homoepitaxial CVD diamond thin films over the temperature range from 150K to 900 K. The analyses of the experimental data give us the information about the impurity levels, the donor and acceptor concentrations and the carrier scattering mechanisms in the diamond crystal.

EXPERIMENT

Samples studied in this work are B-doped homoepitaxial diamond thin films grown with microwave plasma CVD method (refs.. 1,2) on the substrates of Ib synthetic diamond with the size of 4×4×0.3 mm$^3$. A sample list is shown in table 1, where CH$_4$ (%) and TMB (ppm) represent CH$_4$/H$_2$ ratio and TMB(trimethylboron)/CH$_4$ ratio in the source gas, respectively. Ohmic contacts were fabricated on the diamond surface in the van der Pauw configuration by evaporating Ti followed by Au to prevent oxidization of the Ti electrode.
The magnitude of magnetic flux density is 0.5 \sim 1 \text{T}. The samples are mounted on a sapphire plate attached on a ceramic heater. The heater is put on a block of machinable ceramics. The sapphire plate, the ceramic heater and the machinable ceramic block were joined together with the alumina cement. The sample holder is put in the inner Dewar of a double Dewar cryostat made of stainless steel. Above room temperature, the samples are heated with the ceramic heater in a vacuum about \text{10}^{-6} \text{Torr}. Below room temperature, the sample temperature is regulated by adjusting the balance between cooling by liq. N\textsubscript{2} injected into the outer Dewar and heating by the ceramic heater. In both cases, the sample temperature is regulated with a PID controller using a platinum thermometer. As the sample resistance becomes very high at low temperatures, voltages are measured using an electrometer with an input impedance of more than 2 \times 10^{15} \Omega and a handmade scanner with an isolation resistance of more than 10^{14} \Omega.

**CALCULATION MODEL**

A simplified model is applied to the valence band of diamond. We assume a single equivalent isotropic band, instead of the heavy and the light hole bands (ref. 4). The band nonparabolicity is taken into account through the hyperbolic band model,

\[ \frac{h^2k^2}{2m_d} = \varepsilon(1 + \alpha \varepsilon). \]  

The values of the density-of-state mass \( m_d \) and the nonparabolicity parameter \( \alpha \) are obtained in such a way that the density-of-states calculated using the hyperbolic band model fit those calculated by an LAPW method (ref. 5). The value of the conduction mass \( m_c \) is estimated by using the theoretical mass parameter values of the LAPW band calculation.

The experimental data of hole concentration is analyzed assuming that there are a donor level and an acceptor level (the single donor-single acceptor model). The values of hole concentration are calculated from the condition of electric neutrality,

\[ p + N_{D}^{+} + N_{A}^{-} = n + N_{D}^{0}, \]  

where \( p, N_{D}^{+}, n, \) and \( N_{A}^{-} \) are concentrations of holes, ionized donors, electrons and ionized acceptors, respectively. As the samples are compensated p-type semiconductors in the freeze-out region over the whole temperature range studied, the donor atoms are completely ionized and there is very few electrons. This means \( n = 0 \) and \( N_{D}^{+} = N_{D} \).

The hole concentration \( p \) at a given temperature is calculated by numerically solving the equation (2). The values of \( N_{A}^{-}, N_{D} \) and the activation energy of the acceptors \( E_{A} \) are determined in such a way to obtain a best fit between the experimental and the calculated values of hole concentration in the whole temperature range studied.

The temperature dependence of hole mobility is analyzed with an iterative method (refs. 6,7), considering the scattering by ionized impurities, acoustic deformation potential and nonpolar optical phonons. The iterative method can correctly handle the inelasticity of the nonpolar optical phonon-scattering. The total concentration of ionized impurities \( N_{i} \) which contribute to the carrier scattering is,

\[ N_{i} = N_{D}^{+} + N_{A}^{-} = 2N_{D} + p. \]  

For the hole concentration \( p \) in the equation (3), the best-fit data obtained in the hole concentration analyses are used. The acoustic deformation potential constant \( E_{1} \), the coupling constant of nonpolar optical phonons \( D_{opt} \) and the donor concentration \( N_{D} \) are used as fitting parameters to obtain a best fit between the experimental and the calculated values of hole mobility in the whole temperature range studied.

The Hall factor \( \gamma_{H} \) is assumed to be unity, thus, the hole concentration \( p \) and Hall mobility \( \mu_{H} \) are calculated from the relation, \( p = 1/\varepsilon R \) and \( \mu_{H} = \sigma R \), where \( R \) is Hall coefficient.
RESULTS AND DISCUSSION

The temperature dependence of the hole concentration and the Hall mobility are analyzed for the samples listed in table 1. The hole concentrations of B36 and B4 are illustrated as functions of 1000/T in Fig. 1 and Fig. 2, respectively. Closed circles represent the experimental values and solid lines are theoretical fitting curves calculated on the basis of the equation (2). For B36 which has the highest mobility in the samples studied in this work, the temperature dependence of $p$ is well described by the simple model described above. A best fit between the experimental data and the theoretical values is obtained for $N_A = 3.0 \times 10^{23} \text{ m}^{-3}$, $N_D = 8.0 \times 10^{20} \text{ m}^{-3}$ and $E_A = 0.365$ eV. The hole concentration of B4 with the highest doping level (TMB 500 ppm) decreases along a best fit curve ($N_A = 3.0 \times 10^{24} \text{ m}^{-3}$, $N_D = 5.0 \times 10^{21} \text{ m}^{-3}$ and $E_A = 0.360$ eV) down to 190 K, but it increases with the decreasing temperature below 170 K. The results of analyses for all the samples are summarized in table 2. The values of $E_A$ estimated from the $p$ vs 1000/T graphs are about 0.365 eV, which are in good agreement with those in the literature. The estimated values of $N_A$ and $N_D$ range from $8 \times 10^{22} \text{ m}^{-3}$ to $3 \times 10^{24} \text{ m}^{-3}$ and from $8 \times 10^{20} \text{ m}^{-3}$ to $6 \times 10^{21} \text{ m}^{-3}$, respectively. The $N_A$ values are compatible with those values from SIMS and C-V characteristic of a Schottky junction.(ref. 1). From the values of $N_A$ and $N_D$ the compensation ratios are calculated. The samples used in this work are found to be slightly compensated ($N_D/N_A = 0.1\% ~ 3\%$).

The hole mobilities of B36 and B4 are illustrated as functions of $T$ in Fig. 3 and Fig. 4, respectively. Closed
circles show the experimental values and solid lines represent theoretical fitting curves calculated with the iteration method. For B36 a best fit between experimental data and theoretical values is obtained when \( E_1 = 13.5 \) eV, \( D_{\text{npo}} = 1.2 \times 10^{12} \) eV/m and \( N_D = 7 \times 10^{20} \) m\(^{-3}\) over the whole temperature range studied. There is little difference between the experimental values and the theoretical curve even at low temperatures. A best fit for B4 is obtained when \( E_1 = 16.0 \) eV, \( D_{\text{npo}} = 1.25 \times 10^{12} \) eV/m and \( N_D = 1.25 \times 10^{22} \) m\(^{-3}\) above 200 K. However, the experimental hole mobility is steeply reduced below 200 K and the difference between the experimental data and the fitting curve rapidly increases with decreasing temperature. Similar discrepancies in \( \mu_H \) values at low temperatures are seen in every other sample studied in this work except B36. The results of analyses for all the samples are collected in table 2. The estimated \( E_1 \) values ranges from 13.5 eV to 16.5 eV, which are comparable with the value of \( E_1 \) for a natural diamond, 14.5 eV (ref.s. 4, 8). The \( D_{\text{npo}} \) values are from 1.0 \( \times 10^{12} \) eV/m to 1.3 \( \times 10^{12} \) eV/m, which are about twice as large as that of the natural diamond (ref.s. 4, 8). This discrepancy could be attributed to some scattering mechanisms particular to thin-film samples and/or the difference in the measurement method (Hall effect or time of flight). However, there is so far no reasonable interpretation for this problem. Figures 5 and 6 show the calculated hole mobilities for each scattering mechanism in B36 and B4, respectively. Solid circles indicate the experimental data. In B36 the hole mobility is controlled by the nonpolar optical phonon-scattering above 350 K and by the acoustic phonon scattering from 350 K to 130 K. The scattering by ionized impurities becomes dominant below 130 K. In B4 with the highest doping level, on the other hand, the ionized impurity scattering becomes predominant below 240 K. Below 200 K the temperature dependence of mobility can not be interpreted in terms of an ordinary band conduction model at all.

There are a couple of signs which suggest the contribution of impurity conduction at low temperatures: In all the samples except B36, a steep decrease in hole mobility is observed below 200 K and well defined peaks appear in the temperature dependence of Hall coefficients at low temperatures in a few samples. As seen from table 2, the values of \( N_D \) estimated from mobility data do not agree with those values from the hole concentration data. This could also be due to an influence of the impurity conduction.

<p>| Table 2. Results of analyses. |</p>
<table>
<thead>
<tr>
<th>Sample name</th>
<th>B1</th>
<th>B2</th>
<th>B4</th>
<th>B23</th>
<th>B36</th>
<th>B37</th>
<th>B42</th>
<th>B93</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_1 ) (eV)</td>
<td>16.0</td>
<td>16.0</td>
<td>16.0</td>
<td>14.0</td>
<td>13.5</td>
<td>16.0</td>
<td>16.0</td>
<td>16.5</td>
</tr>
<tr>
<td>( D_{\text{npo}} ) (x 10(^{12} ) eV/m)</td>
<td>1.20</td>
<td>1.00</td>
<td>1.25</td>
<td>1.25</td>
<td>1.20</td>
<td>1.20</td>
<td>1.20</td>
<td>1.30</td>
</tr>
<tr>
<td>( N_D ) (x 10(^{21} ) m(^{-3})) (from ( \mu_H ))</td>
<td>1.50</td>
<td>2.00</td>
<td>12.5</td>
<td>5.50</td>
<td>0.70</td>
<td>2.00</td>
<td>25.0</td>
<td>2.50</td>
</tr>
<tr>
<td>( N_A ) (x 10(^{21} ) m(^{-3}))</td>
<td>0.80</td>
<td>2.00</td>
<td>30.0</td>
<td>4.50</td>
<td>3.00</td>
<td>2.50</td>
<td>20.0</td>
<td>4.50</td>
</tr>
<tr>
<td>( N_D ) (x 10(^{21} ) m(^{-3})) (from ( p ))</td>
<td>2.50</td>
<td>2.50</td>
<td>5.00</td>
<td>6.00</td>
<td>0.80</td>
<td>1.00</td>
<td>3.00</td>
<td>6.00</td>
</tr>
<tr>
<td>( E_A ) (eV)</td>
<td>0.365</td>
<td>0.365</td>
<td>0.360</td>
<td>0.365</td>
<td>0.365</td>
<td>0.365</td>
<td>0.365</td>
<td>0.365</td>
</tr>
</tbody>
</table>

Figure 5. Calculated hole mobility of B36 for each scattering mechanism.

Figure 6. Calculated hole mobility of B4 for each scattering mechanism.
CONCLUSION

The electric conductivity and Hall effect have been measured from 150K to 900 K for eight samples of boron-doped homoepitaxial CVD diamond thin film. The hole concentration data were numerically analyzed on the basis of the single donor-single acceptor model and the condition of electric neutrality with fitting parameters of the acceptor concentration $N_A$, the donor concentration $N_D$, and the acceptor ionization energy $E_A$. These analyses yields $E_A$ values of about 0.365 eV, which is in good agreement with those in the literature. The temperature dependence of hole mobility was analyzed with an iterative technique assuming the scattering by ionized impurities, acoustic deformation potential and nonpolar optical phonons using the acoustic deformation potential constant $E_1$, the coupling constant of nonpolar optical phonons $D_{npo}$ and the donor concentration $N_D$ as fitting parameters. Best fits between the experimental and the theoretical values are obtained when $E_1 = 13.5$ eV ~ $16.0$ eV, and $D_{npo} \sim 1.2\times10^{12}$ eV/m. The $E_1$ values are compatible with the value of $14.5$ eV in a natural diamond, but the values of $D_{npo}$ is about twice as large as that of the natural diamond. Some indications suggesting the impurity conduction are seen in most of the samples at low temperatures.
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Electrical effect of vacuum-evaporated α-NPD on Oxygen-terminated Boron-doped Chemical-Vapor-Deposited Homoepitaxial Diamond Films
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ABSTRACT

Electrical properties of chemical-vapor-deposited (CVD) homoepitaxial diamond layers, based upon Hall effect measurements in the temperature range from 100 K to 300 K, have been investigated when an organic material, N,N'-diphenyl-N,N'-bis(1-naphthyl)-1,1'bi(biphenyl)-4,4”diamine (α-NPD), was thermally deposited on them. In cases of O-terminated B-doped (p-type) diamond films with different carrier densities, substantial reductions in the electric conductivity due to hole density reductions were observed in the temperature range from 170 K to 200 K, where the Hall coefficients significantly changed. At temperatures higher than \(\approx 200\) K, however, it is found that the sheet conductivity of the substrate diamond layer was increased after the α-NPD deposition to values larger than those measured before the α-NPD deposition. These results indicate that a substantial amount of holes can be transferred from the CVD diamond film to the overlayered α-NPD film when an appropriate interface was formed between the α-NPD and diamond films. The possibility will be discussed that CVD diamond films can be applicable as a transparent anode material and a hole transport material with a extremely high thermal conductivity and a strong chemical inertness for organic light-emitting diodes.
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Preparation of Diamond Coated Electrodes and the Application to Wastewater Treatment

XC He, XQ Yang, HS Shen, RB Li, YL Wang, JP Jia

State Key Lab of MMSM’s
Dept. Of Materials Science
Shanghai Jiao Tong Univ., Shanghai 200030

Abstract

B-doped diamond coated electrodes were grown on silicon and graphite substrates respectively by hot filament chemical vapor deposition (HFCVD) method. Detailed researches have been done to check out the influence of the growth parameters on film structure, surface morphology as well as the electrical and electrochemical properties of CVD diamond films. The textile wastewater treatment with diamond electrodes had a remarkable execution.

The simulative and actual textile wastewater treatment with B-doped diamond coated electrodes on Si substrate had a remarkable execution. After 2 hours, the COD of the simulative and actual wastewater was reduced by 82.14% and 86.28% respectively. And the chromaticity color of the simulative and actual wastewater was reduced by 99% and 60.45% respectively.
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FIELD EMISSION PROPERTIES OF DIAMOND PARTICLES: ELECTRON INJECTION INTO THE CONDUCTION BAND BY TUNNELING AT THIN INSULATING INTERFACE LAYER
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ABSTRACT
Mechanisms of the field emission from diamond particles (DP) with an insulating layer between the DP and the electrode was studied. The SiO₂ thin layer was formed on metal substrate, and then the DPs were dispersed by the spin-coat technique. The chemical vapor deposited diamond films were formed on the DP to obtain well-defined DP surfaces. Energy positions of Fermi level (E_F), valence band maximum (E_{VBMax}) and conduction band minimum (E_{CBMin}) of the DP surface were measured by ultraviolet photoemission spectroscopy (UPS). UPS spectra suggested that the surface of these specimens exhibited negative electron affinity (NEA). The field emission electron spectroscopy (FEES) spectra were measured using a stainless-steel grid electrode placed <1mm above the specimen with an extraction voltage (V_{ex}). The FEES spectra exhibit peaks, which show energy shift (V_s) toward the lower energy below E_F with increasing V_{ex}. V_s is considered to be derived by the field enhancement at the insulating layer. Intensity of the field emission current (I_{fe}) shows close relation with the V_s. The linearity of the Fowler-Nordheim (F-N) plot between I_{fe} and V_{ex} was observed while the relationship between I_{fe} and V_{ex} show ambiguous characteristics. These results suggest that the field emission from the DP is mainly affected by field enhancement at insulating layer (between the DP and the electrode) rather than that at diamond surface (between the DP and vacuum).

This work was supported by the FCT Project, which was consigned to JFCC by NEDO.
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EXPERIMENTAL COMPARISON OF DIAMOND COATED ELECTRODE WITH RELATED MATERIALS IN ATMOSPHERIC BIPOLAR CORONA DISCHARGE
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ABSTRACT
The plasma CVD diamond coating on tungsten needles have been studied aiming an application in the static charge eliminator, using the bipolar corona discharge at the atmospheric pressure. The surface of the tungsten needle was coated by diamond coating and ion emission, the neutralization time as well as the long term stability of the ion emission have been examined.

Keywords: Diamond coating, Plasma CVD, Bipolar corona discharge, Atmospheric plasma

INTRODUCTION
ESD (electrostatic discharge) is a significant cause of precise electronic device failures at all stages of production and field use. Much effort has been expended toward developing treatment for materials to speed up charge recombination. Most of commercial ionizers depend upon electrical corona to produce bipolar ionization. The corona discharge is a type of discharge phenomenon driven by the localized self breakdown in the vicinity of the high voltage induced electrodes, in wire or needle shape made of metallic materials such as Nickel-Chromium and Tungsten. In the AC corona devices, the discharge is driven with alternating potential at line frequency, 50 Hz or with a train of positive and negative pulse through a capacitor.. In the Double DC ionizers, in continuously operating DC corona of each polarity also use sharp edge of metallic electrode to initiate atmospheric discharge.

Most static charge elimination is performed in the open-air environment. The problem is that the sharp needle of bare tungsten will be rounded in time because of erosion by the oxidation. In the present work, we developed diamond-coated tungsten needle electrodes using the microwave plasma CVD. The performance of static charge elimination and the discharge characteristics were compared in an asymmetric gap between needles and grounded grid and wall. It is very interesting how the negative electron affinity works in the atmospheric corona discharge. Diamond has the largest thermal conductivity among the available industrial materials. Thus, thin layer of diamond releases the Joule or electron bombardment heating localized in the vicinity of the tip. Thus, the diamond coating can protects the material keeping the temperature below the threshold of the oxidation or not?.

EXPERIMENTAL APPARATUS

The Atmospheric bipolar corona discharge
The bipolar ionization in the AC corona can produce the automatic balance between the positive and negative ions, better performance of the static eliminator. On the other hand, the amount of positive and negative ions should be precisely balanced. In the open air, positive ions are formed by stripping electrons from atomic and molecular species, such as H⁺ and negative ions by electron attachment, such as O₂⁻ in gases containing oxygen, carbon dioxide and water vapor.

In Fig. 1, one can find the schematic capture of the apparatus, the AC corona static charge eliminator consists of one or plural arrays of asymmetric gaps between needle and ground plane excited with alternating high voltage, at the line frequency.
Plasma CVD growth of diamond crystals on tungsten needles

The thin diamond crystal was grown on the surface of tungsten needles in plasma. In Fig. 2, one can find SEM images showing nucleation of diamond crystals along the scratch on the tungsten needles, (a) the growth of diamond crystals comprising in arrays along the scratch on the lateral surface of the needle, (b) similar textures observed at the tip. In Fig 2, (c) one can find high density and in (d) rather sparse growth of diamond particles. The unintentional variation of the scratch pattern possibly influences the discharge characteristics of each needle. The effect should be review in the future experiment.

Figure 2. Typical examples for the diamond crystals observed on the tungsten needles.
(a) The lateral surface of a needle showing the nucleation of diamond crystals along the scratch formed during the lapping, (b) the tip of a needle also showing the diamond crystals nucleation along the trace of scratch, (c) high density and (d) rather sparse growth of diamond crystals on the tip.
The plasma CVD deposition was carried out by ASTEX, AX-6300 Plasma CVD device excited by microwave, 2.45GHz, 1kW, in hydrogen 95sccm, methane 4sccm, oxygen 1sccm mixture, at the total pressure 6.6kPa. one hour deposition time. The tip of the tungsten needles, 0.6 m in diameter and 8 mm in length average, was sharpened at an angle of 10 degrees or sharper. The needles were supported using an instrument made of aluminum disc; 50 mm in diameter, with 52 holes separated in equal distances each other. Small spring was inserted into each hole to fix the end of needles. Tungsten needles were fixed just like a pincushion with the sharpened tip facing the plasma. The present deposition condition was lower than the normal operational conditions of the device, 15 kPa and 5 kW microwave power, because the tungsten needles melted in the full operational conditions.

EXPERIMENTAL RESULTS

The bipolar ion emission and the performance of the static elimination

The efficiency of the bipolar ion emission was measured with an ion counter settled 30 cm apart facing the neutralizer. Figure 3 shows the dependence of the positive and negative ion emission as functions of the excitation voltage. The ion current was compared between two diamond coated tungsten electrodes and four uncoated tungsten electrodes giving comparable ion flux, as shown in Fig. 3. The horizontal axis of Figure 3 shows the RMS voltage measured at the primary windings of the high voltage transformer. The full scale 100 % stands for 4,200 V RMS. One can observe gradual rise of the ion flux at 60 to 70 %. Figure 4 shows the variation of neutralization time as functions of the primary voltage. The neutralization time is determined as the duration of time needed for the decay of the voltage of the static charge stored by an electrode facing the ion flux. One can find that the neutralization time becomes shorter when the ion flux is supplied by the neutralizer, at certain voltage.

Figure 3 Variation of the bipolar ions emission as functions of the excitation voltage. 
(a) Diamond-coated tungsten electrodes and (b) uncoated tungsten needles.

Figure 4 Variation of the charge neutralization time as functions of the excitation voltage. 
(a) Diamond-coated tungsten needles and (b) uncoated tungsten needles.
The life time of the electrode: the long term decay of the bipolar ion flux

The ion current was monitored in continuous DC discharge at higher discharge current called streamer region. Figure 5 shows the long term observation of the ion emission level. In Fig. 5 (a), the diamond coated tungsten electrodes, one can find that the decay rate of the ion emission saturates at 90 % of the initial emission level. In Fig. 5(b), the ion emission level of uncoated tungsten electrodes continues to decay.

The result of the present experiment clearly indicated that the diamond coating is capable to extend the life time of bipolar corona electrodes in the atmospheric environment.

![Graph showing long term decay of bipolar ion flux](image)

**Figure 5** Long term decay of the bipolar ion emission  
(a) Diamond-coated tungsten needles and (b) Uncoated tungsten.

CONCLUSION

The corona discharge can produce amount of bipolar ion flux sufficient for the static charge eliminator meeting the industrial standard, without generating heat or reactive species that corrosates the surface of the work pieces. The result of the present research showed that the diamond coating successfully extended the life time and the capacity of the electrode in atmospheric discharges and decrease in the amount of contamination produced by the static charge eliminator.
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ABSTRACT

High-quality homoepitaxial diamond layers were used to fabricate surface-channel short-gate FETs. RF measurements of FETs with 0.2-µm-long gate yielded $f_T$ of 20 GHz, $f_{maxMAG}$ of 50 GHz, $f_{maxU}$ of 58 GHz. FETs with 0.4-µm-long gate exhibited a maximum output power level ($P_{out}$) at 1 GHz of 0.35 W/mm.

Keywords: homoepitaxial layer, CVD, H-termination, FET.

INTRODUCTION

Diamond intrinsically exhibits a high carrier saturation velocity ($1 \times 10^7$ cm/s), high electric breakdown field (>10 MV/cm), and high thermal conductivity (20 W/cm K). These properties promise high performance high speed/high power devices (ref. 1). High microwave performance of surface-channel MES field-effect transistors (FETs) and MIS FETs has been reported (ref. 2,3). In their FET fabrication, H surface termination was used as a p-type doping method (ref. 4). Recently Kasu and Kobayashi reported high quality homoepitaxial diamond layers (ref. 5). The high quality of our layers was shown by free exciton luminescence at room temperature (RT) and very narrow diamond-related Raman peak. In this presentation, we report on microwave power performance of surface-channel FETs using the high quality diamond layers.

EXPERIMENTAL

Homoepitaxial diamond layers were grown on high-pressure, high-temperature (HPHT)-synthesized Ib-type diamond (001) substrates (size: 3x3x0.5 mm$^3$) by microwave plasma chemical vapor deposition (CVD). The details of the growth procedure were reported previously (ref. 5). After the growth the surface was exposed again to the H plasma to ensure the hole conduction on the H-termination. In secondary ion-mass spectroscopy (SIMS), the H, B, N concentrations inside the layer were below the background concentration. In Raman measurements, the full width at half maximum (FWHM) of a diamond-related peak (1332 cm$^{-1}$) was as low as 2.35 cm$^{-1}$ (ref. 5).

Figure 1 shows schematic illustration of FET structure. The H-terminated surface exhibits the p-type conduction and is used as a p-type conductive layer. For the isolation between devices, the H-terminated surface was oxidized, because on the oxidized surface, surface Fermi level pins at 1.7 eV above the valence band. The ohmic contacts as a source and a drain were formed using Au evaporation on the H-terminated surface. The Schottky contact as a gate was formed using Al evaporation on the H-terminated surface. The Schottky barrier height is approximately 0.8 eV. The submicron long T-shaped gates (gate length; $L_G=0.2$ to 0.8 µm) were formed using a three-layer resist, electron-beam lithography, lift-off, and evaporation. The gate width, $W_G$, was changed from 25 to 200 µm. The details of FET fabrication were reported previously (ref. 2).
RESULTS AND DISCUSSIONS

DC characteristics

Figure 2 shows DC output characteristics and transfer characteristics ($L_G=0.2 \, \mu m$ and $W_G=200 \, \mu m$). From the transport characteristics of this device at $V_{G}=-8V$, we extrapolated the maximum transconductance ($g_m$) of 100 mS/mm.

![Figure 2. DC characteristics.](image)
RF characteristics

Figure 3 shows the frequency dependence of $h_{21}$, maximum available gain (MAG), and Mason’s unilateral gain (U) at $V_G=-0.3$ V and $V_D=-10$ V. They yielded $f_T=20$ GHz, $f_{\text{maxMAG}}=50$ GHz, and $f_{\text{maxU}}=58$ GHz. These $f_T$, $f_{\text{maxMAG}}$ and $f_{\text{maxU}}$ values are the highest values in diamond electronic devices at present.

![Figure 3. Frequency dependence of $h_{21}$, MAG, U at $V_G=-0.3$ V, $V_D=-10$ V and extracted values for $f_T$ (20 GHz), $f_{\text{maxMAG}}$ (50 GHz), and $f_{\text{maxU}}$ (58 GHz).](image)

RF power characteristics

Figure 4 shows RF power characteristics ($L_G=0.4$ µm, $W_G=550$ µm). The condition is that $V_D=-20$ V, $V_G=-2$ V, and the frequency was 1 GHz. The gain was constant at 13 dB in the range $P_{in}<0$ dBm. The maximum power reached 0.35 W/mm. This value is higher than one previously reported of 0.2 W/mm. This measured maximum power value is still limited by impedance mismatch between the device output and the measurement system.

![Figure 4. Output power, $P_{out}$ (dBm) and gain (dB) as a function of input power, $P_{in}$ (dBm), for the 0.2 µm-gate FET of sample B (a class-A bias point: $V_D=-20$ V and $V_G=-2$ V at 1 GHz). The maximum $P_{out}$ is 0.35 W/mm.](image)
CONCLUSIONS

The s parameter measurements resulted in cut-off frequencies of the 0.2 µm gate length device of \( f_T = 20 \text{ GHz} \), \( f_{\text{max(MAG)}} = 50 \text{ GHz} \) and \( f_{\text{max(U)}} = 58 \text{ GHz} \) are the highest values for diamond FETs. The output power of 0.35 W/mm was still limited by the load impedance in the measurements.
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ABSTRACT

In this study, we characterized the contact layer formed by Ar ion implantation into homoepitaxial diamond films by applying X-ray photoelectron spectroscopy (XPS), and determined specific contact resistances between the layers and pad metal by the transmission line model (TLM) techniques for the first time. The resulting specific contact resistance value of $10^{-4}$ ohm cm² indicates capability of the layer as a practical device contact.

The diamond thin film was grown homoepitaxially on high-pressure and high-temperature (HPHT) synthetic Ib diamond (100) substrate by microwave-plasma CVD method. 40keV Ar ions were irradiated at doses of $1 \times 10^{14}$, $1 \times 10^{15}$ and $1 \times 10^{16}$ ions/cm² under room-temperature. Then, Au/Pt/Ti were evaporated and patterned to make the TLM metal pads. The resulting contact resistances showed a strong dependence on the amount of Ar dose even at the higher dose region. The lowest contact resistance value of $10^{-4}$ ohm cm² was obtained in the case of $1 \times 10^{16}$ ions/cm² doses after 400°C annealing in nitrogen atmosphere.

Further, applying this metal / ion implanted layer structure as an ohmic contact, planer type Schottky barrier diodes were fabricated on high homo-epitaxial diamond films. Their current - voltage characteristics especially at a high temperature are also introduced and discussed.
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Abstract

The electrical properties of homoepitaxial diamond layers have been investigated by I-V, C-V and frequency-dependent capacitance measurements. Undoped and B-doped diamond layers were grown by microwave plasma CVD on Ib (100) diamond substrates. Lateral Schottky barrier diodes were fabricated on these diamond layers. Individual Schottky contact (Au/Ni dot electrode) was surrounded by the ohmic contact (Au/Pt/Ti) with 20um gap. The contact pads have three kinds of area, which were 7.5×10^-4cm^2, 3.4×10^-4cm^2 and 2.0×10^-4cm^2, respectively. The ohmic contact area was greater than 150 times that of the largest dot. B, N, H, and O concentrations were determined by SIMS measurements.

The ideality factor n and barrier height for the Schottky junctions were typically found to be in 1.2~1.3 and to be ~1.1eV, respectively, from the results of I-V measurements. The results of frequency-dependent capacitance measurements, with a frequency ranging from 10 Hz to 1 MHz, have shown the well-known dispersion effect, which occurs when a deep level is unable to follow the high-frequency voltage modulation and contribute to the net space charge in the depletion region. Net acceptor concentrations in the B-doped diamond layers were found to be 1-6×10^17cm^-3. The correlation between net acceptor concentration and B concentration was revealed.
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ABSTRACT

We have obtained high-quality (111)-oriented homoepitaxial layers with a low density of stacking faults. From the (111)-oriented layers, we observed well-resolved free-exciton transitions in cathodoluminescence at 13 K. In Raman scattering spectrum the line width of diamond-related peak was as low as 1.9 cm⁻¹. A field-effect transistor with an 11 µm-long gate exhibited maximum normalized current of 24 mA/mm.

Keywords: homoepitaxial layer, CVD, cathodoluminescence, Raman, FET.

INTRODUCTION

High performance of high-frequency high-power electronic devices using diamond is expected (ref. 1), due to diamond's intrinsically high hole saturation velocity (1x10⁷ cm/s), high electric breakdown field (>10 MV/cm), and high thermal conductivity (20 W/cmK) (ref. 2). Recently, Kasu and Kobayashi obtained (001)-oriented homoepitaxial diamond layers of high quality by decreasing the unepitaxial-crystalline density (ref. 3). Using these layers, we fabricated metal-semiconductor (MES) field-effect transistors (FETs) that exhibited high performance of radio-frequency (RF) characteristics (transit frequency, fT, of 20 GHz and maximum frequency of oscillation via the maximum available gain, fmaxMAG, of 50 GHz) (ref. 4).

Most of reports on chemical-vapor-deposition (CVD) growth of homoepitaxial diamond layers use (001) orientation (refs. 3,5). However, there are only few on the (111) orientation (refs. 6,7), because (111)-oriented homoepitaxial diamond layers have many stacking faults compared with (001)-oriented layers and that (111)-oriented highly crystalline layers are much more difficult to grow (ref. 7). Recently, we clarified the formation mechanism of stacking faults in (111)-oriented homoepitaxial layers (ref. 8). We found that the surface with a higher density of stacking faults exhibits a lower conductivity and obtained high quality homoepitaxial layer with a low density of stacking faults.

In this presentation, we describe electrical and optical properties of (111)-oriented homoepitaxial diamond layers of high quality. We observed well-resolved free-exciton transitions in cathodoluminescence (CL), and a sharp peak in Raman scattering. Using the layers, we fabricated FETs for the first time using (111)-orientation.

EXPERIMENTAL

The (111)-orientated homoepitaxial diamond layers were grown on (111)-oriented HPHT Ib-type diamond substrates (2.5 x 2.5 x 0.5 mm²) by microwave plasma CVD. The homoepitaxial layers were undoped. As-grown surfaces were terminated with H atoms and exhibited surface hole conduction (ref. 9). The microwave power and frequency were 1.3 kW and 2.54 GHz, respectively. The sources were highly pure (6N) CH₄ gas and purified (better...
than 6N) H₂. The flow rates were 3 and 300 sccm, respectively. The typical growth temperature was 660°C. The growth rate at a growth temperature of 660°C was 0.13 µm/h.

In Raman measurements, the excitation wavelength was 532.23 nm. The excitation light was focused onto the surface to obtain information for the homoepitaxial layer near the surface only. The spectra were taken across the entire surface. For CL measurements, the sample was mounted in a cold Cu finger of a continuous flow liquid He cryostat and was excited by electrons of 6-keV energy. The luminescence signals were dispersed by a monochromator (1-m focal length, grating with 1200 lines/mm blazed at λ= 250 nm) and detected by a liquid-nitrogen-cooled ultraviolet charge-coupled device optimized for 200-nm wavelength. In Hall-effect measurements, the hole sheet concentration and mobility of the H-terminated layers were measured at room temperature (RT) in air at a magnetic field of 0.324 T using a van-der-Pauw geometry. The polarity of the Hall coefficient invariably exhibited p-type conduction. The FET fabrication process was the same as in our previous report (ref. 4) except for the gate formation. The Al gate was formed by optical lithography.

RESULTS AND DISCUSSION

Raman measurements

Figure 1 shows Raman spectra of a 1.5-µm-thick diamond homoepitaxial layer grown at 687°C. There is a very sharp diamond-related peak, which is related to the sp³-hybridized C, at 1332 cm⁻¹. The full-width at half maximum (FWHM) of the peak is as low as 1.90 cm⁻¹, as shown in Fig. 1(b). This FWHM value is lower than both our lowest FWHM value for (001)-oriented layers, 2.35 cm⁻¹ (ref. 3), and the value for natural diamond, 2.0 cm⁻¹ (ref. 10). The FWHM value corresponds to the degree of atomic ordering of the sp³-hybridized C on the atomic scale. The growth condition for the sharp Raman peak is different from that used to obtain a low density of stacking faults. On (111)-oriented layers, there are more stacking faults, which relax the residual strain induced by a HPHT substrate, than on (001)-oriented layers. Furthermore, similar to the spectrum of the (001)-oriented layer which we had obtained previously (ref. 3), the spectrum for the (111)-oriented layer shows no features of a graphite phase (around 1500 cm⁻¹) and no luminescence of the neutral N-vacancy complexes (around 2100 cm⁻¹, corresponding to the photon energy of 575 nm). This indicates no residual N in the layer.

Figure 1. Raman spectra of a (111)-oriented homoepitaxial diamond layer.
Cathodoluminescence

Figure 2 shows a CL spectrum of a (111)-oriented homoepitaxial layer taken at 13 K. The sample was grown at 650°C and the homoepitaxial layer thickness was 6.2 µm. One can clearly see a strong transverse-optical (TO)-phonon assisted free exciton (FE) recombination line at a photon energy of 5.275 eV (235.0 nm) and well-resolved transverse-optical plus zone center optical (TO+OΓ)- and transverse-acoustic (TA)-phonon assisted FE transitions at the positions known from the literature. This is the first time that well-resolved FE transitions have been observed in (111)-oriented homoepitaxial layers. The observation of well-resolved FE transitions proves that the carrier lifetime is long enough for the carriers to recombine radiatively in the high-quality layer. Further, we observed boron-bound exciton (BE) recombinations as the TO- and (TO+OΓ)-phonon assisted transitions, although a boron source was never used in our growth system. Thus, at present, the origin of the residual boron is not clear.

Figure 2. CL spectrum of a (111)-oriented homoepitaxial layer at 13 K.

Hall measurements

Figure 3 shows the hole mobility and sheet concentration measured in air at RT for different growth temperatures. The thickness was fixed to about 1 µm. The holes are generated by the H surface termination (ref. 9). The surface conductivity due to the H-termination was estimated to be approximately 5x10² times higher than the bulk conductivity due to the residual impurities in the layer. Therefore, the measured mobility and the conductivity originated from the surface conductivity due to the H-termination. In the figure, for samples whose resistivity was too high to be measured, mobility and conductivity were assumed to be zero. As the growth temperature increased, both mobility and sheet concentration decreased. One possible reason for this is that the stacking-fault density increased as the growth temperature increased. As we will report elsewhere (ref. 8), we found that the surface conductivity in regions with stacking faults is lower than in the other regions. Therefore, we expected that stacking faults in the layer are responsible for the degradation in surface conductivity. At the growth temperature of 660°C, we obtained a layer with the minimum stacking-fault density, and its mobility reached 74 cm²/Vs at a surface hole sheet concentration of 1.7x10¹³ cm⁻².
Figure 3. Hall mobility and sheet hole concentration at RT for various growth temperatures. The holes are generated by H termination.

Figure 4. MES FET structure.
Figure 5. Output characteristics of a MES FET (L_G; 11 µm, W_G; 100 µm) using a (111)-oriented layer. The maximum normalized current is 24 mA/mm and the maximum transconductance, g_m, is 14 mS/mm.

Characteristics of FET

Using a (111)-oriented high-crystalline-quality layer with 0.5-µm thickness, we fabricated a MES FET structure (Fig. 4). The surface conductance of the channel was controlled by an Al Schottky gate. The gate length (L_G) was 11 µm and the width (W_G) was 100 µm.

Figure 5 shows its output characteristics, i.e., the normalized drain-source current, I_Ds, as a function of the drain voltage, V_D, for different gate voltages, V_G. The drain saturation current seems almost constant in a wide drain voltage range. There were neither gate-current leakage nor drain-current leakage. The maximum normalized current was 24 mA/mm. The maximum transconductance, g_m, was 14 mS/mm. At the same gate length, these values are comparable with those obtained for (001)-oriented diamond layers.

CONCLUSIONS

We have obtained a (111)-oriented high-quality diamond homoepitaxial layer by decreasing the stacking fault density. We observed well-resolved free-exciton transitions in low-temperature cathodoluminescence, and a sharp diamond Raman-peak (linewidth; 1.9 cm⁻¹). The surface exhibited a maximum mobility of 74 cm²/(Vs) at a sheet concentration of 1.7x10¹³ cm⁻² at room temperature. A field-effect transistor with a 11-µm-long gate exhibited a maximum normalized current of 24 mA/mm. These results confirm that the crystalline quality of the (111)-oriented layers is approaching that of (001)-oriented layers.
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PROPERTIES AND APPLICATIONS OF DIAMOND
Characterization and Applications of Single Crystal CVD Diamond
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ABSTRACT
Recent developments in growth of single crystal diamond by the CVD process has shown that this technique is capable of producing diamond with the highest purity and crystalline perfection on a consistent basis. Further, CVD can produce large single crystals in a cost effective manner. In addition, the CVD technique is suitable for introduction of dopant impurities into the diamond in a controlled manner. This combination of properties indicate that single crystal CVD diamond will enable advanced applications of diamond in the areas of optics and microelectronics, as well as in some of the more traditional applications of diamond. Recent progress in single crystal CVD diamond technology has demonstrated diamond with properties meeting or exceeding the theoretical promise which diamond has presented for the past several decades. In this presentation, we will discuss some of the demonstrated properties of single crystal CVD diamond as well as some of the applications which these properties enable, including new technology areas such as quantum computing.

Keywords: CVD Diamond, Single Crystal Diamond, Semiconductors, Optics
ABSTRACT

Due to its extreme properties, diamond is expected to be the ultimate semiconductor device. However, its progress as an active device has been slow because there has been no doping technology developed to realize its high electrical conductance. We focused on a highly conductive p-type layer appearing on a hydrogen terminated diamond surface and developed surface channel field effect transistors (FETs). In this study, we demonstrate that this type of FET is applicable in high-frequency devices operating at high power and biosensors in electrolyte solution.

Keywords: Field Effect Transistors, Microwave Devices, Biosensors, Hydrogen Termination

INTRODUCTION

Among wide band gap semiconductors, diamond has large band gap (5.5 eV). The breakdown field is 2-3 times as large as that of SiC or GaN. Due to its strong covalent bonds, it exhibits the highest thermal conductivity, 4 times as large as that of SiC. The figures of merit for high power, high frequency, and integrated devices calculated from these physical properties far exceed those of other semiconductors. Although p-type carrier control can be done by boron, the acceptor level is so deep (0.37eV) that the carrier concentration at room temperature is very low resulting in low transconductance less than 1mS/mm in conventional FETs.

Compared with the boron doped layer, the surface conductive layer of hydrogen-terminated (H-terminated) diamond has suitable properties for FETs, because high surface carrier concentration $(10^{13}$ cm$^{-2}$) is obtained with shallow carrier profiles where 90% carriers exist less than 10 nm from the surface. Moreover, ohmic contacts can be obtained because of the low Schottky barrier heights at the H-terminated surfaces. These advantages are summarized in Fig.1. Up to now relative high transconductances of 50-150mS/mm have been obtained in metal-semiconductor (MES) FETs or metal-insulator-semiconductor (MIS) FETs using the H-terminated diamond surfaces (refs 1 to 3).

On the other hand, conductive polycrystalline diamonds doped with high density $(10^{19}$cm$^{-3}$) boron are normally used for the electrochemical electrodes which attract attentions because of wide potential windows of 3.0-3.5 eV more than 1eV wider than glassy carbon or Pt used as normal electrochemical electrode. The p-type surface conductive layer can be also used this purpose, because the surface of diamond is chemically inert and biocompatible. Within the potential window, the FET operation with the electrolyte solution as gate can be expected.

In the present paper we are going to show the two types of application from the point of RF operation and biosensing of surface channel diamond FETs which exhibit high transconductance and operations in electrolyte solution.
Another reason is explained by the mobility increase in the CaF$_2$ passivated diamond surface. Figure 4 shows the sheet carrier density and the carrier mobility of CaF$_2$ passivated and unpassivated diamond surfaces. The dotted lines correspond to sheet resistances, 5-20 k$\Omega$/sq. After CaF$_2$ passivation, the plots cross the dotted lines and move toward the lower resistance region. The carrier mobility of the diamond MIS interface increases by 2.5 to 3 times, although carrier density decreases to 2/3. The increase in mobility results in low sheet resistance. When the H-terminated surface is passivated by CaF$_2$, the hole scattering by ionized acceptors decreases and the carrier mobility increases.

Since the source-gate and gate-drain spacings become crucial in the series resistance of short channel FETs with 0.1-0.2 $\mu$m gate length. Accordingly the extrinsic $g_m$ is saturated because of the relatively high resistance of surface conductive layer (5-10 k$\Omega$/sq. as shown in Fig.4). The removal of the parasitic resistances at the source-gate and gate-drain spacings should be take into consideration for the further advance of surface channel diamond FETs.
ELECTROLYTE SOLUTION GATE FETS FOR BIOSENSING

The electrolyte solution gate diamond is shown in Fig. 5(a), where the metal gate of MESFET or MISFET is replaced by electrolyte solution. This FET is similar to the ion sensitive FET (ISFET) normally fabricated on Si technology used for pH sensing or biosensing. The silicon ISFET shown in Fig. 5(b) needs passivation layers such as Si₃N₄ to protect gate oxide layer which is the most delicate part of Si MOSFETs. On the other hand, the surface channel (sensing region) is exposed to electrolyte solution in the case of diamond FETs. It is very advantageous for sensing very subtle change of surface potential. This new type FET is named as solution gate (SG) FETs.

The SGFET characteristics show perfect pinch-off and saturation behavior. In the bare H-terminated diamond surfaces exposed directly to electrolyte solution, these characteristics have been reproducibly obtained in pH 1-13. Considering that the surface of polycrystalline diamond is very rough, the I_DS-V_DS is unexpectedly good. The operation is based on the electric double layer between the electrolyte and H-terminated surface.

So far, we have reported that the threshold voltage of the H-terminated diamond surface is insensitive to pH solutions (ref.4). Otherwise the H-terminated diamond surface is sensitive to chloride (Cl⁻) ions (ref.5). The threshold voltages of SGFETs shifts about 30 mV/decade as a function of Cl⁻ or Br⁻ ion’s concentration (Fig.6). This means that the upper band bending of H-terminated diamond surface is enhanced in the Cl⁻ ionic solutions. And it leads to the increase of the surface carrier density. One of the attractive biomedical applications for the Cl⁻ sensitive SGFETs is the detection of chloride density in blood or in sweat especially in the case of cystic fibrosis. The sensitivities of Cl⁻ and Br⁻ ions have been lost on the partially O-terminated diamond surface as shown in Fig.6. These phenomena can be explained by the change of surface polarity on the H-terminated and the O-terminated surface.

The as-grown CVD diamond surface terminated by hydrogen exhibits the surface p-type conductivity, which is used in p-channel SGFET. The surface channel properties can be changed by chemical modification of the surface lead to the enzyme immobilization for molecule recognition (Fig.5(a)). Since the diamond surface is more modifiable than Si based material such as Si, SiO₂, or Si₃N₄, a new type of biosensor can be developed. One of the examples as urea sensor is shown as follows. Urease is immobilized partially on the diamond surface channel of the SGFETs, which is sensitive to pH values. The diamond SGFETs of urea sensor have a structure where urease immobilized surface channel is directly exposed to urea solution and drain/source electrodes are covered with epoxy resin as shown in Fig.5(a).

Urea sensitive diamond SGFETs are based on the biocatalyzed decomposition of urea by urease. Although the two decomposition products affect oppositely the pH at the surface channel, the dissociation of NH₄⁺OH⁻ is higher than at that of carbonic acid, resulting in the pH increase.

$$(\text{NH}_2)_2\text{CO} \text{(urease)} + 2\text{H}_2\text{O} + \text{H}^+ \rightarrow 2\text{NH}_4^+ + \text{HCO}_3^-$$

![Fig.5. (a) solution gate FET on diamond. (b) ion sensitive FET based SiMOS technology.](image-url)
We have checked the change in the drain-source current and the threshold voltage of SGFETs to examine the sensitivity of urea on the diamond surface channel. As urea density increases, the absolute value of the drain-source current increases at about 5µA/decade and the threshold voltage decreases at about 30 mV/decade in a FET with 500µm gate length as shown in Fig.7.

It is expected that the sensitivity of urea on polycrystalline diamond surface can be increased by the miniaturization of gate length, because the 5µm gate SGFETs exhibit more sensitivity by 50 times in the chloride ion detection of the 500µm gate SGFET.

FUTURE APPLICATION

DNAs are also immobilized covalently on diamond surface at the density of 10^{11-12} cm^{-2} which is two orders of magnitude higher than on glass plate. It is very advantageous for fully electrical DNA chips based on the addressability at the nanometer scale.

Nano scale modification of diamond surface by AFM has been also developed to change H-terminated surface to oxygen-terminated surface where the oxidation stops at monolayer level. The formation of nanodevices has been also made based on the different electric properties between H-terminated surface (p-type semiconducting) and O-terminated surface (insulating). As a nano electron device, single electron transistors two tunneling junctions and one side gated (or in-plane gate) FET have been successfully made (ref.8). These recent results are combined with diamond transistor operated in GHz or electrolyte solution to develop a new type of electron device in the future.
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DIAMOND ELECTROCHEMISTRY
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ABSTRACT

Diamond electrodes have attracted great interest in electrochemistry since they offer many advantages over other competitive electrode materials such as glassy carbon. In particular, the high mechanical strength, chemical inertness and biocompatibility of diamond enables its use in hostile conditions or in “bio-media” which prohibit the use of other electrode materials. A resistance to electrode fouling, low background currents, optical transparency and selective reaction kinetics for particular classes of electrochemical reaction are other important advantages. As a result diamond electrodes are currently being explored for chemical processes such as electrochemical synthesis, and destruction of pollutants, as well as for chemical sensors.

The purpose of the present talk will be to describe our work on a range of electrochemical problems using diamond electrodes. Topics to be addressed will include the influence which the nature of the diamond film exerts on the electrochemistry observed, the variations which occur as a result of changes in the surface condition of the diamond electrode, and recent developments in diamond electrochemistry for bio-sensing applications.
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ABSTRACT

The techniques of scanning tunneling microscopy/spectroscopy (STM/STS) and atomic force microscopy/spectroscopy (AFM/AFS) with conductive cantilevers are applied to study electronic properties of the emission sites in field electron emitters based on carbon nanoparticles (nanodiamonds, carbon nanotubes). The emitters are produced by (i) electrochemical codeposition of metals with nanodiamond, (ii) electrophoretic deposition of single-wall carbon nanotubes, and (iii) shock-wave compacting/implantation of carbon nanoparticles into metal layers.

STM analysis of the emitter surface allows to get mapping of the surface relief, field emission, surface electron potential, and local electroconductivity. It is generally found that the position of the emission sites is coincident with high-conducting regions where the surface electron potential is lowered. In addition, the STS/AFS data showed different character of local conductivity in nm-sized surface regions of the nanodiamond- and nanotube-based emitters. The obtained data provide further support for the field emission model based on the analysis of the field-enhanced emissivity of low-dimensional regions due to the quantum well effect, which has been previously proposed to account for the low-field electron emission from nanocrystalline diamond and nitride films.
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INTRODUCTION

During recent years, various aspects of field electron emission from carbon materials have being attracted increasing attention of researchers over the world, that was caused by exciting results on low-field electron emission from carbon nanostructured materials (nanocrystalline diamond/graphite films, DLC films, carbon nanotubes, etc.) and highly promising applications of carbon-based emitters (refs. 1-3). The issues concerning the mechanism of the low-field emission phenomenon are of great interest, and for a deep insight into the mechanism the need of studying the electron emission from an 'individual' emission center with high spatial resolution is evident. One of advanced techniques used for these purposes is a method of field emission microscopy (refs. 1,2), which was demonstrated to be very successful for imaging the emitting structures on the tips of carbon nanotubes (refs. 4). Another approach is based on the application of scanning tunneling microscopy (STM) to field electron emission studies (refs. 5-7). This technique, called as the scanning tunneling-field emission microscopy (STFEM), provides mapping of surface relief, field emission intensity, surface electron potential, and local conductivity with spatial resolution of few nanometers, and gives valuable information on the position and electronic properties of the emission sites. Using STFEM, extensive studies of the emission site properties have been carried out for nanocrystalline diamond films and related materials (refs. 7-14). The results of these studies contributed to better understanding of the emission processes and evidenced that the quantum-size effects can play an important role in the emission mechanism (refs. 9,10,13,14). In addition to STM, other scanning probe microscopy (SPM) techniques based on AFM with conductive cantilevers are efficiently used for examination of nanoscale electronic properties of low-field emitting carbon films (refs. 15,16). In this paper, we present experimental results of complex microscopic investigations of carbon-nanoparticle-based emitters using various SPM techniques (STFEM, STM/STS, AFM/AFS). The emitters are produced by different methods, including electrochemical codeposition of metals with nanodiamond, electrophoretic deposition of single-wall carbon nanotubes onto conducting substrates, shock-wave compacting of metal powders with carbon nanotubes, and shock-wave implantation of carbon nanoparticles into metal substrates.
EXPERIMENTAL DETAILS

Three types of carbon nanoparticles were used as a ‘building’ nanomaterial in constructing the emitting carbon nanostructures on substrate surfaces. These nanoparticles are i) ultradisperse diamond (UDD, particle size of about 5 nm) produced by explosions (ref. 17 and refs. therein), ii) single-wall carbon nanotubes (SWNT) synthesized by a dc arc discharge technique (ref. 18), and iii) graphite-like particles of 80-150 nm size. Brief description of the samples of carbon-nanoparticle-based emitters and methods of their fabrication is given in Table 1.

Table 1. Samples of carbon-nanoparticle-based emitters

<table>
<thead>
<tr>
<th>Sample #</th>
<th>Method of fabrication</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Codeposition of nickel with ultradisperse diamond particles from electroplating solutions</td>
</tr>
<tr>
<td></td>
<td>Samples: Cu substrates electroplated with Ni-UDD composite coating of 5 µm thickness</td>
</tr>
<tr>
<td></td>
<td>Post-deposition treatment: heat treatment in hydrogen at 750 °C</td>
</tr>
<tr>
<td>2</td>
<td>Electrophoretic deposition of single-wall carbon nanotubes from alcohol suspensions onto Ni substrates</td>
</tr>
<tr>
<td>3</td>
<td>Shock-wave compacting of metal powders with single-wall carbon nanotubes</td>
</tr>
<tr>
<td></td>
<td>Substrate: metal substrate coated with electroplated silver layer</td>
</tr>
<tr>
<td></td>
<td>Compact surface layer: powder mixture of silver nanoparticles with single-wall carbon nanotubes</td>
</tr>
<tr>
<td>4</td>
<td>Shock-wave implantation of graphite-like nanoparticles into the surface layer of copper substrates</td>
</tr>
</tbody>
</table>

Two SPM devices were used for characterization of the emitter surface. The first setup is a high-vacuum scanning tunneling-field emission microscope (STFEM), which is used to determine correlations between microscopic distributions of four surface parameters – surface relief, field emission intensity, surface electron potential, and local electroconductivity, measured with the resolution of ~2 nm in vacuum of 10^-6 Torr (refs. 6, 7).

The second device is a scanning probe microscope ‘Solver P47’ (NT-MDT Co., Russia), which provides complex investigations of the surface properties with spatial resolution of ~0.1 nm in air by means of STM/STS and AFM/AFS (ref. 16). This SPM setup enables to measure: (i) the surface relief with AFM in the contact mode and resonant semi-contact mode and with STM in the constant tunneling current regime; (ii) the surface electron states with AFM in the resonant non-contact mode; (iii) the differential electroconductivity in the STS regime; (iv) the work function by the Kelvin method (SKM) in the resonant non-contact mode; (v) the local current-voltage (I-V) characteristics over a scanned area, along a given line and in a certain point with AFM (the contact mode) as well as with STM. The I-V data obtained over the scanned area (64x64 points) are presented in the form of four-dimensional space with coordinates \( \{X,Y,I,V\} \) which cross-sections at given values of V allow to draw a series of spreading resistance images (SRI) of the surface and to analyze a fine structure of the conductivity. The I-V data obtained along a given line are presented in the form of three-dimensional space with coordinates \( \{X,I,V\} \) which cross-sections at certain values of V are used to determine precise sizes of both conducting and insulating regions.

For the AFM measurements, special cantilevers containing tips coated with different conducting layers (W_2C, TiN, Pt) are used. STM probes are fabricated from the W or Pt-Ir alloy wires.

Macroscopic characterization of the field emission properties of the samples was carried out by means of ‘microprobe’ and ‘flat luminescent screen’ methods, as described elsewhere (refs. 8, 12).

RESULTS AND DISCUSSION

Field emitters based on metal-nanodiamond composite coatings

Figure 1a compares the I-E characteristics (measured with a ‘microprobe’ setup) of two samples with Ni-UDD composite coating, demonstrating a significant improvement in the emission behaviour after the heat treatment in hydrogen at 750°C. The as-deposited sample exhibited no emission current at the applied fields of up to 200 V/µm, whereas after hydrogen treatment the Ni-UDD composite coating was characterized by 50 V/µm threshold fields and ‘smooth’ (i.e., without activation) current-on-field behaviour. Testing the hydrogen-treated sample with a ‘flat screen’ technique showed a very low threshold field of 0.6 V/µm which increased to 2.5 V/µm after the 1-hour training at current of 400 µA (Figure 1b). Emission centers, visualized with the luminescent screen, were placed predominantly around the center of the sample (Figure 1c), and the surface density of the centers after the training was significantly improved. The difference in the emission thresholds, measured by the ‘microprobe’ and ‘flat
screen’ setups, might be due to a geometrical factor (‘true’ distance between the microprobe and emission centers is larger than that normally to the surface) and/or nonuniform distribution of the emission centers on the surface. The Ni-UDD sample after hydrogen treatment was further studied with SPM methods.

Figure 1. Field electron emission from the Ni-UDD composite coatings: (a) I-E characteristics of as-deposited and hydrogen-treated samples measured with a ‘microprobe’ setup; (b) I-E curves (after hydrogen treatment) measured with a ‘flat screen’ setup; (c) field emission image at E=10 V/µm and current 470 µA.

Figure 2a displays the results of the STFEM mapping of the hydrogen-treated Ni-UDD coating, which are presented in the form of the profiles of the surface relief, field electron emission, surface electron potential and local electroresistivity (the data of the last parameter are resulted from measurements in the “bias spectrum” regime). The sample surface is characterized by a grain-like morphology with the grain height of about 1 µm and the grain size of 0.3-1 µm. The grain conductivity is G ~ 0.6 ΓΩ, and the grain boundary regions are more conducting (G~10-15 ΓΩ at the bias voltage U=-1 V, voltage polarity corresponds to electron flow from the probe). Emission centers (EC) with a lateral size of 0.1-0.3 µm are located near the grain boundary regions. The EC position correlates with a lowered surface electron potential. The value of the characteristic field at the EC is Fc=15-30 V/µm. In addition, poorly conducting inclusions (G<0.5 ΓΩ) with a lateral size of 100-200 nm are found; they are located on the grain slopes and the density of such inclusions is low (~10⁵ cm²). It should be noted that these experimental data are obtained at the bias voltage |U|≤4V, because at |U|>4 V some regions (they, as a rule, are associated with a lowered electron potential) show an extremely high magnitude of the “Z-spectrum” mode signal.

Figure 2. (a) STFEM ‘profiles’ of surface relief, field emission intensity, surface electron potential, and resistivity along the same line scan on the surface of the hydrogen-treated Ni-UDD composite; (b) AFM-SRI obtained at the applied voltage U=-2 V, and (c) I-V characteristics of high-conducting and low-conducting regions marked by arrows in Figure 2b (the voltage is applied to the AFM probe).
The electroconductivity distribution on the Ni-UDD sample surface was investigated using AFM with Pt-coated cantilever in the contact mode. A reason to apply the AFM contact mode was to exclude the current instabilities caused by modulation of the gap between the probe and the sample. Figure 2b shows an AFM-spreading resistance image (SRI) of the emitter surface, where the regions of higher brightness correspond to higher conductivity. The AFM-SRI examination with higher resolution revealed the presence of high-conducting inclusions (G ≈ 10 GΩ⁻¹) with a lateral size of 5-10 nm on the sample surface. The I-V characteristics of such high-conducting inclusions are presented in Figure 2c in comparison with the I-V curves of low-conduction regions. It is important, that most of the I-V characteristics of high-conducting regions have a section of negative differential resistance in the voltage range from 4 V to 6 V. As discussed above, a rapid increase of Z-spectrum mode signal was observed in the same voltage range. The obtained AFM-SRI results are in agreement with the previously reported data for ultrananocrystalline diamond films (ref. 16) and confirm our supposition that the field electron emission from the high-conducting regions is accompanied by resonant tunneling of electrons through local surface energy states (refs. 9,10).

**Carbon nanotube-based emitters**

The emitters fabricated by electrophoretic deposition of single-wall carbon nanotubes onto Ni substrates (sample #2 in Table 1) exhibited very low threshold fields of ≤ 1 V/µm for the ‘flat screen’ measurements and high emission stability at high currents, but moderate surface density of the emission sites.

The STFEM mapping showed the surface protrusions with a height of up to 3 µm. However, more detailed investigations of the surface were found to be impracticable because of extremely high current noise under both the tunneling and field electron emission conditions. In order to study the sample microstructure, we developed STM measurements in air using a scanning probe microscope ‘Solver P47’. It was found that the sample mapping could be sufficiently realized in the tunneling regime under the electron current being held near the 0.1 nA level (the STFEM feedback system is capable to hold the current I ≥ 0.5 nA). Figure 3a displays the surface relief map of the 0.98×1.02 µm² area; it is seen that there is a region with a characteristic lateral size of about 0.5 µm on the surface, and protrusions at this place look like wrinkles with a height of the order of 10 nm. Being scanned with a higher resolution (≤ 0.1 nm), this surface area shows formations with a width of 2-3 nm and length of ~ 50 nm (Figure 3b). Such nm-sized regions can be associated with single-wall carbon nanotubes lying on the substrate. It is distinctive that the surface electron potential of the ‘nanotube’ regions is higher than for the neighboring regions (Figure 3c). Also, it should be noted that the electron current instability becomes higher with increasing voltage, and it reaches a giant level under the emission measuring conditions. The results of Figures 3b and 3c seems to be important for understanding the emission process from SWNT-based cathodes, therefore more detailed STM study of the electronic structure of SWNT is required.

**Figure 3. STM images of the sample surface of electrophoretically-deposited single-wall carbon nanotubes on Ni substrate: (a) 2D map of the surface relief, the scanned area is 0.98×1.02 µm²; (b,c) comparative 2D maps of the surface relief (b) and surface electron potential (c), the scanned area is 43×47 nm².**

The sample produced by shock-wave compacting of a powder mixture of silver nanoparticles with single-wall carbon nanotubes (sample #3 in Table 1) showed the threshold field of 2-3 V/µm for the ‘flat screen’ measurements. Most of the emission sites were located in the surface areas near the edges of the sample, where the emission site density was relatively high. Raman spectra of the sample evidenced that the structure of the ‘compacted’ carbon nanotubes was more defective than that of the original nanotube material. The Raman spectrum of the shock-wave
loaded nanotubes is presented in Figure 4a in comparison with the spectrum of the electrophoretically-deposited nanotubes (excitation wavelength 514.5 nm).

During STFEM mapping it was found that, if the bias voltage between the probe and the sample was $U > 1$ V (electron flow from the sample), the probe scanning was accompanying with ‘lifting’ the surface. In general, the process developed reversibly, i.e., after scanning the most of the surface area relaxed to the initial state, as was confirmed by mapping the surface at $U < 1$ V. Such effect did not allow us to obtain correct data on emission center properties for the most of the sample surface. For the ‘stable’ regions, the emission center position was found to coincide with the high-conducting regions, and the surface electron potential at the EC is lowered. The characteristic emission field at such ECs was found to be $F_c = 10–20$ V/µm. For the most of the sample surface areas the conductivity was $G > 10$ GΩ. In addition, local I-V characteristics were measured. The I-V characterization revealed the 1-2 nm sized inclusions clustered on the sample surface as shown in STM-SRI in Figure 4b. A typical I-V characteristic measured inside the inclusion is shown in Figure 4c. The inclusion conductivity is $G \approx 100$ GΩ, and it can be associated with nanotubes placed normally to the surface.

![Figure 4. (a) Raman spectra of the samples #2 and #3; (b) STM-SRI of the sample #3 measured at $U = -0.7$ V, and (c) typical I-V characteristic of the high-conducting inclusion (the voltage is applied to the STM probe).](image)

Emitters fabricated by shock-wave implantation of carbon nanoparticles into metal layers

The sample #4, obtained by shock-wave implantation of graphite-like particles (mixed with UDD particles) into electroplated copper layer on copper substrates, showed the threshold emission fields of 8-10 V/µm for the ‘microprobe’ measurements, but, as a rule, an initial emission activation was observed at higher fields.

STFEM mapping showed that the sample surface was characterized by grain-like morphology with the typical grain size of 1-2 µm and the grain height of 0.5 – 1 µm (Figure 5a). Effective emission centers were found to locate on the grain slope regions where the surface electron potential was lowered (Figs. 5b,c). It should be noted that the most part of the sample surface showed high electroresistance, $R > 5$ GΩ. Emission centers were associated with the high conducting regions ($R < 0.2$ GΩ). The characteristic emission field at the emission centers was about 5 V/µm.

![Figure 5. Sample #4: 3D map of the surface relief (a), and STFEM images of field electron emission (b) and surface electron potential (c) superimposed onto the surface relief map.](image)
CONCLUSIONS

The obtained results demonstrate that the scanning probe microscopy/spectroscopy techniques provide unique opportunities for investigations of the nature and nanoscale electronic properties of the emission centers in carbon-based field emitters. For the emitters studied, it is found that the position of the emission sites coincides with high-conducting regions where the surface electron potential is lowered, that, along with the previously reported data for nanocrystalline diamond and nitride films, allows this fact to attribute to a ‘fundamental property’ of the emission center in low-field emitting materials. The data on the specific conductivity behaviour in nm-sized regions give supporting evidence that the quantum-sized effects play an important role in the low-field emission phenomena.

ACKNOWLEDGEMENTS

The authors are thankful to A.S. Pozharov for the synthesis of single-wall carbon nanotubes, and to I.I. Vlasov and E.D. Obraztsova for Raman characterization of the carbon-based emitters. The work was supported by ISTC Project #1400.

REFERENCES

FABRICATION OF 3-D SHAPED MICRO BODY STRUCTURES OF DIAMOND
BY USE OF FOCUSED ION BEAM

Masao Murakawa, Hiroyuki Noguchi and Sadao Takeuchi
Nippon Institute of Technology
4-1 Gakuendai, Miyashiro, Saitama 345-8501 Japan
E-mail address: mura@nit.ac.jp
Fax: 81-480-33-7645
Phone: 81-480-33-7618

ABSTRACT

Diamond is believed to be a suitable candidate material for micro- and nanotechnology due to its extreme hardness. However, this very property of diamond also makes its processing very difficult. More specifically, the processing of diamond by grinding with a fine powder of diamond itself is indeed possible if the grinding shape is a planar one, but the processing of diamond into a 3-D shape by grinding is very difficult. Furthermore, in the case of diamond processing by means of ion milling, the shape is limited to a 2.5-D one and the processing speed is very low as well. The use of a focused ion beam (FIB) device could be an alternative means for processing diamond. It has been generally used as a means for preparing specimen materials for electron microscopy by sectional cutting along a certain area of the material or slicing the material into very thin flakes ranging from 100 nm to 50 nm in thickness. Although FIB device technology has been advancing in that the devices can now deal with nanometer sizes due to the very fine diameter of the ion beam, generally speaking, it is not very suitable for precision processing of 3-D shapes. Accordingly, the purpose of this paper is to introduce a FIB device which has been designed to enable the precision processing of diamond into 3-D body shapes. This has been made possible by the introduction of various additional features of the device for precision 3-D processing of any kind of specimen including even the hardest material, diamond. The features of the device include: a U-centric mechanism whereby we can retain the focused point on the specimen even when the specimen is inclined; processing capability of any configuration on a plane; processing using bit map data; controllability of irradiation period of each single beam. These combined features render the device optimally suitable for use as a tool for fabrication, e.g., micromachines of any 3-D shape fabricated of any material including diamond. In this work we introduce several fancy demonstrations of diamond single crystal or very thick DLC having a 3-D configuration, which are made possible for the first time by the use of this sophisticated FIB device.

Keywords: FIB, focused ion beam, diamond, 3-D shapes, nanotechnology

INTRODUCTION

Considering the conditions of the use of micromachines, their materials are required to have a small coefficient of friction and little wear under no-lubricant condition. Diamond is expected to be an appropriate material for micromachines, because it has good tribological characteristics and chemical resistance. However, the hardness of diamond makes it extremely difficult to process into the desired shape, especially a 3-D shape.

The Lithograph Galvanformung und Abformung (LIGA) process which is based on semiconductor processing technology is a well-known microprocessing method. In LIGA, first, a mask is fabricated, then, via etching using the mask, the mask shape with a deeper depth is processed; using the thus-obtained object as a model, a mold is fabricated by electrocasting. Therefore, the final workpiece is not directly processed in LIGA and the shape is limited to a 2.5-D one. In addition, it is impossible to process diamond using LIGA.

In contrast to LIGA, when a focused ion beam (FIB) processing is used, a workpiece is directly irradiated by an ion beam without a mask, and 3-D processing is possible by repeated processing at the same location. Furthermore, it is possible to fabricate the workpiece by inclining it during the processing. We report the fabrication of diamond using FIB.
EXPERIMENTAL APPARATUS

Table 1 shows the specifications of the FIB device used for processing. The feature of this device is that it enables removal processing at a high speed, due to a very high acceleration voltage, 40 keV, and a high maximum beam current, 37 nA. Moreover, the image resolution of this device is capable of 6 nm; it is suitable for microprocessing. It is possible to fabricate the desired shapes, such as rectangles, circular arcs, free curves, polygons, lines, and circles; in addition, the processing using bit map data as image data is possible. We may combine these desired shapes for various applications.

Table 1  FIB processing apparatus and processing conditions

<table>
<thead>
<tr>
<th>FIB processing apparatus</th>
<th>Hitachi High-Technologies Corporation FB-2100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing voltage</td>
<td>40 keV</td>
</tr>
<tr>
<td>Beam current</td>
<td>37 nA – 0.01 nA</td>
</tr>
<tr>
<td>Ion source</td>
<td>Ga liquid metal</td>
</tr>
<tr>
<td>Resolving power</td>
<td>6 nm</td>
</tr>
<tr>
<td>Assist gas</td>
<td>Not used</td>
</tr>
<tr>
<td>Processing rate</td>
<td>$0.9 \times 10^9$ nm$^3$/min</td>
</tr>
<tr>
<td>Coating for conductive surface process</td>
<td>Au : 10 nm-100 nm</td>
</tr>
</tbody>
</table>

Example of 2.5-D processing of synthesized diamond single crystal

Figure 1 shows that a relatively high-intensity beam, 1.8 nA, irradiates the surface of a synthesized diamond single crystal and processes it at a high speed. Figure 1(a) demonstrates a specimen fabricated by a removal process at a high speed of 24 s per one unit. Figure 1(b) demonstrates that 16 identical specimens are copied and processed in 7 min. Thus, the processing of multiple uniform shapes is possible by producing a single shape data.

Figure 1.  Example of 2.5-D processing of synthesized diamond single crystal.

a) Processing time: 24 s,  
processing current: 1.8 nA.  

b) Processing time: 7 min,  
processing current: 1.8 nA.
Example of 3-D processing of synthesized diamond single crystal

Figure 2 shows an example of the processing of a synthesized diamond single crystal; a 0.4 nA beam which is weaker than 1.8 nA used in Fig.1 was irradiated in order to increase the processing accuracy onto its surface to fabricate a circular shape, following which mirror-image characters of “NIT” were carved on the same place. The processing time per unit was 3 min, which is fairly long, but the processing width of the characters is 150 nm, showing that sub-micron-level removal processing was achieved for diamond. In this case, 36 models were copied and the processing of a uniform shape was carried out; the total processing time was 108 min.

[Images of diamond processing with dimensions and text labels]

Example of 2.5-D processing of flat diamond

Figures 3, 4 and 5 show a flat diamond platelet sample synthesized on a copper substrate (refs. 1 to 3). The diamond sample has a hexagonal micro-flat-plate shape and is convenient for use as a material for micromachining. Namely, after processing of the diamond sample on the copper substrate, the fabricated diamond sample can be removed by etching of the substrate. Figure 3 shows the processing of a single rectangular shape 3 µm long and 0.3 µm wide on the flat diamond sample. This rectangular image was then rotated by 30 degrees 11 times and the same processing steps were repeated, without rotating the workpiece itself.

Figures 4 and 5 show the processing of a gear with external dimensions of 10 µm on the same flat diamond sample; after 60 min of processing, the same shape was processed onto the copper substrate together with the diamond.

[Images of diamond processing with dimensions and text labels]
Example of 3-D processing of flat diamond

The U-centric function enables easy inclination of a specimen, because the position of the specimen is not changed on the display even when the specimen in the FIB device is inclined. Using this U-centric function, we inclined a flat diamond sample at 45°, and fabricated a blade of turbine shape; Figs. 6, 7 and 8 show the fabrication process. In Fig. 6, to retain a circular shape with a 15 µm diameter from the diamond flat plate, the unnecessary part outside the circle is removed. In this processing, an electric current of 8.2 nA and a processing time of 2 h were required due to the large volume to be removed. The subsequent processing conditions are shown in Fig. 7; the workpiece is inclined at 45° and the blades are fabricated one by one. The processing time for one blade was 7 min. Then, the workpiece was rotated by 45° around the central axis and identical processing was repeated 8 times; the blade section shown in Fig. 8 was obtained.

---

Example of 2.5-D processing and lithography of silicon

Although diamond has an excellent friction-resistant characteristic, its efficiency in the case of removal processing is lower than that of silicon. Here, examples of processing of silicon, and the lithographic formation of the processed microshape onto plastic are shown. Figure 9 shows the processing at a beam current of 0.36 nA; a gear with a 10 µm external diameter was obtained with a 10 min processing time. Figure 10 shows the processing of a total of 10 gears with a 100 min processing time, carried out as follows: the shape data obtained in Fig. 9 was copied, and the data values were decreased or increased to make two sets of 5 shapes with outer diameters of 8 µm, 9 µm, 10 µm, 11 µm, and 12 µm used for processing. As shown here, after the production of a single set of shape data, processing of various shapes can be realized by reduction, enlargement, and deformation by one-directional magnification.

Using this silicon mold, we attempted the lithographic processing of shapes on plastic, with the aim of achieving the mass production of microcomponents. To fill resin in the cavity of a mold, first a photocuring resin was dropped onto the surface of the silicon mold in vacuum, then the silicon mold was exposed to air so that the photocuring resin completely filled into the microcavity due to the atmospheric pressure. Subsequently, the photocuring resin was solidified by light irradiation. The solidified filmlike component was removed from the silicon mold, and the condition of the lithographed shapes was examined; Figs. 11 and 12 show the results. In these figures, microshapes are well-lithographed. A mold-removal agent which may degrade the accuracy of lithography was not used during the processing. In this forming method, almost no external forces are applied to the mold, and a large number of microshapes can be lithographed simultaneously.
Figure 9. Example of processing of gear-shaped cavity (processing time: 10 min, processing current: 0.36 nA, workpiece: silicon).

Figure 10. Example of processing of multiple gear-shaped cavities (processing time: 100 min, processing current: 0.36 nA, workpiece: silicon, processed dimensions: minimum 8 µm and maximum 12 µm, the number of units processed: 10).

Figure 11. Example of lithography of gear shape (resin used: photocuring resin).

Figure 12. Example of lithography of gear shapes (resin used: photocuring resin).
SUMMARY

To fabricate micromachining components with a 3-D shape, we provided examples of processing using a FIB device. The results demonstrated that accurate and high-speed processing of a multiple number of cavities is possible for diamond. With the FIB, a workpiece can be processed directly without using a mask, and the shape data for processing can be arbitrarily produced; bit-map data which is a kind of image data can be used as processing data.

In the example of processing of silicon, we processed a gear with an external size of 10 µm, and demonstrated the possibility of mass production of microcomponents applying lithographic processing using photocuring resin.

REFERENCES

TRIBOLOGICAL BEHAVIOR OF CVD DIAMOND TOOLS

E. Uhlmann, M. Brücher

Institute for Machine Tools and Factory Management, Technical University of Berlin, Berlin, Germany

ABSTRACT

Diamond cutting tools are often the only choice for the machining of high-strength and highly abrasive non-ferrous alloys. During machining, a complex interaction of different wear mechanisms takes place on the tools. This interaction considerably hinders a purposeful detection of specific wear mechanisms. Therefore, the objective is to systematically analyze the wear processes that occur when machining a hypereutectic aluminum silicon alloy with CVD-diamond tools. The main wear mechanisms are identified and the limits for the use of various CVD-diamond tools are indicated. The findings gained will serve in the further development of these high-performance cutting materials.

Keywords: Cutting, Diamond coating, Wear

INTRODUCTION

Metal cutting operations on difficult-to-machine workpiece materials can often only be performed by using extremely hard polycrystalline cutting materials. For the manufacture of components made of highly abrasive, high-strength non-ferrous alloys in particular, there is no alternative to diamond-based cutting materials. However, an alternative process to diamond synthesis is becoming more and more established in the form of chemical vapor deposition (CVD), which opens up new possibilities in the field of high-performance tools (refs. 1 to 3).

Metal cutting processes involve a complex interaction of several wear mechanisms. These include abrasion, adhesion, tribo-oxidation, as well as surface damage. This complex interplay of the load variables occurring in the metal cutting process makes it considerably more difficult to purposefully detect specific wear mechanisms (ref. 3).

Tests on metal cutting of abrasive aluminum alloys using CVD-diamond tools have shown that in particular abrasive and adhesive wear, as well as tribo-oxidation, lead to tool failure (refs. 3 to 6). Therefore, analogy tests were conducted to provide a differentiated view of the wear mechanisms occurring in the metal cutting process with CVD-diamond. The results achieved in model tests were subsequently verified in tests carried out during actual metal cutting operations.

CVD-diamond thick-film and CVD-diamond thin-film tools were used in the tests. The CVD-diamond thick-films soldered onto cemented carbide substrate with a coating thickness of \( s_D = 500 \) µm were deployed as electrically non-conducting and as boron-doped electrically conducting material. The CVD-diamond thin-films were deposited directly by means of a hot-filament CVD-process on two different substrate materials with a coating thickness of \( s_D = 6 \) µm and \( s_D = 28 \) µm. A cemented carbide with the ISO specification K10 and a silicon nitride ceramic (Si-\( _3 \)N\( _4 \)) were used as substrates. The sintered polycrystalline diamond with binder phase (PCD) and an average grain size of 10 µm, which has been on the market for about 30 years, was used as reference material.

The findings shall serve to identify the main wear mechanisms and to indicate the limits of the use of various CVD-diamond tools, as well as to provide information for the further development of these cutting materials.

ADHESION

To examine the adhesive wear behavior of different diamond-based cutting materials, a ball-disc tribometer was used. The ball was made of the workpiece material GD-AlSi17Cu4Mg and had a diameter of \( D_{\text{ball}} = 10 \) mm. The disc was made of the diamond cutting materials to be investigated. The normal force \( F_N = 25 \) N, the frequency \( f_R = 15 \) Hz, and the amplitude \( A_R = 1 \) mm were kept constant during all tests, which were performed in a constant atmosphere with a relative air humidity of \( H = 40 \% \) and an ambient temperature of \( T = 22.5 °C \). The friction time \( t \) was varied between 100 and 700 s.

After the adhesive loading of the two CVD-diamond thick-film cutting materials and of the PCD by the alloy GD-AlSi17Cu4Mg, no material deposits were found on the cutting material surfaces. The reason for this is that the cutting material surface exhibits only a very slight roughness. When the cutting material surface is examined after adhesive loading, however, distinct scratches can be seen on the surfaces (Figure 1). Because of its very low hardness, aluminum cannot cause such wear on extremely hard diamond. Therefore, other effects must have occurred.
Particularly the silicon crystals present in the workpiece material represent a possible cause of the scratches. Measurements using an electron beam microprobe, however, proved that aluminum oxide ($\text{Al}_2\text{O}_3$) had formed on the surface. The very hard $\text{Al}_2\text{O}_3$ particles that are partially present on the surface may be responsible for the scratches on the surface (Figure 1). The coefficient of friction of the material couple CVD-diamond thick-film/GD-AlSi17Cu4Mg was 0.1; for the couple PCD/GD-AlSi17Cu4Mg it was 0.2.

![Figure 1. Elementary analysis to verify the formation of Al$_2$O$_3$ on the surfaces of CVD-diamond thick-film coatings.](image)

As a result of the pronounced surface roughness of CVD-diamond thin-films, large areas of the cutting material surface are covered with material deposits due to the friction tests with GD-AlSi17Cu4Mg. The intensity of the material deposits mainly depends on the roughness of the surface, which is influenced in particular by the coating thickness. The coefficients of friction are factor 3 to 4 higher than with CVD-diamond thick-film coatings.

At the tips of the diamond crystals of the thin-films, the relative movement between the frictional partners causes material to be removed from the workpiece material. The aluminum particles settle in the spaces between the crystals and, as the frictional process continues, smear the surface of the diamond coating (Figure 2). The material deposits are particularly pronounced on diamond coatings with a film thickness of $s_D = 28 \mu$m. In contrast, on diamond coatings with a film thickness of $6 \mu$m, only isolated material particles of the workpiece material are found. The material deposits on the surface are removed from the cutting material surface and are built up anew periodically in the repeated process of frictional movement. The resulting material deposits have various degrees of thickness and are distinctly rough.

![Figure 2. Adhesive wear on a diamond-coated indexable insert with a film thickness of $s_D = 28 \mu$m after $t = 200$ s (a) and $t = 500$ s (b).](image)

ABRASION

A modified sandblasting unit was used for the abrasion tests. The blasting angle was $\alpha = 30^\circ$ and the distance between the nozzle and the samples was $a = 20$ mm. Silicon carbide ($\text{SiC}$) with a grain size of 0.5 mm was used. The indexable inserts were sandblasted for a duration of $t = 600$ s unless the coatings failed earlier.

The CVD-diamond thin-films showed the lowest resistance to abrasion. They failed as a result of large coating areas chipping after just a few minutes of abrasive loading, which can be attributed to the coating/substrate interface
being damaged by the impact pulses (Figure 3). The diamond in this coating system, however, remains undamaged. Laser-acoustic surface measurements proved that after abrasive loading the coating adhesion had weakened. Conclusions can be drawn about the coating adhesion from the proliferation behavior of the surface waves in the material. Figure 3 shows the phase velocity $c$ of the waves as a function of the frequency $f$. From the rise in the curve in the high frequency range the modulus of elasticity of a CVD-diamond coating can be calculated. The modulus of elasticity of an ideally adhered CVD-diamond coating is approximately 1100 GPa. The curves shown in Figure 3 of a diamond-coated ceramic with a film thickness of $s_D = 6 \, \mu m$ show a decrease in the modulus of elasticity as a function of the duration of sandblasting. Conclusions concerning the consequently not ideal and thus reduced coating adhesion can be drawn from the significantly lower moduli of elasticity after abrasive loading. Drawing quantitative conclusions about what happens to the coating adhesion is difficult with the laser-acoustic method because even slight changes in the film thickness result in major changes of the modulus of elasticity.

The weakening of the coating adhesion as an effect of the abrasive loading can be explained with the occurrence of microcracks in the substrate material. This finding is backed up by the fact that, because of its brittleness, the diamond coating is not able to reduce the pulse energy of the blasting particles but conducts it directly to the substrate. As a result, damage occurs at the exposed points in the substrate, and in particular at points in the coating/substrate transition at which the pulses of the abrasion medium impact attain their greatest effect. This is the case in particular for points of high stress and cavities. The greater number of cavities and the higher level of inherent stresses in diamond-coated cemented carbides as compared with the ceramic substrate material are the reason for their earlier failure as a result of chipping. Also, the resistance to chipping is higher for diamond coatings of greater film thickness.

Figure 3. Changes in coating adhesion of CVD-diamond under abrasive loading.

In the tests, the CVD-diamond thick-film coating materials showed the highest resistance to abrasion. This mainly reflects the fact that the samples used were freestanding coatings and thus there was no interface to a substrate which represented the weak point for the CVD-diamond thin films. The diamond itself was not subject to any abrasive wear. In addition, there was no recognizable difference in wear resistance between the doped and the undoped material.

The sintered polycrystalline diamond with binder exhibited lower resistance to abrasion than the CVD-diamond thick-film coating materials. In particular the soft cobalt binder matrix is damaged by SiC, which causes complete diamond crystals to break out of the composite cutting material.

TRIBO-OXIDATION

Oxidation tests were carried out with heating times of $t = 4$ and 8 min and temperatures of $T = 500$ to 900 °C in an air atmosphere.

A characteristic feature of the oxidation process on diamond is the occurrence of crater structures, a roughening of the crystal surfaces and a reduction of the material’s mass. The oxidation process takes place as a result of the direct reaction between diamond and oxygen. Subjected to the same loading, diamond single crystals are more temperature-stable than CVD-diamond. The reason for the lower temperature stability of the CVD-diamond compared with the single crystal lies in the higher defect concentration in the crystals and in a higher proportion of sp$^2$-bound
carbon on the grain boundaries (ref. 7). The defect concentration is significantly determined by the speed of growth. The {111} lattice levels are the most reactive levels and they oxidize most strongly. They exhibit the highest defect concentration, which results from the high growth rate in this direction when the CVD-diamond is produced.

At a temperature below $T = 800 \, ^\circ C$ and a heating time of $t = 4 \, \text{min}$, the CVD-diamond thick-film cutting materials exhibit no changes or damage to the surface of the nucleation side of the material. Nor are any differences with respect to the surface structure recognizable between the cutting materials with and without boron doping up to a temperature of $T = 800 \, ^\circ C$. The surfaces possess slight roughness and, as in the initial polished condition, no grain structure is visible. Only at a temperature of about $800 \, ^\circ C$ and after a heating time of $t = 4 \, \text{min}$ does damage occur to the surface of both cutting materials. This damage differs in extent between the two materials, however.

An increase in temperature to $T = 900 \, ^\circ C$ with a heating time of $t = 4 \, \text{min}$ leads to complete destruction of the undoped cutting material. Its surface is badly jagged and covered with deep grooves (Figure 4a). Oxidation begins at the grain boundaries and defect areas of the material. Locally there is an increased proportion of sp²-bound carbon, which promotes the oxidation process. On the cutting material doped with boron, an oxidation front forms on the surface (Figure 4b). Here, damage also takes the form of a roughening of the surfaces.

![Figure 4. Oxidative wear on the undoped (a) and doped (b) CVD-diamond thick-film cutting material.](image)

This differing behavior can be attributed to the boron doping of the one cutting material. As the content of boron increases, the fault density in the lattice levels decreases. As already described above, under thermal loading damage first occurs at these fault points. In earlier tests with CVD-diamond doped with boron, a decrease in the damage rate of the {111} lattice levels by up to 50 % was found compared with CVD-diamond that had not been doped. Boron doping of CVD-diamond therefore not only brings about electrical conductivity, but also improves the resistance to damage by thermal stresses (ref. 7).

On the thin-film cutting materials, from a thermal loading of $T = 800 \, ^\circ C$ on, the corners and edges of the diamond crystals start to become rounded, which becomes even more distinct at still higher temperatures. In addition, the formation of crater-like structures is characteristic for wear by oxidation (Figure 5a). With a film thickness of $s_0 = 6 \, \mu m$, the damage caused by oxidation starts at an earlier stage than on the 28 $\mu m$ thick CVD diamond coating due to the larger number of grain boundaries. The substrate material was not observed to have any influence on the resistance to oxidation wear.

In the case of the PCD cutting material, the cobalt binder is a solvent for carbon. It dissolves diamond below the diamond melting point, which causes graphite to form at the diamond grain boundaries of the PCD material. Another problem results from the different coefficients of thermal expansion of diamond and cobalt. The varying levels of expansion lead to the formation of stress cracks (ref. 8). In contrast to the CVD-diamond cutting materials, the damage on PCD starts at a heating time of $t = 4 \, \text{min}$ and a temperature of $T = 600 \, ^\circ C$ as a result of the cobalt binder discharging from the surface (Figure 5b).

![Figure 5. Oxidative wear on a diamond-coated indexable insert with a film thickness of $s_0 = 28 \, \mu m$ (a) and PCD (b).](image)
METAL CUTTING TESTS

To verify the model tests, the results were compared with those from metal cutting tests conducted in external longitudinal/cylindrical turning with a cutting speed of \( v_c = 1200 \text{ m/min} \), a feed of \( f = 0.1 \text{ mm} \), and a cutting depth of \( a_p = 0.5 \text{ mm} \).

The indexable inserts were of the ISO shape SPUN 120304. As wear criterion, the attainment of a width of wear land of \( VB = 0.2 \text{ mm} \) was selected along with equally sized chippings of the diamond film on the coated substrates. In addition, quality deficiencies on the workpiece, such as changes in the surface finish, were taken into account when assessing the cutting ability.

Both CVD-diamond thick-film cutting materials exhibit high resistance to abrasion. This is illustrated by the only slight rounding of the cutting edge in Figure 6a. With the parameter settings presented above, a tool life of 7 min was achieved with this cutting material modification. Adhesion represented the dominating wear mechanism.

In the metal cutting tests it was observed that aluminum is deposited on the flank. These aluminum agglomerations form periodically and are steadily separated from the flank of the cutting material by the continuously moving workpiece material. This effect was evidenced both by the occurrence of pronounced changes in the cutting forces and a change in the appearance of the surface. The periodically formed build-up edge on the flank causes diamond particles to become dislodged from the flank of the cutting material (Figure 6a). Significant adhesive deposits on the face or oxidation wear were not detected. There was no recognizable difference between the doped and undoped cutting material as far as tool life and the prevailing wear mechanisms were concerned.

In contrast to the CVD-diamond thick-film cutting material and in addition to the same type of adhesive wear, wear resulting from oxidation and abrasion was found on the flank of the PCD material. The discharging of the cobalt binder from the cutting material surface as a result of excessive thermal loading was significant. Also, the abrasive effect of the silicon crystals in the workpiece material causes the metallic binder in the cutting material to separate. As a result, the diamond crystals lose their binding in the cutting material matrix and break out. These processes lead to a lower tool life of PCD of 5 min, compared with the CVD-diamond thick-films.

It was not possible to conduct tool life tests on cemented carbide and ceramic with CVD-diamond thin-film coatings due to the occurrence of chipping on all coating systems after cutting times of 30 s. Figure 6b shows the wear on one corner of a diamond-coated ceramic indexable insert with a film thickness of \( s_D = 28 \mu \text{ m} \). In addition to chipping of the coating over a large area, the material deposits occurring after just a few seconds on the face and flank are characteristic of the wear behavior exhibited by CVD-diamond thin-film coatings. Another significant disadvantage of this cutting material modification is the considerable rounding of the cutting edge as a consequence of the coating as illustrated in Figure 6b.

CONCLUSION

The results provided by the metal cutting tests confirm the findings of the model tests: A high resistance to abrasive wear and thermal loading was verified in the case of the CVD-diamond thick-film cutting materials. Like the ball-disc test, the metal cutting tests showed no significant build-up edge on the face. Adhesive material deposits on the flank, however, were found to be characteristic. To reduce these deposits it is necessary to increase the working clearance angle from the previously selected \( \gamma = 6 \degree \). In doing so it must be taken into account that the indexable inserts may fracture as a result of the smaller wedge angle. In addition, it was found that boron doping does not have
a negative effect on the wear behavior of a CVD-diamond thick-film cutting material, but that in fact the property profile improves because of the higher resistance to thermal loading.

The polycrystalline diamond with metallic binder does not possess the performance capacity of the CVD-diamond thick-film cutting material. The model tests and also the metal cutting tests showed that PCD is inferior to the binder-free material regarding resistance to abrasion and thermal loading. The reason for this is to be found in the soft cobalt binder matrix which cannot withstand abrasive loading and high temperatures.

The main problem for the CVD-diamond thin-film coatings is the adhesion of the coating. Both in the model tests and in the metal cutting tests, none of the coating systems investigated was able to achieve satisfactory results. Moreover, the pronounced roughness of the coating and the increased rounding of the cutting edge represent a further problematic area in thin-film technology. In the future, it will be possible to help solve these problems e.g. by applying coatings which promote adhesion and by using laser post-processing techniques to impart smoothness to the coating and to reduce rounding of the cutting edge.

In particular the CVD-diamond thick-film cutting material has considerable potential to be used in the machining of high-strength and highly abrasive non-ferrous alloys thanks to its polished surface, its high resistance to abrasive and thermal loadings, and the absence of problems connected with coating adhesion.
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ABSTRACT

When diamond is used as a wear-resistant material for tools, its unique wear resistance cannot be fully exploited due to the possibility of brittle fracture. In general, diamond films synthesized by the vapor phase method are polycrystalline and exhibit columnar crystal growth. In the polycrystalline structure, once cracks occur on the surface of the film, they tend to propagate through the columnar particles, leading to decreased toughness. The authors succeeded in synthesizing multilayered diamond films by repeated application of the bias-enhanced hot filament method. The multilayered films were superior in surface roughness, and the bending strength of the film was approximately 30% higher than that of a conventionally produced diamond film. In this study, we synthesized multilayered diamond film by the hot filament method using a WC-Co alloy substrate, and evaluated the adhesion strength for use in anti-wear parts.

Keywords: diamond film, multilayer, toughness, adhesion strength

INTRODUCTION

In various tools coated with diamond, the wear resistance of diamond is exploited. As the substrate for such diamond-coated tools, WC-Co alloy substrates are generally used. Since a temperature of approximately 1073 K or higher is required for the synthesis of diamond films, adhesion of the film to the substrate is decreased due to thermal stress resulting from the difference in the thermal expansion coefficient between the diamond film and the substrate. We synthesized a multilayered diamond film, in which diamond films with different crystallinities were laminated, and clarified that the toughness (bending strength) of the obtained film is approximately 30% higher than that of the diamond films obtained by the conventional method (ref. 1).

In this study, multilayered diamond films were synthesized on an WC-Co alloy substrate with variation of the substrate temperature during synthesis, and the increase of the adhesion strength of the diamond film depending on the substrate temperature was examined.

EXPERIMENTAL METHOD

Synthesis of diamond film

A hot-filament chemical vapor deposition system, as shown in Figure 1, which utilizes ethanol as the precursor was used to produce the diamond films. Table 1 summarizes the synthesis conditions. A WC-Co alloy containing 6 wt% Co, used as the substrate, was electroetched to coarse its surface. The temperature of the substrate was controlled by a CA thermocouple in contact with the back surface of the substrate. The substrate temperature was controlled as follows (Fig. 2): nucleation stage of 1073 K, and film growth stage of 1053 K, 1063 K or 1073 K.

In order to obtain a multilayered film, approximately 50 mA bias current was turned on and off intermittently. The target coating thickness was 10 um.
Table 1. Conditions for synthesizing diamond

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Filament temperature (K)</td>
<td>2573 - 2673</td>
</tr>
<tr>
<td>Reaction pressure (kPa)</td>
<td>6.65</td>
</tr>
<tr>
<td>Flow rate of hydrogen (cm³ min⁻¹)</td>
<td>150</td>
</tr>
<tr>
<td>Concentration of ethanol in H₂ (vol. %)</td>
<td>1 – 1.5</td>
</tr>
<tr>
<td>Substrate temperature (K)</td>
<td>1053 - 1073</td>
</tr>
<tr>
<td>Bias current (mA)</td>
<td>50</td>
</tr>
<tr>
<td>Bias voltage (V)</td>
<td>250</td>
</tr>
<tr>
<td>Bias treatment on/off time (min)</td>
<td>5/60</td>
</tr>
</tbody>
</table>

Figure 1. Schematic view of the hot-filament chemical vapor deposition system.

Figure 2. Substrate temperature for diamond synthesis

Table 2. Measurement conditions for X-ray diffraction

<table>
<thead>
<tr>
<th>Measurement system</th>
<th>Iso-inclination method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>Cu</td>
</tr>
<tr>
<td>Voltage</td>
<td>30 kV</td>
</tr>
<tr>
<td>Current</td>
<td>8 mA</td>
</tr>
<tr>
<td>Diffraction angle</td>
<td>140.8 deg.</td>
</tr>
<tr>
<td>Psi angle</td>
<td>0, 18, 27, 33, 39, 45 deg.</td>
</tr>
<tr>
<td>Stress constant</td>
<td>-2589.5 MPa</td>
</tr>
</tbody>
</table>

Evaluation of various properties of diamond films

The residual stress of the diamond film coated on a WC-Co substrate was measured by the X-ray diffraction method. Table 2 summarizes the conditions for X-ray diffraction. For Young’s modulus (E) and Poisson’s ratio (ν) used to determine the X-ray stress constant, actual measured values for polycrystalline diamond, i.e., E = 1050 GPa and ν = 0.2, were used (ref. 2).
The thermal expansion coefficient of a diamond film was measured in the temperature range from room temperature to 1173 K using a free-standing diamond film of 2 x 10 x 0.2 (t) mm in size. The temperature was increased by 5 K/min.

Adhesion of the film was evaluated by an indentation test using a Rockwell C-scale indenter with a tip radius of 0.2 mm. The indentation load was increased from 400 N in steps of 100 N until the diamond film broke.

RESULTS AND DISCUSSION

Figure 3 shows the SEM micrograph of a polished cross section of the multilayered diamond film. The expected multilayered structure was obtained. Table 3 summarizes the residual stress of a single-layered film and a multilayered film, both of which were coated on WC-Co alloy substrates. The substrate temperature during film growth was 1073 K for both films. The residual stress of the single-layered film was -1925 ± 215 MPa, while that of the multilayered film was -1665 ± 185 MPa, which is approximately 8% lower than that of the single-layered film.

Table 3. Measured residual stress in the coated diamond films on WC-Co alloy substrate (with the scattering of stress values being treated with a statistical method)

<table>
<thead>
<tr>
<th>Film structure</th>
<th>Residual stress (MPa)</th>
<th>Film thickness (um)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single layer</td>
<td>-1925±215</td>
<td>11.5</td>
</tr>
<tr>
<td>Multilayer</td>
<td>-1665±185</td>
<td>9.5</td>
</tr>
</tbody>
</table>

Figure 4 shows the thermal expansion of single-layered and multilayered diamond films and WC-Co alloy. Diamond films as well as WC-Co alloy expand linearly in proportion to temperature. The average thermal expansion coefficients of WC-Co alloy, single-layered film and multilayered film in the temperature range 298 K to 1173 K are 5.626 x 10⁻⁶/K, 3.558 x 10⁻⁶/K and 3.807 x 10⁻⁶/K, respectively. In other words, the average thermal expansion coefficient of the multilayered film was approximately 7% larger than that of single-layered film. Based on this finding, the mismatch of the thermal expansion coefficients between the substrate and the diamond film, which leads
to decreased adhesion strength of the diamond film, is suppressed in the multilayered diamond film compared to the case of the single-layered film.

Figure 5 shows the results of the indentation test of the single-layered and multilayered diamond films synthesized on WC-Co substrates at the three film growth temperatures described above. With decreasing film growth temperature, both single-layered and multilayered diamond films could tolerate higher indentation load. Namely, with decreasing film growth temperature, the adhesion strength of the film increases. The following is considered as an explanation. With decreasing film growth temperature, the residual stress of the film decreases. Furthermore, when the difference in the film structure is focused on, the indentation load at which the multilayered diamond film breaks is approximately 40% higher than that in the single-layered film. The fact that the bending strength of the multilayered film is approximately 30% higher than that of the single-layered film may explain the large indentation load required for the multilayered diamond film.

<table>
<thead>
<tr>
<th>Film structure</th>
<th>Temperature of film growth stage (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1073</td>
</tr>
<tr>
<td>Single layer</td>
<td>Indentation load: 400 N</td>
</tr>
<tr>
<td></td>
<td>1063</td>
</tr>
<tr>
<td></td>
<td>Indentation load: 600 N</td>
</tr>
<tr>
<td></td>
<td>1053</td>
</tr>
<tr>
<td></td>
<td>Indentation load: 800 N</td>
</tr>
</tbody>
</table>

**Figure 4. Results of indentation test of various diamond films**

**CONCLUSION**

The dependence of the adhesion strength of diamond film and WC-Co substrate on the type of film structure was examined. The result indicates that when multilayered diamond film is prepared under a low film growth temperature, the adhesion strength of the diamond film increases significantly.

**REFERENCES**

PROCESSING OF DIAMONDS BY SHORT PULSE LASERS

H. Miyazawa and S. Takeuchi
Nippon Institute of Technology
4-1 Gakuendai, Miyashiro-machi, Minamisaitama-gun, Saitama 345-8501, Japan

K. Shihoyama
HOYA PHOTONICS CORP.
3-5-24 Hikawacho, Toda-shi, Saitama 335-0027, Japan

ABSTRACT

A study on the processing of diamonds using two kinds of short pulse lasers was conducted. Diamonds used are single crystals synthesized at high temperature and high pressure, and platelet single crystal synthesized by the chamber-flame CVD method. Polycrystalline diamond film synthesized by the CVD method was also used. ArF excimer laser with pulse width of 20 nanoseconds, and a Ti-sapphire laser with pulse width of 150 femtoseconds were used. A laser beam was introduced to focus on the surface of the specimen in air. Results obtained are summarized as follows. In excimer laser processing, (1) only a slight difference the grooving properties is observed for various single-crystal diamonds, and (2) polycrystalline diamond is processed more easily than single-crystal diamonds. In the processing using the femtosecond laser, (1) combinations of high output energy and low beam scan speed produce a high-quality groove with straight wall and sharp edge, (2) other combinations of the parameters produce grooves having defects such as crack formation and/or attachment of by-product both in and outside of the groove, or having a narrow neck on the upper portion of the groove, and (3) controlled processing conditions can realize clean processing with no heat-affected zones on the surface of the groove.

Keywords: laser processing, single-crystal diamond, polycrystalline diamond, excimer laser, femtosecond laser

INTRODUCTION

The superior characteristics of diamond in mechanical, electrical, chemical and thermal properties make it an ideal material for applications in many industrial fields. The excellent characteristics, however, make it difficult to process by conventional techniques, such as mechanical, electrical and/or chemical methods, in terms of both flexibility and productivity. However, it has been demonstrated by many researchers that the laser technique can solve most of the problems concerned (refs. 1-2). Ralchenco et al. (ref. 3) well surveyed and introduced laser processing performances of various kinds of lasers, mainly for chemical vapor deposited (CVD) diamond film. On the other hand, the improvement of the CVD technique has resulted in, for example, the successful synthesis of platelet single-crystal diamond (ref. 4) which might be used as the material for a micromachine element. Laser technology is also making progress toward producing a commercially available femtosecond (fs) laser machine. It has been reported that this laser can realize the clean processing of diamond (refs. 5-6), but details are still unknown.

This paper consists of two sections. The first section deals with ArF excimer laser processing performances of diamonds. The second section deals with grooving properties of diamonds processed using a femtosecond laser.

EXPERIMENTALS

A variety of diamonds synthesized by various methods were used as the material to be processed. They are commercially available single-crystal diamonds of facets (111), (110) and (100) synthesized by the high-temperature and high-pressure (HTHP) method, and platelet single-crystal diamond and polycrystalline diamond film both synthesized in laboratory by the chamber-flame method using acetylene as a precursor. An ArF excimer laser of 193
nm wavelength and a Ti-Sapphire laser of 775 nm wavelength were focused to irradiate the surface of diamonds in air. Experimental conditions are summarized in Table 1.

**Table 1 Experimental conditions.**

<table>
<thead>
<tr>
<th>Lasers used</th>
<th>ArF excimer laser</th>
<th>Ti-Sapphire fs laser</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>193 nm</td>
<td>775 nm</td>
</tr>
<tr>
<td>Pulse width</td>
<td>10 ns</td>
<td>150 fs</td>
</tr>
<tr>
<td>Repetition rate</td>
<td>1 ~ 100 Hz</td>
<td>1 kHz</td>
</tr>
<tr>
<td>Energy density (approx.)</td>
<td>15, 25 J/cm²</td>
<td>3, 6, 25, 100 J/cm²</td>
</tr>
<tr>
<td>Beam spot size (approx.)</td>
<td>3.6 μm</td>
<td>10 μm</td>
</tr>
<tr>
<td>Beam irradiation</td>
<td>Raster mode</td>
<td>1, 5, 20, 50 μm/s</td>
</tr>
<tr>
<td></td>
<td>(10 ~ 150 shots/spot)</td>
<td></td>
</tr>
<tr>
<td>Processing atmosphere</td>
<td>in air</td>
<td>in air</td>
</tr>
</tbody>
</table>

- **Diamond specimen**
  - Single-crystal diamonds synthesized at high temp. & high press. (111), (110), (100)
  - Polycrystalline diamond film synthesized by chamber-flame CVD method (thickness: 300 μm)
  - Platelet single-crystal diamond synthesized by chamber-flame CVD method

The morphologies of the processed surface such as the shape of the groove, presence of contaminants and/or heat-affected zone were detected and evaluated using a scanning electron microscope (SEM) and a Raman spectral analyzer.

**RESULTS AND DISCUSSION**

Processing of diamonds by ArF excimer laser

Figure 1 shows the effects of beam shot number \( N \) and energy density \( E \) on the grooving properties of single-crystal diamonds synthesized by the HTHP method. As shown in figure (a), the groove width differs in accordance with the facet of the diamond. The width strongly depends on \( E \) but only slightly on \( N \). The values at \( E=25 \text{ J/cm}^2 \), for example, in the range from 2.7 um for (110) and (100) to 3.2 um for (111), are all smaller than the spot size of the laser beam. On the other hand, as shown in figure (b), the depth of the groove increases almost proportionally to \( N \), during approximately the first 100 shots, and then the rate decreases gradually or approaches the values of a small range, for example, the range from 1.5 um for (110) to 1.9 um for (111) at \( E=25 \text{ J/cm}^2 \).

Figure 2 shows the effects of beam shot number \( N \) and energy density \( E \) on the grooving properties of various diamonds, polycrystalline film and platelet single crystal, synthesized by the chamber-flame CVD method. As shown in figure (a), the values of both \( N \) and \( E \) do not significantly influence the width of the groove processed on the surface of diamonds concerned. However, the higher \( E \) produces wider grooves, and the values obtained for polycrystalline diamond are larger than those obtained for platelet single-crystal diamond. All the values obtained are in a small range from 3.0 um to 4.3 um. Regarding the depth of the groove processed on the platelet single-crystal diamond, the increase of \( N \) does not always increase the depth particularly in the case of low \( E \) of 15 \text{ J/cm}^2. In the case of polycrystalline diamond, however, it was found that the depth increases almost proportionally to the number of beam shots \( N \).

Figure 3 compares the depths of the grooves processed on various diamonds. As shown in the figure, for the diamond processed at low \( E \) of 15 \text{ J/cm}^2, the values of the groove depth for single-crystal diamonds of different facets and for platelet single crystal differ in the range of 0.6 ~ 1.5 um. However, the figure also shows that a higher \( E \) of 25 \text{ J/cm}^2 produces deeper grooves of approximately 1.8 um (±0.3 um). These values are far smaller than those obtained for polycrystalline diamond, which were 3.8 um at \( E=15 \text{ J/cm}^2 \) and 4.2 um at \( E=25 \text{ J/cm}^2 \). The results indicate that the polycrystalline diamond can be processed more easily than single-crystal diamonds. The reason is
considered to be that the increase of laser beam absorption at grain boundaries of the polycrystalline diamond makes it easier to process than single-crystal diamonds with no grain boundary.

Figure 1. Effects of beam shot number and energy density on the grooving properties of single-crystal diamonds synthesized at high temperature and high pressure.

Figure 2. Effects of beam shot number and energy density on the grooving properties of various diamonds.
Although not shown, Raman spectra of processed surfaces revealed the presence of a graphitic layer, as has been reported elsewhere (ref.7). Clean processing with no heat-affected zone was not possible throughout the experiment conducted.

Processing of diamonds by Ti-Sapphire fs laser

Morphology of the processed groove

Figure 4 shows typical morphologies of the groove processed on a single-crystal diamond. Processing conditions are also shown in the figure.

As shown, the groove morphology is classified into four types, A, B, C and D. Type A is a high-quality groove with straight wall and sharp edge. Type B is a nail-shaped groove having a narrow neck on the upper portion of the groove. Type C is a narrow groove with the attachment of by-product both inside and outside of the groove. Type D is a groove with cracking along the upper groove edge.

Table 2 summarizes the influences of energy density $E$ and beam scan speed $V$ on the morphology of the grooves processed. In the table, Type (A) indicates that the quality of the groove is slightly inferior to Type A.
Table 2 Influences of energy density and beam scan speed on the morphology of the processed grooves.

<table>
<thead>
<tr>
<th>E (J/cm²)</th>
<th>V (um/s)</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td></td>
<td>A</td>
<td>(A)</td>
<td>B</td>
<td>D</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>D</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>(A)</td>
<td>B</td>
<td>B</td>
<td>D</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td>C</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>5</td>
<td>20</td>
<td>50</td>
</tr>
</tbody>
</table>

As shown in the table, high-quality grooves of Type A are obtained under the conditions of high E combined with low V. Type B grooves are obtained under the conditions of E lower than 25 J/cm² combined with V of approximately 5 – 20 um/s. The low E combined with low V condition yields Type C grooves. A beam scan speed as high as 50 um/s always produces a Type D groove. For the processing of polycrystalline diamond, the morphologies of the groove prepared are almost the same as those obtained for single-crystal diamond but never have cracks. The reason why polycrystalline diamond never yields cracks is considered to be that the grain boundaries of the diamond interrupt the propagation of microcracks yielded at the surface processed.

Grooving property

Figure 5 shows the grooving properties of single-crystal diamond processed by fs laser.

![Graphs showing grooving properties](image)

Figure 5. Grooving properties of single-crystal diamond processed by fs laser.

Figure (a) shows that the width of the groove strongly depends on the energy density E. The width differs from 6 to 22 um according to the change of the value of E from 3 to 100 J/cm². The effect of beam scan speed on the width is so small that it only changes it from 18 to 22 um even at the highest E of 100 J/cm². On the other hand, as shown in figure (b), the depth of the groove is affected by the values of both E and V. In the case of E=100 J/cm², for example, a 42-um-deep groove is processed at V=50 um/s, and a 300-um-thick specimen is cut at V=1 um/s.
Although not shown, the overall tendency of grooving performance of polycrystalline diamond was nearly the same as that observed for single-crystal diamond.

Results of Raman spectral analysis

As shown in Figure 4, a Type C groove as narrow as 6.5 μm involves by-products both inside and outside of the groove. The Raman spectral analysis results of the by-product proved that it is amorphous carbon. However, for the grooves other than Type C, a sharp peak was detected at wave number 1333 cm⁻¹ at all surfaces of the bottom and/or wall of the groove, indicating that there are no heat-affected zones on the surfaces concerned. The reason why Type C grooves yield contamination of amorphous carbon is considered as follows. When the fs laser is focused to irradiate the surface of a diamond, a high-temperature plasma plume is generated. When the groove processed is wide and/or shallow, the generated plume is released easily from the inside of the groove which results in the processing with no heat-affected zones. On the other hand, when the groove is narrow and deep, the generated plume is restricted within the groove to heat the wall which results in the generation of amorphous carbon in and around the processed groove.

CONCLUSIONS

A study on the processing of diamonds by the usage of short pulse lasers, ArF excimer laser and Ti-Sapphire femtosecond laser, was conducted. Diamonds mainly used are single-crystal diamonds synthesized by the HTTP method, and polycrystalline diamond film synthesized by the CVD method. Results obtained are summarized as follows. In excimer laser processing, it was found that there are only slight differences in the grooving properties for various single-crystal diamonds, and that polycrystalline diamond is processed more easily than single-crystal diamond. In the processing using femtosecond laser, it was found that the combination of high output energy and low beam scan speed produces a high-quality groove with straight wall and sharp edge. Other combinations of the parameters than those described produce grooves having problems such as crack formation and/or attachment of by-product in and outside of the groove, or having a narrow neck on the upper portion of the groove. However, there is no problem of cracking for polycrystalline diamond. It was also found that only the use of a femtosecond laser can realize processing with no heat-affected zones on the processed surfaces of diamonds.
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A SYSTEM MADE OF DIAMOND FOR ASSEMBLING MICROELEMENTS

Yutchi NAKAZATO, Aklyosh SEKINE, Goro SEKINE, Ilajime MIYAZAWA and Sadao TAKEUCHI
Nippon Institute of Technology
Miyashiro-machi, Minamisaitama-gun, Saitama Pref., 345-8501 JAPAN

ABSTRACT

Diamond is a high performance material in many ways, i.e., having mechanically the highest hardness, thermally the highest thermal conductivity, chemically high stability in various atmospheres at ordinary temperatures, and electrically high insulation. The goal of this study is to fabricate a maintenance-free micromanipulation system equipped with diamond elements that can work under severe conditions, in human body for example, for a long period.

As the first step of this study, the authors made a micromanipulator having diamond end effector that can handle micro elements, as small as several to several ten micrometers, made of diamond. The shape of end effector was first designed and the distribution of stress caused during its operation was simulated by the FEM method to avoid possible harmful stress concentration. Then, a homemade thick CVD diamond film was cut by YAG laser to define the final configuration of the effector. Then a coil made of a thin shape memory alloy wire, superior to electrostatic and / or piezoelectric devices in power-weight ratio and acceptable drive range, was used for the actuator. The manipulator produced worked satisfactorily to grip and locate diamond micro elements of the size described.

Keywords: CVD Diamond, YAG laser, Shape Memory Alloy, Manipulator, Assembling Microelements.

INTRODUCTION

A micromanipulator with a diamond end effector was manufactured and is reported in this paper. It is well known that many kinds of research studies related to micromachines have been conducted since the mid-1980s when semiconductor-manufacturing techniques enabled the manufacture of such devices as minute gears and motors at micrometer scale on silicon substrates (refs.1, 2). However, these manufacturing methods, which adopt a photofabrication technique, have a disadvantage in that they can create only planar machines through two-dimensional processes. Thus, the development of a system which can be applied to the construction of three-dimensional micromachine has been urgently requested.

To solve the above-mentioned problem, the authors fabricated a micromanipulator that can handle microelements of micromachine systems. After discussing the basic design of the manipulator, i.e., designs of the gripping style, mechanism for operation, and materials for the end effector and actuator, a micromanipulation system having a diamond end effector actuated by a shape-memory alloy coil was constructed. The performance of the system was evaluated through the measurement of the frequency of the open-close operation and gripping force, and based on the ease of actual operation.

BASIC DESIGN OF MICROMANIPULATOR

Gripping style

The present status of the technique for handling a minute element is as follows. In the electronics industry, in the arrangement of IC components for cellular phone units for example, major change was required not for the handling system, but for the end effector, because the size of the components is bigger than several hundred micrometers. Then, a system which is designed to handle components of centimeter or ten-centimeter size can be modified by installing an end effector which can deal with smaller elements of the size described (ref.3). A typical end effector used in the system is the vacuum gripper which hold and arrange components by vacuum suction (ref.4). In the medical and molecular biological fields, cells and/or cell nuclei of various sizes from submicrons to several hundred microns are the objects to be handled. In this case, a thin glass tube with negative pressure achieved
by the usage of a syringe is employed to aspirate the target matter together with liquid and insert it to the position required.

These manipulation systems using suction techniques have disadvantages such as difficulty in the control of the holding force and holding position, which are required for the construction of micromachine systems, and the area required for the system is large. In this study, to overcome the problems described above, a mechanical gripping system with small fingertips which allow arrangement, connection and/or insertion of microelements for the construction of micromachine systems is fabricated.

Mechanism for operation

A mechanical end effector requires a link mechanism composed of revolving pairs and sliding pairs. However, the decrease in the size of the system cause an increase of friction and surface tension, resulting ultimately in the decrease of the performance of the system. To overcome this problem, some researchers have introduced link mechanisms with elastic hinges that do not contain revolving or sliding pairs (ref.5). These mechanisms, however, have problems in the amount of displacement, buckling due to load, and lifetime of the system. However, when such mechanism is applied to micromachines, the size effect decreases the influences of gravity and inertia, making these problems negligible. Thus, in this study, we decided to develop an end effector composed of a single elastic hinge mechanism that does not involve any revolving or sliding pairs.

Material for end effector

Silicon and its compounds are generally used as the materials for micromachine systems mainly because of their ease of manufacturing. However, it is important to understand that after the micromachine system is constructed, it is difficult, or sometimes even impossible, to disassemble it and replace parts in the system because of its small size. Therefore, the system must be maintenance free. From this point of view, selection of the material used is important. The material should have high mechanical strength and hardness with a low friction coefficient, and high chemical stability. We have selected diamond as the most suitable material for micromachine systems (ref.6). However, the hardness of diamond elements precludes the use of end effectors made of materials other than diamond for a long period. Hence, we decided to use diamond film as the end effector material.

Actuator for end effector

For the actuation of the end effector, such methods as the use of electrostatic force (ref.7) or piezoelectric elements (ref.8) have been studied. Since an end effector with electrostatic force is similar to the vacuum gripper in its gripping style, it is not suitable for assembling elements of various sizes. Piezoelectric elements have a limited holding area and the size acceptable to grip. To overcome these problems, in this study, SMA (shape-memory alloy) was selected as the actuator material of the end effector. The material can be controlled flexibly, making it easier to control the gripping force. Regarding the slow speed of action, which is regarded as the greatest disadvantage of this material, the scale effect, i.e., minimizing the size of the end effector, increases the cooling efficiency, which will result in the improvement of the performance. The manuscript elements have been formatted using the “styles” capability of Microsoft Word. To use the styles, select the text to which you wish to apply a style, then go to the style box on the toolbar. Click once on the downward pointing arrow to the right, and select the appropriate style.

MICRO-MANIPULATOR SYSTEM BASIC DESIGN OF MICROMANIPULATOR

Overview of the system

The system consists of i) an end effector to grip micro elements, i) a SMA coil actuator used to open and close the fingers of the end effector, i) an electromotive drive unit for rough positioning of the end effector, i) a hydrostatic drive unit for precise positioning of the end effector, and i) an optical telescopic microscope to observe the relative positions of the element to be gripped and the fingertips of the end effector, and the gripping operation.

Design of end effector

While diamond has many superior characteristics, as described above, because of its high/low ductility, stress concentration should be avoided as much as possible when it is subjected to large elastic deformation. Therefore, we calculated the elastic deformation and stress concentration using the finite element method (FEM) and determined the final shape and sizes. Figure 1 shows the results of the elastic analysis. In the FEM analysis, parameters listed in Table 1 were used, and the hatched area in Fig. 1 was constrained as boundary conditions; the
stress and amount of displacement when an identical force was applied to point A are shown. For the FEM analysis, we used the analytical software “Marc” (Analyze Co.). As shown in Figure 1 (a), high stress concentration occurs in the hinge of the simple “H” shaped end effector. This shape does not accommodate a large amount of displacement of the fingers. On the other hand, as shown in Figure 1 (b), no stress concentration is observed in this shape, indicating that this shape allows a larger amount of displacement of the hinge made of diamond film.

**Table 1 Parameters used in FEM analyses of stress distribution and deformation of end effector**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young’s modulus</td>
<td>1050 [GPa]</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>0.25</td>
</tr>
<tr>
<td>Thickness</td>
<td>50 [μm]</td>
</tr>
<tr>
<td>Temperature</td>
<td>25 [°C]</td>
</tr>
</tbody>
</table>

Fig. 1 Results of FEM analysis

Preparation of end effector

Figure 2 shows the end effector made of diamond film according to the shape design described above. The small hole “B” seen in the photograph is used to connect the end effector to the actuator with a thin wire. A 100-μm-thick CVD (chemical vapor deposition) diamond film made by us was used as the material for the end effector. A Qew-YAG laser machine was used to contour-cut the film into the designed shape. The detail of the techniques for synthesizing CVD diamond film and laser cutting of the film are reported elsewhere (refs.9,10).

Fig.2 End effector made of diamond film
Design of actuator

Table 2 shows the specifications of the SMA actuator. We selected Nitinol (Ti-Ni system) wire out of approximately ten types of SMA materials because it has excellent mechanical characteristics as well as chemical stability. Coils of this material are commercially available. The diameter of the wire is 75 µm and the memorized shape is set to be a coil of outer diameter 300 µm. The direction of memory is one way and the shape recovery temperature (A\text{f} temperature) is 60 °C. Figure 3 shows (a) the schematic illustration and (b) a photograph of the arrangement of the end effector and actuator. The end effector is fixed at the end of a hold bar and is connected to the actuator, also fixed at the bar, via a thin stainless steel wire. The original position of the actuator is controlled and set precisely by using an adjust screw. Since the shape-memory effect of the actuator is one directional, the contracting force of the actuator is used for the closing operation, while the elasticity of the diamond film is used for the opening operation of the end effector. Although not shown in the figure, the actuator is connected to an electric power supply unit which generates PWM (pulse width modulation) voltage to heat the actuator or SMA coil. The holding power of the end effector is controlled by the amount of Joule heat generated at the actuator.

<table>
<thead>
<tr>
<th>SMA wire</th>
<th>Material: Nitinol(Ti:50, Ni:50[at%])</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diameter: 50 µm</td>
</tr>
<tr>
<td>Memory shape</td>
<td>Linear</td>
</tr>
<tr>
<td>Memory direction</td>
<td>one way</td>
</tr>
<tr>
<td>Shape recovery temperature</td>
<td>60 [°C]</td>
</tr>
</tbody>
</table>

(a) Schematic illustration   (b) Photograph

Fig.3 End effector system

PERFORMANCE TEST

Experimental apparatus and conditions

In order to evaluate the performance of the end effector quantitatively, the following measurements were conducted: i) measurement of gripping force, ii) measurement of action speed, and iii) measurement of possible holding area. Figure 4 shows the system for the measurement of gripping force. One of the fingers of the end effector was connected, through a small hole “B” shown in Figure 3, to a load cell using a stainless steel wire as thin as 50 µm. A PWM modulated electric voltage was supplied to the SMA actuator to drive the end effector, and the data obtained were sent to the load tester.

Experimental results

Table 3 shows the performance of the end effector fabricated. It was found that the frequency of the open-close operation is as slow as 1 to 1.7 Hz. However, the range of grippable size is as wide as 10 to 50 µm, which is wider
than the range of any other microactuator described in Section 1. Furthermore, a gripping force as high as 100 mN, a large value considering the small size of the end effector, was obtained.

![End effector diagram](image)

**Fig. 4 Experimental apparatus to measure the gripping force**

<table>
<thead>
<tr>
<th>Table 3 Performance of the end effector fabricated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of open-close operation at room temperature</td>
</tr>
<tr>
<td>Gripping force [max]</td>
</tr>
<tr>
<td>Size acceptable to grip</td>
</tr>
</tbody>
</table>

In order to evaluate the performance of the fabricated micromanipulator system through actual performance, we attempted to arrange many micro-diamond grains. Here, the size of diamond grains were 10 to 40μm in diameter. Figure 5 shows the diamond grains arranged using the end effector system shown in Figure 3 (b). The system worked very smoothly to grip, carry and position the grains of diamond as shown in the figure.

![Diamond grains](image)

**Fig. 5 Diamond grains arranged using fabricated micromanipulator system**

**CONCLUSION**

A micromanipulation system having an end effector made of thick diamond film combined with an actuator made of SMA coil was constructed. The shape of the end effector was first designed and the distribution of stress during its operation was simulated by the FEM method to avoid possible stress concentration, followed by Qsw-YAG laser contour-cutting of a thick CVD diamond film to define the final configuration of the effector. Then the performance of the system was evaluated quantitatively. The system functioned satisfactorily to grip and position diamond grains from 10 to 40 μm in diameter.
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ABSTRACT

Single-crystal diamond bites can be used for ultrahigh-precision cutting of noniron metal materials because diamond has high hardness, stiffness and wear resistance. However, the diamond bite itself is processed using microdiamond particles, thus the shapes of the bite are limited to those using straight lines and simple circular arcs. In recent years, since the spot diameter of the iron beam of focused ion beam (FIB) devices has been reduced substantially, nanosize processing of various materials has become possible. In microcutting, it is possible to manufacture fine axes by sharpening blade edges and reducing cutting resistance. On the basis of this observation, we applied FIB to the finishing and shaping of the cutting edge of diamond bites. Using FIB-processed diamond bites, we manufactured a microshaft of 5 µm diameter by lathe turning of duralumin. Furthermore, using a diamond tool whose edge had been sharpened by FIB, we succeeded in producing a highly accurate notch with 3 µm depth in the microshaft.

Keywords: FIB, Focused Ion Beam, Diamond bite, 3-D shapes, nano technology

INTRODUCTION

Diamond has been widely used as a material of microcutting tools used for nonferrous metal. However, the tool tip radii of commercially available diamond lathe cutting tools are too large to machine fine shaft to microsize (microshaft, hereafter). In this study, we carried out micromachining of diamond micro tool and notch cutting of diamond using a FIB device with which the micromachining of diamond is possible. In this experiment, commercially available diamond bites, the cutting edges of which have been subjected to finishing, were compared with unfinished bites in order to confirm the efficacy of FIB devices.

EXPERIMENTAL METHOD AND EXPERIMENTAL APPARATUS

In the machining of the microshaft, first, the tip of the commercially available diamond needle with a small tip radius was machined into a flat bite to suppress bending of the material due to cutting resistance by decreasing the area of the contact point. Figures 1 and 2 show the images of a FIB-processed diamond needle and the shape of the machined needle tip, respectively. The length of the cutting face is 4 µm and the clearance angle is 20°.

Next, two types of bite were prepared. The first bite was obtained as follows: The cutting edge of a commercially available diamond bite was sharpened from the back surface of the bite by FIB. The second bite had the same shape as the first one but was obtained without any sharpening processes. Using the two bites, microaxes and micronotches were produced and their accuracies were determined. The FIB process was carried out from the back surface of the diamond bite to prevent the shear droop of the edge of the diamond bite due to beam scattering.

An FIB device (Hitachi High Technologies, FB-2100) was used for machining and observation of the bites, and extra super duralumin A7075 was used as a work material.

Figure 3 shows a diamond bite with a sharpened edge, Fig. 4 a conceptual diagram of edge sharpening, and Fig. 5 a prototype lathe cutting apparatus.
Figure 1 FIB-processed diamond needle

Figure 2 Shape of the machined tip of the diamond needle

Figure 3 Diamond bite with sharpened cutting edge

Figure 4 Conceptual diagram of cutting-edge sharpening
EXPERIMENTAL RESULTS

Figure 6 shows an example of a microshaft machined using a commercially available diamond bite with a tip radius of 30 µm. The machining limit that can be applied to the microshaft was a diameter of 10 µm. As shown in Fig. 6, when the microshaft was machined using a bite with a tip radius of 30 µm, the area of the cut point was large, and the rotational frequency of the principal axis was 45,000 min⁻¹. Under these conditions, the cutting speed was extremely low (1.4 m/min), therefore the work material bent and broke during machining.

On the other hand, when the diamond needle with a sharpened cutting edge was used (the radius of the cutting edge was approximately zero µm), a microshaft with a tip diameter of 5.2 µm was obtained (Fig. 7). Since the cutting speed was low (0.7 m/min), it was impossible to obtain an axis with a smaller diameter.

Figure 6 Example of a microshaft of 10 µm diameter that was machined using a commercially available diamond bite with a tip radius of 30 µm
Figure 8 shows a comparison of the notches obtained using (a) a diamond bite with an included angle of 60° and a FIB-sharpened cutting edge, and (b) a commercially available diamond bite without a sharpened cutting edge. In the notch cutting of an axis with 100 µm diameter using a diamond bite with a FIB-sharpened cutting edge, a highly accurate notch with 3 µm depth was obtained; also, the surface morphology of the notched surface was good. However, when a commercially available diamond bite was used, it was impossible to obtain an accurate notch with 3 µm depth; rather, a much deeper notch was obtained during a subsequent notch cutting process. Also, the surface morphology of the notch was inferior to that of the notch obtained using the bite with a sharpened edge. Based on these findings, we confirmed that there is a significant difference in depth accuracy between the notches obtained using the two bites.
Next, an experiment in which notch cutting and sharpening of the cutting edge using a FIB-processed diamond bite with a 90° included angle was carried out for a duralumin axis of 15 µm diameter obtained by fine-axis machining. Figure 9 shows a schematic diagram of the duralumin axis subjected to sharpening of the cutting edge and notch cutting and Fig. 10 shows an image of the obtained axis. Since the cutting speed is low (2 m/min), sufficient machining was not possible even when the FIB-processed diamond bite was used.

![Schematic diagram of the duralumin microshaft subjected to edge sharpening and notch cutting](image1)

**Figure 9** Schematic diagram of the duralumin microshaft subjected to edge sharpening and notch cutting

![Comparison of the results of cutting experiments](image2)

**Figure 10** Comparison of the results of cutting experiments (workpiece: duralumin)

**CONCLUSIONS**

Diamond tools have been widely used as microcutting tools. We considered that the cutting performance of diamond lathe cutting tools can be improved by reducing cutting resistance through (1) prevention of shear droop by polishing the cutting edge using the FIB process and (2) decreasing the area of the cut point. Comparative experiments were carried out. Results indicated that we succeeded in machining microaxes of 5.2 µm diameter. Furthermore, it was possible to obtain a highly accurate notch with a depth as small as 3 µm. In the future, we are planning another experiment in which cutting is performed while the cutting tools are subjected to ultrasonic vibration in order to obtain a more accurately cut surface.
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ABSTRACT

CVD polycrystalline diamond thin film was etched by Ar ion beam in order to form flat diamond surface. Beam incident angle and etching time were used as parameters. The etched surface was characterized by SEM and by 3-D morphological measurement system. It was found although the etching time of 50h was needed, the relatively flat surface was obtained.

KEY WORDS: flat surface, Ar ion beam etching, polycrystalline diamond surface

1. INTRODUCTION

Although flat diamond surface is required in order to use CVD diamond films for practical devices, as-deposited CVD diamond surface obtained by conventional CVD method was rough due to polycrystallinity. Ion beam etching (IBE) is expected to be one of the most appropriate techniques to form the flat diamond surface, since IBE enables to perform the uniform and the anisotropic etching for broad area (ref 1). Geis et al. reported that high etching rate (280nm/min) of single crystal diamond using ion beam assist etching where NO₂ was used as reactive gas (ref. 2). However, it was reported that the grain boundaries and non-diamond carbon components were etched faster than diamond where etching gas contained O (ref. 3). Therefore, it seems to be not appropriate for gas containing O to use etching of CVD polycrystalline diamond. In this paper, Ar ion beam is used to form flat polycrystalline diamond surface, and beam incident angle and etching time are used as parameters.
2. EXPERIMENTAL

CVD polycrystalline diamond films were etched by Ar ion beam, and Kaufman type ion source was used in this study. The etching conditions were as follows; Ar pressure was 3.2x10^{-2} Pa, the beam current density was 2.0 mA/cm², the accelerated voltage was 500V, the sample temperature was kept at 10 °C. The sample was rotated (2rpm). The beam incident angles from normal to diamond surface were 0 and 80deg. The etching time was used as a parameter.

CVD diamond (3x3 mm²) deposited on Si substrate by dc plasma CVD method was used (ref. 4). The obtained film was identified polycrystalline diamond by means of RHEED, XRD and Raman spectroscopy. The film thickness of CVD diamond was estimated to be 20 µm from SEM observation.

The surface morphologies before and after etching were observed by SEM. The average surface roughness (Ra) and maximum difference in height (Rz) were calculated by 3D morphological characterization system (Sanyu Denshi) which is interlocked with SEM. Au thin film in 10nm thickness was coated on diamond surface in order to characterize Ra and Rz. The measurement area was 20x20µm².

3. RESULTS AND DISCUSSION

The changes in Ra, Rz and surface morphology for the beam incident angles of 80 and 0deg. are shown in Fig. 1 and 2. It is found from Fig. 1 that both Ra and Rz decrease with increasing the etching time, and that the surface morphology after the etching of 50h [Fig. 1(d)] shows the relatively flat surface.

As for the beam incident angle of 0deg. (Fig. 2), the smallest Ra and Rz are obtained after 10h etching. It was reported that grain boundaries were selectively etched using O plasma (ref. 3). In SEM images, such selective etching is not observed. However, craters are observed in Fig. 2 (c). The etching mechanism of polycrystalline diamond has not clarified, it is considered that the formation of craters is due to defects in CVD diamond.

It took longer time to form flat polycrystalline CVD diamond surface under the condition of beam incident angle of 80deg. However, decreasing of the etching time to obtain small Ra and Rz is expected by controlling the etching time and beam incident angle from the results of Ra and Rz measurements. It is found that IBE is one of the most appropriate techniques to form flat polycrystalline diamond surface.
4. SUMMARY

IBE was used to form flat polycrystalline CVD diamond surface. Ra, Rz and the surface morphology strongly depended on the beam incident angle and etching time. Under the etching conditions of beam incident angle of 80° for 50h, the smallest Ra and Rz were obtained, and the relatively flat surface was formed.
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ABSTRACT

In order to improve EDM operation efficiency and accuracy along with the possibility of realizing a good quality EDMed surface, electrically conductive thick CVD diamond film was employed for the very first time as an electrode in die sinking EDM operation. This CVD diamond film of 0.5mm thickness, having a very high coefficient of thermal diffusivity and a low specific resistance suitable for carrying out EDM operation, has recently become commercially available. Die sinking EDM on high speed steel (SKH51, HRC63) was performed using this electrically conductive CVD diamond film as an electrode.

Significantly high stock removal rate can be achieved along with virtually no wear of the CVD diamond electrode using kerosene oil as working fluid for various pulse durations at reversed polarity (workpiece: negative). The EDM can be performed at high current densities (~10A/mm²), which are impossible with copper and graphite electrodes. Significantly high stock removal rate of 0.11mm³/min along with an insignificant amount of electrode wear shows an excellent possibility of successful application of the CVD diamond electrode at reversed polarity. On the other hand, when this electrically conductive CVD diamond is used as a workpiece in EDM with the diamond or copper electrode, an excellent shape control along with insignificant amount of electrode wear can be achieved. From the overall results of the experiments it can be concluded that the electrically conductive CVD diamond film has a great future potential application as an electrode material in micro EDM.

Keywords: EDM, electrically conductive CVD diamond, electrically conductive CVD diamond electrode

1. INTRODUCTION

General demands for electrical discharge machining (EDM) are (1) improvement of efficiency, (2) improvement of accuracy, (3) improvement of surface integrity, (4) reduction of electrode wear, (5) ability of EDM on large areas, (6) correspondence to complicated shapes, (7) correspondence to micro processing and (8) EDM of hard-to-work materials. In order to cope with above demands, various countermeasures have been adopted. With respect to EDM machines, the typical countermeasures are improvement of response by adopting high response CNC systems, improvement of electrical discharging ability and stiffness by adopting engineering ceramic material in construction of parts of EDM machines, and adoption of high frequency electric power source. With respect to working fluid for EDM, improvement of insulating property of both oil and water, development of special oil mixed with electrically conductive particles for quasi-mirror surface finishing and others have been realized. Regarding electrode materials, however, copper, graphite, Cu-W and Ag-W materials still prevail, and proposal for new electrode materials is very scarce (ref. 1).

One of the authors pointed out that the ideal electrode material should possess high electrical and thermal diffusivity along with a high melting point (ref. 2). In this research, the authors have focused their attention on electrically conductive CVD diamond, which possesses superior thermal diffusivity, and they have investigated the electrical discharging ability of the electrically conductive CVD diamond when used as an electrode in EDM.
2. Potential of electrically conductive CVD diamond as an electrode material

2.1 Commercially available electrically conductive CVD diamond

Thick CVD diamond film possessing sufficient electrical conductivity was manufactured recently by doping boron during CVD process and it is commercially available from Element Six (ref. 3). This new type of diamond film can be cut to desired shapes using a wire cut EDM process by users themselves. The diamond film cut with a wire cut EDM has been mainly used up till now as a cutting tool tip possessing very high anti-wear property. However, in this research an attempt is made to use this CVD diamond film as an electrode for electrical discharge machining.

2.2 Features of the electrically conductive CVD diamond film

The properties of the electrically conductive CVD diamond film used for the experiment are listed in Table 1. The electrically conductive thick CVD diamond film shows a rather low specific resistance of $\rho \leq 0.4 \sim 1 \times 10^{-3} \Omega \cdot m$. This low resistance opens a possibility of its application as an electrode in EDM. Along with this, a very high thermal diffusivity of the order of $k = 0.23 \sim 0.28 \times 10^{-3} \text{m}^2/\text{s}$ may be of great advantage in dissipating the heat generated in the working zone during EDM within a very short time. Moreover, the electrically conductive diamond electrode can be formed to almost any desired shape by using simple EDM such as wire-cut EDM, whereas normal diamond shapes can be formed only by using diamond grits. Also, this diamond electrode possesses a very high hardness, which is thought to be advantageous in the case of ED dressing of super-abrasive metal bonded wheels.

<table>
<thead>
<tr>
<th>Material</th>
<th>Electrically conductive CVD diamond</th>
<th>Copper</th>
<th>Graphite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific resistance ($\Omega \cdot m$)</td>
<td>$\approx 0.4 \sim 1 \times 10^{-3}$</td>
<td>$17 \times 10^{9}$</td>
<td>$14 \times 10^{3}$</td>
</tr>
<tr>
<td>Specific gravity</td>
<td>$\approx 3.5$</td>
<td>9.0</td>
<td>1.8</td>
</tr>
<tr>
<td>Young’s modulus (N/m²)</td>
<td>$\approx 1000 \sim 1100 \times 10^{9}$</td>
<td>$1054 \times 10^{9}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal conductivity (W/mK)</td>
<td>$\approx 400 \sim 500$</td>
<td>400</td>
<td>75</td>
</tr>
<tr>
<td>Coefficient of thermal expansion</td>
<td>$\approx 0.9 \sim 1.1 \times 10^{-6}$</td>
<td>$17 \times 10^{-6}$</td>
<td>-</td>
</tr>
<tr>
<td>Thermal diffusivity (m²/s)</td>
<td>$\approx 0.23 \sim 0.28 \times 10^{-3}$</td>
<td>$0.12 \times 10^{3}$</td>
<td>$0.15 \times 10^{3}$</td>
</tr>
</tbody>
</table>

3. EDM experiments using a diamond electrode

3.1 Experimental setup and parameters

An electrically conductive thick CVD diamond film segment of $5 \times 6 \times 0.5 \text{mm}$ is mounted on the head of a die sinking EDM machine by means of a jig as shown in Fig. 1. The workpiece material is high speed steel (SKH51, HRC63, JIS G4403) and a special kind of kerosene (Vitol 2, Sodick) is used as working fluid for the EDM process. Table 2 lists the experimental conditions.

3.2 Comparison of EDM properties under recommended conditions with existing electrode materials

Copper and graphite electrodes were used to collect equivalent data for comparison with the results of the CVD diamond electrode. EDM conditions recommended for a copper electrode and a graphite electrode in EDM on a
working area of 3mm×0.5mm without electrode wear were applied. EDM conditions recommended for a copper electrode are open circuit voltage of $u_i=90V$, discharge current of $i_e=1.5A$, discharge duration of $t_e=20\mu s$, pulse interval time of $t_o=15\mu s$ (long pulse) and reversed polarity (workpiece: negative). EDM conditions recommended for a graphite electrode are $u_i=90V$, $i_e=1.5A$, $t_e/t_o=12/7\mu s$ and reversed polarity. EDM was continued for 10 minutes in all cases. The performance of the diamond electrode was compared under the above-recommended conditions for copper and graphite electrodes respectively.

The results are shown in Fig.2. Under the conditions recommended for the copper or graphite electrode, the material removal rate in the case of the diamond electrode is nearly half comparing with the copper or graphite electrode, but the shape and quality of EDMed groove are superior in the case of the diamond electrode. Electrode wear is almost nil in the case of the copper and diamond electrodes, but in the case of the graphite electrode, electrode wear of 56µm is observed for the EDMed depth of 270µm.

<table>
<thead>
<tr>
<th>Condition recommended for copper electrode</th>
<th>Condition recommended for graphite electrode</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_i=90V$, $i_e=1.5A$, $t_e/t_o=20/15\mu s$, 10min.</td>
<td>$u_i=90V$, $i_e=1.5A$, $t_e/t_o=12/7\mu s$, 10min.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Electrode</th>
<th>EDM depth</th>
<th>Electrode</th>
<th>EDM depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diamond electrode</td>
<td>350µm</td>
<td>Diamond electrode</td>
<td>135µm</td>
</tr>
<tr>
<td>Copper electrode</td>
<td>630µm</td>
<td>Graphite electrode</td>
<td>270µm</td>
</tr>
</tbody>
</table>

**Figure 2. Comparison of CVD diamond electrode with copper and graphite electrodes.**

$t_e$: discharge duration, $t_o$: pulse interval time, Working area: 3mm×0.5mm, Reserved polarity, EDM time: 10min.

3.3 Comparison under short pulse condition

An experiment for comparing the effect of short current pulse on the EDM efficiency was performed. It is quite well known that the use of short pulse improves the EDMed surface quality. The EDM conditions used are $u_i=120V$, $i_e=4A$, $t_e/t_o=6/50\mu s$, reversed polarity and machining time of 10 minutes. The electrode materials used for comparison are copper, graphite and CVD diamond. The results of this experiment are shown in Fig.3. In the case of the diamond electrode a very high EDM depth of 600µm can be observed along with a very small amount of wear of the electrode. On the contrary, in the case of both copper and graphite electrodes, a very small depth less than 85µm can be EDMed along with a lot of wear of the electrode.

3.4 Performance of diamond electrode under various current and pulse conditions

EDM experiments were performed to study the effect of varying current densities and pulse conditions for the diamond electrode on the EDM efficiency. The first experiment was performed under the current values of 3, 6, 9, 12 and 15A. The second experiment was performed under the different pulse conditions of $t_e/t_o=6/6$, 12/10, 20/15, 20/20, 30/30, 60/60µs. The results of the experiments are shown in Figs.4 (a) and (b). It is observed that the EDM efficiency increases along with the increase in current density and also that a significantly high amount of current density (~10A/mm²) can be given to the diamond electrode. The efficiency of diamond electrode, however, remains nearly constant for the different pulse conditions. This is quite different from the behavior of generally used electrodes. For example, EDM using a copper electrode shows a very large variations in efficiency with changes in pulse times, i.e the efficiency deteriorates to a very large extent when a short pulse condition of $t_e/t_o=6/50\mu s$ is used as shown in Fig.3. **Figure 5** shows a comparison of the EDM efficiency between the diamond and copper electrodes until the EDM depth of 0.2mm at $u_i=90V$, $i_e=3A$, $t_e/t_o=6/6$, 20/20µs, reserved polarity.
Figure 3. Comparison of EDM efficiency among electrode materials under short pulse condition.

\(u_i=120\, V, i_e=4\, A, t_e/t_o=6/50\, \mu s\), Working area: 3mm x 0.5mm, Reversed polarity, EDM time: 10min.

<table>
<thead>
<tr>
<th>Electrode Type</th>
<th>EDM Workpiece Surface (SKH51)</th>
<th>Electrode Surface After EDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Diamond electrode</td>
<td>EDM depth: 600(\mu)m</td>
<td>Wear: nearly zero</td>
</tr>
<tr>
<td>(b) Copper electrode</td>
<td>EDM depth: 60(\mu)m</td>
<td>Wear: 65(\mu)m</td>
</tr>
<tr>
<td>(c) Graphite electrode</td>
<td>EDM depth: 85(\mu)m</td>
<td>Wear: 34(\mu)m</td>
</tr>
</tbody>
</table>

Figure 4. Performance of diamond electrode under various EDM conditions.

(a) Effect of discharge current

(b) Effect of pulse duration

Fig. 5. Comparison of EDM efficiency between copper and diamond electrodes.

(a) Appearance of CVD diamond electrode after EDM

(b) Surface profile of CVD diamond electrode after EDM

Figure 6. EDM on a large surface area.

\(u_i=120\, V, i_e=4\, A, t_e/t_o=6/50\, \mu s\), Working area: 5mm x 2.5mm, Reversed polarity
3.5 EDM on a large surface area

EDM was performed on a large surface area (5mm×2.5mm) of high speed steel using the electrically conductive CVD diamond as an electrode. EDM was performed under two pulse conditions, the first condition was a short pulse of \( t_e/\tau_o=6/6\mu s \) and the second condition was a long pulse of \( t_e/\tau_o=20/20\mu s \). Reversed polarity was used. Figure 6 shows the results of this experiment. The surface of the electrode after EDM in the case of the short pulse condition appears to be coarser than the surface in the case of the long pulse condition. But the craters on the EDMed workpiece surface appear to be smaller in size for the short pulse condition compared to the long pulse condition. On close observation of the CVD diamond electrode surfaces, small globular particles appear to be attached to the surfaces. These particles apparently appear to be the debris of the workpiece getting attached to the electrode surface during EDM.

4. EDM of electrically conductive CVD diamond

Experiments for investigating the effect of EDM on the electrically conductive CVD diamond as a workpiece were performed. Two electrode materials, copper and electrically conductive CVD diamond, were used for the experiments. Two experiments were performed under the conditions of \( u_i=90V, i_e=1.5, 3A, t_e/\tau_o=6/6, 20/15\mu s \), reversed polarity and machining time of 10 minutes. In the first case, a channel shape was EDMed on the CVD diamond workpiece as shown in Fig.7. The results are shown in Figs.8 and 9. In the case of the diamond electrode, negligibly small amount of wear is observed, whereas in the case of the copper electrode a comparatively high amount of wear is observed. The EDM efficiency of the CVD diamond electrode is slightly higher in the three cases as shown in Fig.8. In the second case, stepped shapes with depth of each step of 0.1mm were EDMed on the CVD diamond workpiece. The results of this experiment are shown in Fig.10. The electrode wear in the case of the copper electrode is about 10\( \mu \)m for each step, whereas in the case of the diamond electrode almost no wear is observed. In another case, micro holes (\( \phi 0.3mm \)) were EDMed on the CVD diamond workpiece using a copper electrode. The results are shown in Fig.11. In this case it is observed that a very good shape control of the EDMed holes is maintained. The low amount of wear of the CVD diamond electrode is a very important property while performing micro EDM operations in which the wear of the electrode leads to a considerable amount of dimensional error.
5. Conclusions

1. The first attempt to perform EDM operation using a recently developed electrically conductive thick CVD diamond film as an electrode was successfully made.
2. Significantly high stock removal rate of the order of 0.11mm$^3$/min can be achieved along with nearly zero electrode wear in EDM of high speed steel at a reversed polarity (workpiece: negative) under short pulse and high current density conditions.
3. Very low amount of wear of the CVD diamond electrode is observed on comparison with copper and graphite electrodes under their respective recommended EDM conditions. This low electrode wear can prove very useful especially in manufacturing micro parts.
4. A very high current density of the order of 10A/mm$^2$ which is impossible in the case of copper and graphite electrodes can be applied to the electrically conductive CVD diamond electrode.
5. EDM efficiency does not change significantly with pulse condition, which is quite different from conventional electrode materials like copper and graphite.
6. The electrically conductive CVD diamond, when used as a workpiece in EDM, can be machined to give a high degree of dimensional control, which indicates a possibility of manufacturing CVD diamond electrodes of different shapes for micro EDM.
7. Overall conclusion is that the electrically conductive thick CVD diamond film has a great potential for use as an EDM electrode material in the near future.

The authors would like to express their heartfelt thanks to Element Six Limited and Sodick Co., Ltd. for their kind cooperation.
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WEAR BEHAVIOR OF THIN CVD DIAMOND FILMS DURING THE INTERRUPTED CUT
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ABSTRACT

CVD diamond films are often used as wear protection for cutting tools. During the machining of non-ferrous metal alloys nano- and microcrystalline CVD diamond films reduce abrasive wear due to their inherent hardness. In many applications this coating technology has the potential to replace conventional polycrystalline diamond (PCD) with binder as cutting material. As opposed to PCD, CVD diamond not only offers outstanding properties but also has a high geometrical flexibility regarding the tools to be coated when deposited as a thin film. However, in the past adhesion problems of CVD diamond films have limited their application range. This becomes especially evident during machining in the interrupted cut. Recent developments in the tool coating industry such as customized pre-treatment methods of the substrate have led to CVD diamond films with improved film adhesion. Hence this paper discusses the wear behavior of newly developed CVD diamond films during face milling of the aluminum cast alloy G-AlSi7Cu4Mg. In addition to the cutting experiments to separately investigate the adhesive and abrasive wear behavior of the films model tests were performed.

Keywords: Production process, tool coating, CVD diamond, face milling.

INTRODUCTION

The machining of high quality components, which mostly consist of difficult-to-machine materials, is characterized by the fact that essential operation times normally determine the manufacturing costs. This means that great potential for an economic manufacture is to be found in the advancement of the machining processes, the machines and especially the tools and hence the cutting materials. Due to its outstanding characteristics in many applications, diamond as a coating on the edge of machining tools offers the chance for a considerable increase of tool lives. The extreme hardness of diamond as a cutting material is required for the machining of highly abrasive non-ferrous materials such as hypereutectic aluminum silicon alloys. CVD diamond as a thin film enables the manufacture of diamond tools with an outstanding geometrical flexibility. Despite its potential, this CVD technology has been rarely applied in industry so far. However, CVD diamond coated tools have been tested in the past for numerous machining operations of highly abrasive materials (ref. 1). Frequently, tool failure due to poor coating adhesion was observed (ref. 2). To overcome this problem extensive research has been carried out to develop suitable pre-treatment methods for the substrate (ref. 3). This paper discusses the wear behavior of different industrially available CVD diamond films which were deposited on indexable inserts by two job coaters. The diamond coated tools differ with respect to coating thickness and diamond morphology. In the following the cutting tool materials are characterized and classified by means of wear model tests and machining of G-AlSi17Cu4Mg in the interrupted cut.
CUTTING TOOL MATERIALS

Three CVD diamond coatings deposited by two job coaters A and B with a film thickness $s_D$ of 8 µm, 15 µm (A) and 20 µm (B) were tested. In all cases the substrates used were indexable inserts of the geometry SEHT 1204 AFN according to ISO 1832 as depicted in fig. 1a and were made of carbide grade K10. In the following the diamond coated tools are referred to as CVD 8, CVD 15 and CVD 20 with respect to their film thickness. The uncoated tools were labeled as K10 according to the carbide grade. The cutting edge roundness $r_\beta$ was measured by means of a light microscope at cross-sections prepared by electrical discharge machining. The results listed in fig. 1a indicate that the cutting edge roundness is governed by the film thickness. The sum of the initial cutting edge roundness $r_\beta$, of the substrate and the film thickness $s_D$ roughly gives the cutting edge roundness $r_\beta$.

![Figure 1. (a) Tool geometry, (b) cutting edge roundness, surface roughness of the CVD diamond coated tools and (c) Raman spectra of the diamond films.](image)

The CVD diamond films differ regarding their surface topography as depicted in fig. 1b taken by means of a scanning electron microscope (SEM). CVD 8 and CVD 15 show typical features of nanocrystalline CVD diamond whereas CVD 20 shows both nano- and microcrystalline structures on the surface. The polished surface of the uncoated carbide K10 is depicted for comparison. Raman spectroscopy is a common method to determine the structure of carbon films (ref. 4). For this, the Raman spectra of the different CVD diamond films were measured using a laser with a wave length of 488.12 nm. The Raman spectra in fig. 1c reveal the typical feature for nanocrystalline diamond which is a peak at a wave number of 1140 cm$^{-1}$ (ref. 4). In the case of CVD 20 the characteristic diamond peak at 1332 cm$^{-1}$ could be observed. This peak was less distinct but still visible for CVD 8 and CVD 15. Atomic force measurements (AFM) were conducted to evaluate the surface roughness values $R_t$ and $R_a$ which are given in fig. 1b. Despite the differences in the optical appearance of the coated tools CVD 8, CVD 15 and CVD 20 the surface roughness was found to be similar with $R_t$ and $R_a$ of about 2.5 µm and 0.3 µm whereas the uncoated tool has a much smoother surface with $R_t$ lower than 0.5 µm and $R_a$ of 0.014 µm.
MODEL WEAR TESTS

The planning of manufacturing processes can be efficiently assisted by means of computational methods to predict the tool’s performance such as thermal and mechanical tool loads. The finite element method has become a useful tool to simulate cutting processes (ref. 5). However, this method requires material data of the cutting tool material to allow a realistic estimation of tool loads and tool life. For this, the knowledge about predominant wear mechanisms of the cutting tool material as well as contact conditions in the tool/work piece contact zone are essential. During the machining of hypereutectic aluminum silicon alloys the cutting tool is subjected to a combination of adhesive and abrasive wear. In order to separately investigate the adhesive and abrasive wear resistance of the uncoated and different CVD diamond coated carbide tools friction and sand blasting tests were conducted.

Friction tests

The adhesive wear resistance of CVD diamond films can be evaluated by means of friction tests. The frictional partners are either ball and disk (ref. 6) or pin and disk (ref. 7 and 8). The disk performs either an oscillatory or a rotary motion during the test. The ball or pin shaped counterpart is pressed against the disk with a normal force \( F_N \). In this study friction tests were performed using a ball-on-disk tribometer. The disks were made of the cutting tool materials CVD 8, CVD 15, CVD 20 and K10, whereas the ball material was the hypereutectic aluminum silicon alloy G-AlSi17Cu4Mg. During the tests the frictional force \( F_R \) was measured by means of a dynamometer that uses the piezo-electrical principle. The coefficient of friction (COF) was calculated as the ratio of the frictional force \( F_R \) and the normal force \( F_N \). The total friction time \( t_f \) for each experiment was 5 min. The final state of the cutting tool surface was documented by means of SEM images.

Friction test:
Ball-on-disk tribometer
Process parameters:
Normal force: \( F_N = 45 \) N
Amplitude: \( A = 2 \) mm
Friction frequency: \( f_F = 40 \) Hz
Atmosphere (air):
Temperature: \( T_a = 22.5 \) °C
Humidity: \( H = 40 \) %
Ball material:
G-AlSi17Cu4Mg

![Coefficient of friction](image)

Figure 2. Results and conditions of the friction tests with respect to the coefficient of friction.

The test conditions and the results for all cutting tool materials at the beginning and the end of the tests are given in fig. 2. In all cases the initial COF at \( t_f = 0 \) min was between 0.27 and 0.33. However, a variation of the COF over time could be observed. For all CVD diamond films a decrease in COF was characteristic. CVD 15 reached a COF of less than 0.05 after a friction time of about 4 min. The measured coefficients of friction agree well with the observations made by means of SEM, where only little adhesive wear in the form of ball material depositions could be detected for the diamond coated surfaces. In the case of the uncoated carbide K10 the COF reached 0.45 for \( t_f = 5 \) min. The surface of K10 showed adhesive as well as abrasive wear scars.

Sand blasting tests

The abrasive wear resistance of CVD diamond films is often evaluated by means of sand blasting tests (ref. 9). In some cases grinding wheels are used in combination with bound (ref. 10) or unbound (ref. 11) abrasive media.
The process parameters for the sand blasting tests are the abrasive medium, the nozzle diameter \( d_N \), the angle of impingement \( \alpha_s \), the working distance \( l_N \) and the air pressure \( p_S \). In the case of thin CVD diamond films the abrasive particles often cause severe damage to the diamond/substrate interface during impact leading to a sudden chipping of the coating. This becomes especially evident for blasting at large angles of impingement, in which case the test results reflect the quality of the interface or film adhesion rather than the abrasive wear resistance. In this study a precision sand blasting device with a nozzle diameter \( d_N \) of 1 mm was used. The abrasive was SiC with a particle size ranging from \( 63 \mu m \) to \( 106 \mu m \). The air pressure before the nozzle \( p_S \) was 6 bar. The nozzle was positioned above the specimen with a working distance \( l_N \) of 2 mm at an angle \( \alpha_s \) of 30 °.

![Figure 3. Results and conditions of the sand blasting tests.](image)

The mass loss over sand blasting time \( t_s \) is a common evaluation criterion for the abrasive wear resistance of a material (ref. 9). However, the small quantity of abraded material under the testing conditions used did not allow this procedure. Therefore, the abrasive wear resistance was evaluated by the sand blasting time \( t_s \) until a failure of the diamond film occurred. Smoothing of the diamond film was observed as the characteristic wear behavior for CVD 8, CVD 15 and CVD 20. Fig. 3 shows the final state of the abraded surfaces of CVD 8 and CVD 15 for comparison of K10 after \( t_s = 2 \) s. The SEM images reveal an instant damage of the uncoated carbide, whereas the diamond coated surfaces offer enhanced resistance against the abrasive particles. However, coating failure as depicted in fig. 3 occurred for CVD 8 and CVD 20 after a blasting time of 29 min and 11 min, respectively. CVD 15 outperformed CVD 8 as well as CVD 20 since no exposure of the substrate material was visible after \( t_s = 60 \) min. This leads to the conclusion that the abrasive wear resistance is influenced by the coating thickness as well as the morphology of the CVD diamond. The nanocrystalline CVD 8 and CVD 15 show stronger abrasive wear resistance than the micro- to nanocrystalline morphology of CVD 20.

**CUTTING EXPERIMENTS**

Face milling tests according to ISO 8688-1 were performed to evaluate the tool life during dry machining of the hypereutectic aluminum silicon alloy. Also, the characteristic wear behavior of CVD diamond coated tools was documented by means of SEM. The work piece material G-AlSi17Cu4Mg existed as rectangular test bars of \( 150 \times 30 \times 70 \) mm\(^3\). The machining parameters and the experimental set-up are given in detail in fig. 4. The machining condition chosen represents a typical roughing operation which strongly stresses the tool due to the high abrasiveness of the work piece material on the one hand and the high dynamical stresses caused by the interrupted cut on the other hand. The tool life criterion for the diamond coated tools was defined as the point of time where the first coating chippings occurred. For the uncoated tools a width of wear land of \( VB = 0.2 \) mm was chosen as the tool life criterion. The tools were examined at intervals of 0.15 m for the total machined length \( L \) by...
means of an optical microscope in order to detect chippings of the diamond films or to measure the width of wear land \( VB \). The experimental results for the different cutting tools in fig. 4 show that the mean values of tool life for the diamond coated tools are significantly higher than for the uncoated tool. Also, a large scatter in \( L \) values for CVD 20 is noticeable. CVD 15 showed the best performance with an average \( L \) of 2.7 m and a comparably low standard deviation of 0.38 m as opposed to 2.14 m for CVD 20.

![Experimental results for different cutting tools](image)

**Figure 4.** Results and machining conditions of the sand blasting test with respect to the tool life.

Fig. 5a to 5d show the typical wear patterns observed for the cutting tool materials during the machining tests. The main cutting edge of CVD 8 is shown for a total machined length of \( L = 1.2 \) m in fig. 5a. The tool life criterion was reached as the diamond film was continuously abraded and the substrate surface was exposed. A smooth transition between the exposed substrate and the intact diamond film could be observed. In the case of CVD 15 the coating as well as the substrate failed after machining \( L = 2.7 \) m as depicted in fig. 5b. Fatigue failure of the substrate underneath the diamond film was probably caused by the high dynamical loads during the interrupted cut. In the case of CVD 20 the diamond film locally chipped off the substrate. The wear pattern shown in fig. 5c for \( L = 4.1 \) m indicates that high dynamical loads weakened the interface diamond/substrate which then led to large area chippings of the diamond film on the tool’s rake face. The cutting edge of the uncoated carbide K10 was instantly attacked by the abrasive Si particles of the work piece material. The loss of geometrical integrity was reached after a machining length of \( L = 0.3 \) m.

![SEM images of worn cutting edges](image)

**Figure 5.** SEM images of the worn cutting edges for (a) CVD 8, (b) CVD 15, (c) CVD 20 and (d) K10.
CONCLUSIONS

Three CVD diamond films deposited on carbide indexable inserts have been subjected to wear model tests and face milling of G-AlSi17Cu4Mg. The wear mechanisms leading to a failure of the coating were found to vary for different coating thickness and diamond morphology.

The frictional behavior of the cutting tool materials against G-AlSi17Cu4Mg was tested by means of a ball-on-disk tribometer. The coefficient of friction was found to be similar for all cutting tool materials in the early stage of the test. However, due to different adhesive wear mechanisms on the tool surface the contact conditions changed leading to a variation in the coefficient of friction over time. A decrease in the coefficient of friction for the diamond coatings was caused by abrasive wear and therefore flattening of the ball. The degree of adhesion of ball material on the disk surface governs the resulting coefficient of friction. The adhesive wear of the diamond films was negligible which led to a reduction of the coefficient of friction over testing time.

No large area chippings of the CVD 8 and CVD 20 films occurred during sand blasting. This indicates good adhesion properties of the diamond films to the substrate. It could be observed that the larger coating thickness of CVD 15 compared to CVD 8 positively affected the abrasive wear resistance. Despite the coating thickness of 20 µm the abrasive wear resistance of CVD 20 was found to be the lowest of all diamond films tested. This can be attributed to the microcrystalline morphology of CVD 20. Coarser diamond crystals promote the propagation of cracks initiated by the abrasive particles towards the interface diamond/substrate. In the case of nanocrystalline diamond structures of CVD 8 and CVD 15 the surface was smoothened in the early stage hindering further crack propagation (ref. 12).

The results of the cutting experiments were in good agreement with the results of the wear model tests. A large scatter in the tool life for CVD 20 might be attributed either to weak adhesion properties of the diamond film or to a lower fatigue strength of the microcrystalline diamond structure.
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Abstract

Depositions of hot filament chemical vapour deposited (HFCVD) diamond on cobalt-cemented tungsten carbide (WC-Co) rotary cutting dental burs are presented. Conventional dental tools made of sintered polycrystalline diamond (PCD) have a number of problems associated with heterogeneity of the crystal lattice, decreased cutting efficiency and short life. A preferential (111) faceted diamond has been obtained after 15 hours deposition at a growth rate of 1.1µm/hr. Diamond coated WC-Co dental burs and conventional sintered burs are mainly used in turning, milling and drilling operation for machining metal ceramic hard alloys such as cobalt-chrome, composite teeth and aluminum alloy in dental laboratory. The influence of structure, mechanical characteristics of both diamond grains and hard alloys on the wear behaviour as well as the regime of grinding on diamond wear are considered. Erosion wear properties are also investigated under air-sand erosion testing method. After machining with excessive cutting performance, calculations can be made on flank and crater wears areas. Diamond coated WC-Co dental bur offered significantly better erosion and wear resistance compared to uncoated WC-Co tools and sintered burs.

Keywords: Wear, Diamond, HFCVD, Cutting tools
1. Introduction

Diamond films are of interest for tribological applications because of their high hardness, low friction coefficient, high wear resistance and chemical inertness [1]. Diamond coatings are used in cutting tools and biomedical applications. At the present time, the most widely used dental diamond burs are manufactured by imbedding diamond particles onto a metal matrix using a suitable binder containing nickel ions. Those burs have several limitations mainly due to the heterogeneity of diamond crystallites, contamination of oral tissue and variation in the product performance. There is no universal specification of the diamond particles sizes imbedded into the binder matrix in order to ensure repeatable and consistent cutting performance. Recently, CVD has been used for the fabrication of new dental burs [2] with continuous diamond film offering improvement in cutting efficiency and longer life. Much of the work on the CVD of diamond has been carried out on flat substrates. Although, cutting tools such as drills and inserts have been successfully coated with diamond-based coatings; there are only a few reports of diamond deposition onto rotary cutting tools, such as cylindrical abrasive pencils and small spiral drills [3]. In this study, we report the deposition of uniform diamond films onto the cutting edges of Co cemented WC-Co dental burs used in dental laboratory and clinical surgery using a modified hot-filament chemical vapour deposition (HFCVD) system. The filament is mounted in a vertical arrangement with the dental bur held concentrically in between the filament coils, as opposed to the horizontal position commonly used in the HFCVD system configurations. This new vertical filament arrangement used in the modified HFCVD system enhances the thermal distribution and ensures uniform diamond coating [4].

In this paper we report the results of our investigation on diamond films deposited on WC-Co dental burs and micro tools using a HFCVD system and subsequent machining results on extracted human teeth, Cobalt-Chromium hard metal alloy, borosilicate glass and porcelain teeth. The Co cemented dental burs operate at extremely high cutting speeds in the range between 10,000 to 300,000 r.p.m [5]. Such high operating speeds impose stringent demands on the cutting surfaces and the coating deposited. The coating deposited is required to be tough, adherent, hard and wear resistant in order to enhance overall tool performance and lifetime.

2. Experimental

2.1 Substrate Preparation

The (WC- 6 wt.% Co) dental bur used were 20-30 mm in length and 1-1.5 mm in diameter. Prior to diamond deposition the dental burs were ultrasonically cleaned in acetone for 10 minutes to remove any surface impurities. The poor adhesion of deposited diamond films onto cemented tungsten carbide surfaces can lead to catastrophic film failure in metal cutting due to presence of Co binder [6]. The Co binder suppresses diamond nucleation and causes deterioration of diamond film adhesion [7]. To eliminate this problem, it is usual to pre-treat the WC-Co dental bur surface prior to CVD diamond deposition. The WC surface has etched away with Murakami solution and surface Co has removed by acid etching followed by ultrasonically washed in distilled water [8].

2.2 CVD diamond deposition

Diamond synthesis was performed in a stainless steel HFCVD chamber of internal diameter of 200 mm. The gas phase mixture of hydrogen (purity, 99.99%) and methane (purity, 99.99%) with CH$_4$/H$_2$ volume ratio fixed at 1.0% (1.0 % CH$_4$ with excess hydrogen) was activated by tantalum filament (0.5 mm in diameter) wound in a 10 mm internal diameter spiral. The dental bur was positioned centrally and coaxially within the spiral vertical filament at 5 mm distance. The filament temperature (1800-2100°C) was monitored by a two-colour pyrometer. The substrate temperature was measured at between 800-950 °C. The total pressure of the gas mixture in reactor was 2.66 kPa (20 torr) and flow rate was 200 sccm. The diamond deposition was carried out for 15 hrs with single used filament. The deposited diamond films were analysed by scanning electron microscopy (Jeol JSM-5600LU) and micro Raman spectroscopy measurements were performed in back-scattering geometry at room temperature by using a Dilor XY triple spectrometer equipped with a liquid nitrogen cooled charge coupled device detector and an adapted Olympus microscope.
2.3. Diamond film erosion test

Erosion tests were carried out in a high velocity air-sand erosion facility capable of attaining impact velocities of up to 360 m s⁻¹. In the sand-blasting rig, sand was injected into an air stream and accelerated down to a 10 mm diameter stainless steel tube, 0.8 meter in length, into the erosion chamber where it strikes the diamond deposited substrate. The sand used was a blend of dental laboratory grade. The broad size distribution in the range 100-400 µm and average diameter of sand was 250 µm. Sand feed rate of 5.9 kg m⁻² s⁻¹ was employed for test. The nozzle to stand off distance was 40 mm and test on the substrate area was average 10mm in diameter. All tests were conducted using air-sand jet impact angle of 90° as the erosion of brittle materials is at normal impingement. The diamond-coated bur has to be rotated 120° at a time for three intervals. The tests were interrupted every 10 min in order to monitor the diamond coating [9].

2.4 Dental bur machining: drilling and turning tests

The machining unit was specifically constructed with a water-cooling system so that maximum spindle speed of 250,000 revolutions per minute (r.p.m), feed rates of between 5-20 µm per revolution and cutting speeds in the range 100 to 200 m/min for cutting human teeth with clinical bur. Separate set up for laboratory bur was used to operate at 20,000-30,000 r.p.m with a feed rate of 0.2-0.5 µm/rev without water-cooling.

The flank wear of the burs was estimated by SEM analysis at pre-selected time interval of one minute. Prior to SEM analysis diamond coated burs were ultrasonically washed with 6M H₂SO₄ solutions to remove any unwanted machining material, which eroded onto surface of CVD diamond coated bur. For comparison, conventional PCD (polycrystalline diamond) sintered bur with different geometry were also tested on the same substrates materials.

3. Results and discussions

The diamond coatings deposited by HFCVD on dental burs, whose surface was roughened by murkami’s reagent prior to deposition. EDS spectra confirmed the removal of the Co binder from the surface. Surface morphology of predominately (111) faceted octahedral shape diamond films was obtained after deposition for 15 hrs. The SEM micrograph of 17µm thick diamond is shown in figure. 1.

Results of the erosion tests on diamond coated dental bur were compared with the untested diamond coated bur [figure. 2 (a), (b)]. The coating failure occurred, the only surface features observed were minor amounts of micro or sub-micro chipping of the crystal. Diamond has greatest resistance to plastic deformation of any material and damage is always of a wholly elastic nature, with no traces of plastic deformation [10].

Figure.3 shows a SEM micrograph of a CVD diamond coated laboratory dental bur at the cutting edge. The film is homogeneous with uniform diamond crystal sizes, typically the crystal sizes are in the range of 6-10 µm. As expected the surface morphology is rough making the dental burs extremely desirable for abrasive cutting applications. In contrast, figure. 4 (a) is a close up view from SEM micrograph of a conventional PCD sintered bur. The diamond particles are imbedded onto surface with a suitable binder matrix material such as nickel (Ni²⁺). Typically the surface is inhomogeneous and sizes of particles ranging from 50-200 µm causing considerable variation in the cutting performance of the tool. Figure. 4 (b) shows the morphology of a sintered diamond bur after being tested on borosilicate glass at a cutting speed of 30,000 rpm for 5 minutes with an interval at every 30 sec. It is clearly evident that there is significant removal of diamond particles from the surface of the tool after 500 holes. As expected there is the deterioration of the abrasive performance of the PCD sintered diamond burs. Borges et al [2] also reported significant loss of diamond particles occurred during cutting with the commercial sintered diamond bur. In addition, the metallic nickel (Ni²⁺) binder shows major defects generated by pulled-out particles.

Figure. 5 and 6 show an SEM image of CVD diamond coated laboratory bur after machining tests on borosilicate glass and porcelain teeth respectively, for 5 mins at a cutting speed of 30,000 r.p.m. It is clearly indicated that the diamond films are still intact on the pre-treated WC substrate and diamond coating displayed good adhesion also there is no indication of diffusion wear after the initial test for 500 holes. However, the machining materials such as glass pieces are eroded onto cutting edge of diamond coated dental bur as adhesive wear were
observed [Figure. 5]. After testing on porcelain teeth the mechanism of wear probably involves adhesion as well as abrasion. Figure. 6 shows that inorganic fillers from porcelain teeth adhered to the cutting tool surface in localised areas when increased rate of abrasion was used [11].

Fig. 7 shows that the SEM image of uncoated WC-Co dental bur tested on the borosilicate glass using the same machining conditions. The uncoated WC-Co bur displayed flank wear along the cutting edge of the bur. The areas of flank wear were investigated at the cutting edge of the dental bur. Fig. 8 shows that the area of flank wear is plotted against function of time after tested on borosilicate glass. It is evident that a longer duty cycle of machining could cause higher rate of flank wear on the cutting edge of tool. Therefore, the cutting edge of WC-Co dental bur should have significant thickness of CVD diamond, which will enhance not only quality of cutting but also prolong the tool life [12]. The diamond coated laboratory dental bur has machined on the cobalt-chrome (Co-Cr hardest metal alloy used in dental technology) for over 80,000 holes. After excessive cutting duty significant flank wear has been observed along the cutting edge of dental bur. Figure. 9 show that not only the delamination of diamond but also the wear of WC surface at the interface between diamond and WC.

Natural human teeth were cut using a diamond coated clinical bur. The cuts were made in the central groove of the teeth. This permitted cutting three grooves in each tooth. Figure. 10 show a SEM image of diamond coated clinical WC-Co dental bur after testing on extracted teeth. It is evident from the SEM shown that the tooth materials such as dentine clog up the bur surface reducing its abrasive performance.

Raman analysis was performed in order to evaluate the quality and stress imparted in CVD diamond films. The Raman spectrum shown in fig. 11 shows that at the tip, centre and end of cutting tool a single sharp peak at 1336, 1337 and 1337 cm\(^{-1}\) respectively was observed for different positions. The result of Raman analysis on WC-Co substrates at several different locations on the tool has shown indications of compressive stress in the coating [13].

4. Conclusions

Etching treatment of surface of the substrate in order to remove the surface cobalt resulted in much better adhesion. Erosion tests show that adherent diamond films offer significantly better erosion resistance. Therefore deposition of diamond on metal surface offers protective coating on uncoated substrate. The PCD sintered diamond bur lose significant proportions of imbedded diamond particles during the abrasive machining procedure where CVD diamond coated diamond bur remain intact with potential of prolong tool life. Thicker coating of CVD diamond at the cutting edges expected to give tool longer life and better quality of machining. The performance and lifetime of CVD coated dental bur is much superior to the sintered bur and uncoated WC-Co bur. An excessive cutting performance caused the delamination of diamond film as well as wear off WC surface. Further works is required to study the effects of diamond film adhesion related to quality of cutting and thickness at the cutting edge based on the performance of tool.
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Figure 1. Cross section of diamond film on coated dental bur.
Figure 2. (a) Diamond film before erosion test        Figure 2 (b) Diamond Film after erosion test

Figure 3. Cutting edge of diamond coated dental bur.

Figure 4 (a) Inhomogeneous surface of PCD diamond sintered bur.

Figure 5 Cutting edge of diamond coated bur after testing with glass.

Figure 4 (b) PCD diamond sintered bur after testing with glass.
Figure. 6 Close view of diamond coated bur after testing with porcelain teeth.

Figure. 7 Cutting edge of uncoated WC-Co dental bur after machining with glass.
Figure 8 Flank Wear (µm) against Function of Time (min).
Figure 9: Delaminated diamond film at interface between diamond and wear of WC.
Figure 10 diamond coated clinical bur after testing on human teeth.

Figure 11 Raman spectrum of diamond films.
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ABSTRACT

For the realization of a high quality diamond MIS device, we so far proposed to utilize CaF₂ as the non-oxide gate insulator. CaF₂ has been long prepared by the evaporation method. Recently, we introduced the pulsed laser deposition (PLD) method and fabricated diamond MIS diodes by PLD. To look at more improvement of the CaF₂/diamond MIS interface, we started to study the aurora PLD (using the magnetic field) for CaF₂ film formation in addition to the conventional PLD. Aurora method is characterized by the enhanced ionization and/or activation of ablated particles during transport from the target to substrate through interaction between the particles and applied magnetic fields and expected to obtain better quality of film. Plume emission spectroscopic measurements have revealed that the aurora PLD plume emission admirably increased more than 30 times higher than conventional one. Time-resolved plume image analyses have closely been done.

Keywords: diamond, CaF₂, PLD, MIS, diode, FET, ablation, plume, gate

INTRODUCTION

Semiconducting diamond has many unique properties such as high thermal conductivity, large break down voltage, wide bandgap, NEA and so on. Therefore, diamond has been expected to be a promising material suitable for high-temperature, electro-optic device applications (refs.1 to 2). However, for the realization of the diamond electronic devices, the electrical stabilization is naturally required. According to our previous research, it was found that oxygen adsorption on the diamond surface induced a lot of surface states, which degraded the electrical properties of metal-insulator-semiconductor (MIS) interface to a great extent (refs.3). To overcome this problem, nonoxide CaF₂ gate insulator has been utilized and made diamond surface stable to a certain extent. We succeeded in getting the greatly improved electrical properties of the diamond metal-insulator-semiconductor field effect transistor (MISFET) by ultrahigh vacuum process, whose observed effective mobility (µeff) was 400cm²/V·s at room temperature (refs.4). Kawarada et al. (refs.5) fabricated a 0.7-µm-gate-length diamond MISFET and the maximum transconductance of 100mS/mm was obtained by DC measurement. Although diamond electronics progressed markedly to date as stated above, there still remain problems including the MIS interface states that are far from the silicon technology, and therefore, further stabilization has been desired.

The PLD method is widely used by thin film growth of various materials, for example superconductors, and has many properties different from other familiar methods, such as the separation of the heat source from the chamber, the capability of deposition under a wide ambient gas pressure range and little difference between the target and the thin film composition. However, the conventional PLD method has a drawback that many droplets fly directly to the substrate resulting in the formation of pinhole defects, which prevents from the application of the obtained films to electronic devices. Though many methods to reduce the droplets have been suggested by many groups, (refs.6) the eclipse method is considered to be the most convenient and effective solution for eliminating droplets completely. By using the eclipse method, high-quality oxide superconductor, dielectric and oxide magnetic thin films with no droplets are now available (refs.7). Actually, however, CaF₂ PLD faced another kind of serious problem other than...
the droplets. Namely, a grown CaF$_2$ film was entirely covered with a number of fragments (differed from droplets) even when the eclipse method was employed. Fragment was a tough obstacle, being hard to solve. We recently succeeded in obtaining a good CaF$_2$ film without any fragments by the Stand Still Target (SST) method (refs.8) and applied the obtained CaF$_2$ film to diamond MIS diode. Unfortunately, however, the $C-V$ characteristic was hardly different from conventional diamond MIS diode (CaF$_2$ was deposited by evaporation method). The reason for this is thought as that not only the droplets but also a large proportion of the activated growth species and radicals were also shielded by the shadow mask. As the result, the advantages of the PLD method might be lost.

In this study, we started researching CaF$_2$ thin film deposition by the “aurora PLD method” by aiming its use to high quality diamond MIS devices. The aurora PLD works under application of the magnetic field from the substrate side and characterized by the enhanced ionization and/or activation of ablated particles during transport from the target to substrate through interaction between the particles and applied magnetic fields (refs.9).

**EXPERIMENTAL**

An ArF excimer laser ($\lambda=193\text{nm}$, laser fluence $\sim 3\text{J/cm}^2$) and a CaF$_2$ single crystal target were used for the PLD experiments. The schematic configuration of components is shown in Fig.1. A permanent magnet was placed at the substrate position. A diameter of the permanent magnet was 10mm.

![Fig. 1. Schematic drawing of the aurora PLD Method. [9]](image)

A framing streak camera (Hamamatsu Photonics, C4187) was used to take time-resolved two-dimensional (2D) images of the plume. Fast-intensified and continuous 2D images can be obtained using this streak camera with a gate microchannel plate (MCP) and a cooled charge-coupled-device (CCD) system with a minimum exposure time of 50ns. We also obtained spectroscopic measurements (near time-averaged) using a multichannel spectrometer (Hamamatsu Photonics, PMA-11). To distinguish between the light emissions from the atoms and ions, we also used interference filters.

**RESULTS AND DISCUSSION**

Figure 2 shows the images of the CaF$_2$ plume observed under 1.6Pa argon pressure. Each image shows the plume at 1, 4, and 7µs after laser irradiation. The emission intensity is indexed by the grey-tone indicated below the images. In the conventional PLD, the plume simply expands with reducing the emission intensity as time goes. A series of plume-image changes is shown in Fig. 2(a). Contrasting with this, the plume images of the aurora PLD show dynamics, being substantially different from the conventional ones. That is a shining emission from the plume is
growing bigger and bigger as the plume leading-edge is getting closer to the magnet. These images imply that a lot of active species could be still maintained near the substrate position in the aurora PLD method. In other words, the “Aurora Effect” surely seem to blossom in the case of CaF$_2$.

Fig. 2. Time-resolved images of the CaF$_2$ plume under a 1.6Pa ambient argon pressure. (a) conventional method, and (b) aurora method.

Plume spectroscopic measurements were carried out near the substrate (location of the magnet) using CaF$_2$ target by the aurora and conventional PLD methods. The results are shown in Fig. 3. (Pay caution to the ordinate scale of
(b), which is 50 times higher than that of the (b)). Both measurements were done at almost same position. Notice that spectra peaks of 393nm, 397nm and 423nm among many are significantly increasing after the onset of the aurora PLD. Especially the peak of 393nm is increasing more than 35 times higher. The peak of 393nm is related with calcium ion, so these results seem to show that the magnetic field enhances the ionization of the particle in the plume and plasma density. Contrary to this, peaks other than those remained almost unchanged.

Figure 3 shows the time- and wavelength-resolved images of the CaF$_2$ plume in both the conventional (a) and aurora (b) PLD (1.6Pa Ar) methods. The wavelength-resolved measurement was done by using the interference filter. The center wavelength of the filter was selected to transmit the emission line at near 400nm. From comparison of Figs. 2(b) and 4(b), there is no obvious difference in the plume images between them. In consequence, one can conclude that the shining emission of the aurora PLD method is arising from peaks of near 400nm. At least at present, it is hard to definitely assign the emission at 400nm. So other measurements such as time-of-flight (TOF) are needed. Whatever the shining species might be, these activated particles in the aurora PLD will affect the quality of the CaF$_2$ film and the CaF$_2$/diamond interface.
Fig. 4. Time-resolved images of the CaF$_2$ plumes. 1.6Pa argon ambient. The interference filter (The center wavelength was 400nm) was used in the measurements.
(a) conventional PLD method, and (b) aurora PLD method.
CONCLUSIONS

In this study, we deposit CaF$_2$ thin films by the conventional and aurora PLD methods, in latter of which magnetic field was applied to the traveling particles. It is found that a magnetic field from a permanent magnet enhances the ionization or excitation of the species in the plume from the CaF$_2$ target. The plume emission peak at the wavelength of 400nm was growing up to 37 times as high as that of the conventional PLD.
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ABSTRACT

A C-H-O diagram for carbon deposition from gas phase was thermodynamically calculated from free energies of formation of the limited chemical species, CH4, C2H2, CO and CO2, and C-H-O gas composition for diamond deposition was discussed. The feasible area of diamond deposition is in the vicinity of carbon solubility limit in the diagram. Solubility limit of carbon to hydrogen is much lower than that of carbon to oxygen, because the formation free energies of C2H2 and CH4 in C-H system are much higher than those of CO and CO2 in C-O system. The necessity of low C/H ratio in gas composition for diamond deposition comes from the low solubility limit of carbon to hydrogen. CO becomes extremely stable at higher temperatures. Therefore carbon is soluble up to C/O=1, which appears as the solubility line, called the “CO line”, in the C-H-O diagram. The vicinity of this solubility line shows a good agreement with C-H-O gas composition for diamond deposition.

Keywords: C-H-O phase diagram, diamond deposition, thermodynamic prediction,

1. INTRODUCTION

Since Matsumoto reported diamond synthesis from methane and hydrogen gas mixture with a reproducible method (ref. 1), over 20 years have passed. During that time, various methods have been developed (refs. 2 to 5), and reaction processes of diamond deposition have been investigated with the measurements of chemical species in the gas phase (refs. 6 to 7). However, the essential problem of why diamond synthesis from the low-pressure gas phase is possible still remains.

Spityin et al. have pointed out that the atomic hydrogen in the gas phase has a selective etching effect on graphite (ref. 8). However, there is no clear explanation about the apparent contradiction of the deposition and the etching of carbon occurring at the same time. Since Hirose et al. successfully deposited diamond using alcohol (ref. 10) and oxyacetylene (ref. 4), it has become popular to use gas containing oxygen for diamond deposition. Bachman et al. showed a clear composition domain for diamond deposition in C-H-O composition diagram as diamond domain (ref. 11). In the diagram, diamond can deposit in the very vicinity of the hydrogen axis in the C-H system and near the straight line between the hydrogen axis and the point of CO (C/O=1) in the C-H-O system, the “CO line”. However, there has been no simple and clear theoretical explanation about these phenomena.

In this paper a simple prediction of C-H-O phase diagram is proposed using thermodynamic data for limited gas species, CH4, C2H2, CO2 and CO, and the diamond domain and diamond deposition mechanism are discussed.

2. CALCULATION METHOD

In order to estimate carbon solubility limit to hydrogen or oxygen, free energies of formation of gas species, CH4, C2H2, CO2 and CO were used. The notations of these free energies, $\Delta G_{fn}$, and corresponding reaction equations follow, and the data are shown in figure 1.

$$
\begin{align*}
C(s) + 2H_2(g) &= CH_4 (g) \quad \Delta G_f^1 \\
2C(s) + H_2(g) &= C_2H_2 (g) \quad \Delta G_f^2 \\
2C(s) + O_2(g) &= 2CO (g) \quad \Delta G_f^3 \\
C(s) + O_2(g) &= CO_2 (g) \quad \Delta G_f^4
\end{align*}
$$
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In these equations “(s)” means solid state, “(g)” means gas state, and solid carbon here is graphite. From the equations (1) and (2), two equilibrium constants can be determined in C-H system as follows,

\[ K_1 = \frac{P_{\text{CH}_4}}{a_c \cdot (P_{\text{H}_2})^2} = \exp\left\{ -\frac{\Delta G_f^1}{R \cdot T} \right\} \]  

(4)

\[ K_2 = \frac{P_{\text{C}_2\text{H}_2}}{a_c \cdot P_{\text{H}_2}} = \exp\left\{ -\frac{\Delta G_f^2}{R \cdot T} \right\} \]  

(5)

where \( a_c, P_{\text{H}_2}, P_{\text{CH}_4} \) and \( P_{\text{C}_2\text{H}_2} \) are carbon activity, partial pressure of \( \text{H}_2, \text{CH}_4 \) and \( \text{C}_2\text{H}_2 \), respectively. In the C-H system total pressures, \( P_t \), are given for reaction (1) and (2), respectively, as follows,

\[ P_t = P_{\text{H}_2} + P_{\text{CH}_4} \]  

(6)

\[ P_t = P_{\text{H}_2} + P_{\text{C}_2\text{H}_2} \]  

(7)

Thus the solubility limit of carbon to hydrogen can be determined from equations (4) and (6), or equations (5) and (7) respectively, by substitution of \( a_c = \text{unity} \) (for existence of solid carbon).

In C-O system, the famous reaction of carbon deposition in the field of metal refining, the “Boudouard reaction”, and its free energy change can be derived from equations (3) and (4) as follows,

\[ 2\text{CO} = \text{C} + \text{CO}_2 \quad \Delta G_f^{12} = \Delta G_f^1 - \Delta G_f^2 \]  

(8)

Therefore the carbon solubility in oxygen is determined from the following equations in the same manner,

\[ K_3 = \frac{a_c \cdot P_{\text{CO}_2}}{(P_{\text{CO}})^2} = \exp\left\{ -\frac{\left(\Delta G_f^1 - \Delta G_f^2\right)}{R \cdot T} \right\} \]  

(9)

\[ P_t = P_{\text{CO}_2} + P_{\text{CO}} \]  

(10)

Carbon to hydrogen ratio and carbon to oxygen ratio, C/H and C/O, are determined as follows,

\[ \text{C/(C + H)} = \frac{P_{\text{CH}_4}}{(5P_{\text{CH}_4} + 2P_{\text{H}_2})} \quad \text{or} \quad 2 \frac{P_{\text{C}_2\text{H}_2}}{(4P_{\text{C}_2\text{H}_2} + 2P_{\text{H}_2})} \]  

(11)

\[ \text{C/(C + O)} = \frac{P_{\text{CO}} + P_{\text{CO}_2}}{(2P_{\text{CO}} + 3P_{\text{CO}_2})} \]  

(12)
3. RESULTS AND DISCUSSION

3.1. C-H system

Figure 2 shows the solubility limit of carbon in hydrogen as the forms of CH\textsubscript{4} and C\textsubscript{2}H\textsubscript{2} in gas phase. This figure quantitatively agrees well with the previous works (refs. 12 to 14). This result implies that the carbon solubility limit is virtually determined by only two chemical species, CH\textsubscript{4} and C\textsubscript{2}H\textsubscript{2}, in lower and higher temperature regions, respectively. Because of the no volume change of the C\textsubscript{2}H\textsubscript{2} formation reaction, the solubility limit at higher temperature range is independent from the gas pressure. On the other hand the solubility limit increased with increasing gas pressure because the formation of CH\textsubscript{4} is expansion reaction.

In the diamond deposition using C-H gas system, C\textsubscript{2}H\textsubscript{2} forms at high temperature for gas activation. On the substrate surface, C\textsubscript{2}H\textsubscript{2} is quenched and decomposes because of lower stability at the lower temperature range with depositing solid carbon. However, the solid carbon can evaporate in the form of CH\textsubscript{4} at the substrate temperature because CH\textsubscript{4} becomes stable at that temperature. These processes enable the simultaneous deposition and evaporation (or etching) of carbon on the substrate surface with the aid of atomic hydrogen. These simultaneous reactions are believed to be key processes for diamond deposition.

![Figure 2](image_url)

Figure 2 Solubility limit of carbon in hydrogen as CH\textsubscript{4} and C\textsubscript{2}H\textsubscript{2}.

3.2. C-O system

Figure 3 shows the solubility of carbon in oxygen as the forms of CO or CO\textsubscript{2} in gas phase. This reaction of solid carbon deposition is well known in the field of metal refining as “Boudouard reaction”. Compared with the C-H system, oxygen shows an extremely high affinity to carbon, and oxygen molecules cannot exist in the presence of solid carbon. Therefore no etching effect of oxygen molecule or atomic oxygen is expected in the diamond deposition, because solid carbon, diamond, exists in the process. This reaction is also affected from the pressure of reaction gas, because volume changes through the reaction.
3.2. C-H-O system

The importance of CO for understanding the diamond deposition process using a reaction gas in C-H-O system should be pointed out. CO becomes extremely stable at higher temperatures such as the temperature for gas activation. This is obvious from fig. 1. Therefore if the oxygen were added to the C-H system at higher temperature of gas activation for diamond deposition, firstly the oxygen combines with carbon and forms CO, and excess carbon resolves in hydrogen in the form of C\textsubscript{2}H\textsubscript{2}. Through these considerations, and combining C-H and C-O phase diagrams with C-H-O composition diagram, C-H-O phase diagram is obtained, as shown in figure 4.
4. CONCLUSIONS

In order to understand diamond deposition using C-H-O reaction gas, C-H, C-O and C-H-O phase diagram are predicted from the thermodynamic data for limited chemical species, CH₄, C₂H₂, CO and CO₂, and the following conclusions are obtained.

1. Solubility limit of carbon to hydrogen or C-H phase diagram is mainly determined by CH₄ and C₂H₂.
2. Low carbon concentration for preferable for diamond deposition with C-H gas comes from low stability of CH₄ and C₂H₂, that is, high free energies of formation of them.
3. C-H-O phase diagram can be determined from the thermodynamic data of the limited chemical species, CH₄, C₂H₂, CO and CO₂.
4. “CO line” for diamond deposition in C-H-O diagram is caused by the extremely high stability of carbon mono-oxide, CO, at high temperature.

Simultaneous reactions of deposition and evaporation of carbon should be a key process for deposition of metastable diamond that is believed to come from the fact that the stable gas phases exchange between high and low temperature.
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ABSTRACT
Piezoresistive properties of chemical vapor-deposited boron-doped p-type polycrystalline diamond films were investigated. The p-type polycrystalline diamond films of about 2 µm thickness were grown on SiO2/Si substrate using a hot-filament reactor. Effective carbon concentration, defined as (C-O)/H, was varied from 2.2 to 5.5 %, and boron to carbon ratio was kept constant. Gauge factor for the p-type diamond piezoresistor decreased with carbon to hydrogen ratio. The quality of the diamond films were examined by using a scanning electron microscope (SEM), Raman spectroscopy and X-ray diffraction. The diamond films were degraded with the (C-O)/H.

Keywords: Piezoresistive effect; Gauge factor; Hot filament CVD; P-type diamond films.

1. INTRODUCTION
Boron-doped diamond shows piezoresistive effect [1]. Sensors using diamond strain gauge can be used in harsh environments [2]. The typical gauge factor was reported to be over 2000 for single crystalline diamond and under 100 for poly-crystalline diamond [3]. To produce diamond sensors for pressure or acceleration measurement, manufacturing technology of low cost diamond film with enough piezoresistive effect for the sensors is important. Polycrystalline diamond film is superior to single crystalline diamond in terms of production cost, but the gauge factor of the polycrystalline diamond film must be improved at least to 100, which is a comparable value of Si. Polycrystalline diamond piezoresistor fabricated on a polished polycrystalline diamond wafer [4] and an intra-grain poly-diamond piezoresistor [3] was reported to show high gauge factors of 1000 and 4000, respectively. However, those techniques can not be used widely, because of the cost and special technique required. In this report, with a view to improving the gauge factor of the polycrystalline diamond film, the effect of the carbon concentration of reaction gas to the gauge factor was investigated.

The relationship between boron concentration and gauge factor has been investigated, but the effect of another parameter, (C-O)/H, on the gauge factor was not been adequately investigated, well.

2. EXPERIMENTAL
Boron-doped diamond films were deposited on thermally oxidized Si substrates, 10×10×0.4 mm³. The thickness of the thermal SiO2 layer was 1µm and the boron-doped film was 2 µm. The Si substrate was scratched with diamond powder 1-5 µm in diameter by ultrasonic cleaner for 60 minutes. The deposition was carried out in a hot-filament chemical vapor deposition (CVD) reactor under the conditions shown in Table 1. The growth parameters used are largely standard growth conditions for CVD diamond films. The Si substrate was heated to 900 °C at 30 Torr varying (C-O)/H from 2.2 to 5.5 % with a constant 290 ppm boron concentration in liquid solution. In this experiment, the carbon to hydrogen ratio was varied in order to improve the quality of the diamond film. Hydrogen was introduced through two lines. One of them was used for evaporation of liquid solution. The boron was doped during the deposition with reaction gas using a solution of H2BO3 to methanol (CH3OH) which was diluted to 1/3 with acetone ((CH3)2CO), and vaporized by hydrogen bubbling. Effective carbon concentration was defined as (C-O)/H and calculated by

\[
\frac{C-O}{H} = \frac{2Q_3}{2(Q_1+Q_2)+6Q_3}
\]
Where Q1 is hydrogen gas flow rate, Q2 is bubbling hydrogen gas flow rate and Q3 is acetone gas flow rate. Morphology and structure of the diamond films were examined using a scanning electron microscope (SEM), Raman spectroscopy and X-ray diffraction. Ohmic contact to diamond was made with a silver based epoxy adhesive. Piezoresistive effect measurements were carried out using a lever structure, as shown in Figure 1, which applied tensile strain to the film [5].

### Table 1 Conditions for diamond film deposition

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substrate temperature</td>
<td>900 °C</td>
</tr>
<tr>
<td>Filament temperature</td>
<td>2500 °C</td>
</tr>
<tr>
<td>Filament-substrate distance</td>
<td>5 mm</td>
</tr>
<tr>
<td>*(C-O)/H</td>
<td>2.2~5.5%</td>
</tr>
<tr>
<td>Pressure</td>
<td>30 Torr</td>
</tr>
<tr>
<td>Time</td>
<td>60 min.</td>
</tr>
<tr>
<td>Hydrogen flow rate</td>
<td>300 sccm(main)</td>
</tr>
<tr>
<td></td>
<td>30~106 sccm(bubbling)</td>
</tr>
</tbody>
</table>

* Evaporation of methanol was neglected.

![Fig. 1. Schematic representation of piezoresistive effect measurement](image)

**3. RESULTS AND DISCUSSION**

Figure 2 shows the relationship between (C-O)/H and gauge factor. Gauge factor increased with decreasing the carbon to hydrogen ratio, from 33 to 3. The gauge factor is determined from strain and resistance change of the film.

### Table 2 Resistivity of diamond films

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>(C-O)/H</th>
<th>Resistivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2023</td>
<td>5.5%</td>
<td>0.44 Ω cm</td>
</tr>
<tr>
<td>2040</td>
<td>4.4%</td>
<td>0.08 Ω cm</td>
</tr>
<tr>
<td>2048</td>
<td>3.0%</td>
<td>2.96 Ω cm</td>
</tr>
<tr>
<td>2050</td>
<td>2.2%</td>
<td>3.15 Ω cm</td>
</tr>
</tbody>
</table>

![Fig. 2. Gauge factor vs. (C-O)/H](image)
Table 2 shows resistivity of the diamond films. Each sample was deposited with the same boron concentration in the liquid solution, but resistivity greatly changed with (C-O)/H.

Figure 3 shows SEM photos of the diamond films. The morphology of the diamond films changed with (C-O)/H. In the 5.5% sample, diamond facets are not seen, and become smooth surface. However, diamond facets appear and become more clear with decreasing (C-O)/H.

Figure 4 shows the Raman spectroscopy of the diamond films. In the 2.2% sample, diamond peak in 1333cm\(^{-1}\) is observed clearly, but it becomes lower with increasing (C-O)/H and finally disappears in the 5.5% sample. A broad G peak at approximately 1580cm\(^{-1}\) is observed in all the samples, and the quality of the diamond film is improved with decreasing (C-O)/H. From these results, diamond is detected in the 2.2%, 3.0% and 3.7% samples but could not be identified in the 5.5% sample.

Figure 5 shows XRD patterns of the diamond films. Diamond peaks are observed in all the samples, the intensity of the (111) peak is stronger than that of (220) peak in the 2.2%, 3.0% and 3.7% samples but in the 5.5% sample, (220) becomes main. The texture of the diamond film change from (111) to (220) with (C-O)/H.

From these results, the quality of the diamond film is improved by decreasing (C-O)/H, as is its gauge factor. As improving the quality of the diamond film, graphitic carbon in grain boundary would decrease which enables carrier
to move easily. In the 5.5% sample, diamond peak is observed by XRD, but the film has no diamond Raman peak, and the morphology shows no diamond facets. This would be caused by the formation of a nano crystalline diamond.

4. CONCLUSION

Piezoresistive properties of chemical vapor-deposited boron-doped p-type polycrystalline diamond films were investigated. The p-type polycrystalline diamond films of about 2 µm thickness were grown on SiO2/Si substrate using a hot-filament reactor under (C-O)/H was varying from 2.2 to 5.5% and boron-to-carbon ratio kept at 290 ppm. Gauge factor for the p-type diamond piezoresister reached 33 in the 2.2% sample. The quality of the diamond films strongly affects the piezoresistive effect of polycrystalline diamond.
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SCANNING TUNNELING MICROSCOPY STUDIES OF HYDROGENATED AND OXYGENATED CVD DIAMOND (100) SURFACES
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ABSTRACT
We have investigated surface atomic structures of microwave-plasma chemical-vapor-deposited (CVD) homoepitaxial diamond (100) using a scanning tunneling microscope (STM) in ultra-high vacuum. The STM images were taken from H-terminated B-doped diamond (100):H 2×1 structure at plus and minus sample biases. At a plus sample bias, the images related to empty states of the surface atoms were featured by a row separation of 0.50 nm. At a minus sample bias, however, the images corresponding to occupied states were featured by a row separation of 0.25 nm. These STM images are considered to reflect anti-bonding and bonding orbitals of the surface C-H bonds related to the 2×1 structure, respectively. We also observed STM images of O-terminated B-doped diamond (100) surfaces. The STM images taken from an O-terminated surface showed a regular structure reflecting the 2×1 structure that had formed before the oxidization. This indicates that a moderate oxidization can keep the surface atomic regularity of the 2×1-structured H-terminated diamond (100). Furthermore, from these observations, possible oxygen sites bonded to the diamond (100):H 2×1 surface are discussed in relation to the amount of hydrogen in the CVD diamond surface.

Keywords: CVD diamond, surface structure, STM, hydrogen, oxygen
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THEORETICAL ANALYSIS ON PIEZORESISTIVE EFFECT OF DIAMOND FILMS 
BY CHEMICAL VAPOR DEPOSITION
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ABSTRACT

The piezoresistive effect in p-type heteroepitaxial diamond films was investigated. The diamond films were prepared on Si (100) by microwave plasma chemical vapor deposition. The films were boron doped by the cold implantation and rapid annealing technique. The experimental results showed that the gauge factor for the diamond films at 100 microstrain was about 1200 at room temperature. Based on the Fuchs and Sondheimer thin film theory and valence band split-off model, a theoretical calculation of the piezoresistive effect in diamond films was presented by solving Boltzmann transport equation in the relaxation time approximation and using the parallel connection resistance model. The analysis results were in good agreement with the experimental data.

Keywords: Diamond films, Piezoresistive effect, Valence band split-off, CVD

INTRODUCTION

Recently, it was found that both the p-type single and polycrystalline diamond films prepared by chemical vapor deposition have a very significant piezoresistive effect (ref. 1 to 2). Diamond has a unique combination of mechanical, electronic and chemical properties. Therefore, there is a tremendous potential for diamond piezoresistive sensors with a performance much better than that of similar Si or SiC, especially in chemical harsh, strong radiation and high temperature (ref. 3 to 6). In this work, the piezoresistive effect in p-type diamond thin films was investigated. The origin of the piezoresistive effect in diamond films was theoretical analyzed.

EXPERIMENTAL DETAILS

The diamond films were grown on Si (100) by microwave plasma CVD system. The chamber was evacuated to $10^{-3}$ Torr. The reactive gases were a mixture of H$_2$ and CH$_4$. The Total pressure was about 18 mbar and the flow rate was 300sccm. The substrate temperature was set at 850 °C. The microwave power and frequency were 800W and
2.45GH₂, respectively. The substrates were treated with a hydrogen plasma for 20min, then, a bias of -250V relative to the microwave plasma was applied to the substrate for 20min. CH₄/H₂ was about 2%. Subsequently, the bias voltage was turned off, but all the process conditions, remained unchanged except for CH₄/H₂ 0.5% and substrate temperature 750°C. The growth time was 12h. X-ray and Raman spectroscopy measurements showed that the films were in the orientation growth with diam (100) // Si (100) and diam <110> // Si <110> (ref. 7 to 8). The diamond films were boron-doped by the cold implantation and rapid annealing technique (ref. 9).

The strain gauge of p-type diamond films were prepared by etching the boron-doped diamond layers on the undoped diamond films using oxygen plasma in a reactive ion etching system. The diamond strain gauge on diamond / silicon diaphragm was set in a seated test vessel to measure the piezoresistive effect. Ar gas was introduced into the vessel and a tensile stress was created by the gas pressure. The strain can be measured by Raman spectroscopy (ref. 10). The resistance of the films was determined by electrical four-point measurements.

**THEORETICAL ANALYSIS**

The origin of piezoresistive effect in p-type diamond films was ascribed to strain-induced splitting or shift of the boron acceptor level relative to the valence band (ref. 2). The effect can be studied by solving the Boltzmann
equation in the relaxation time approximation. Considering an electric field \( \vec{E} \), the Boltzmann equation can be written as

\[
\bar{v} \cdot \nabla f - \frac{e}{\hbar} \vec{E} \cdot \nabla \tilde{k} f = -\frac{f - f_0}{\tau}
\]  

(1)

where \( \bar{v} \) is the velocity of hole, \( f(\bar{v}, \vec{r}) \) and \( f_0(\bar{v}) \) are the distribution and equilibrium distribution function, respectively, \( \vec{r} \) is the plate vector of the hole, \( \tau \) and \( \hbar \) are the relaxation time and the plank constant, respectively. \( \nabla \tilde{k} \) is the gradient of wave vector \( \tilde{k} \). The general solution of eq. (1) can be obtained by the Fucks-Sondheimer thin film model (ref. 13) in the form

\[
f = f_0 - \bar{v} \cdot D \frac{\partial f_0}{\partial E} [1 + F(\bar{v}) \exp(-z/\tau_v)]
\]  

(2)

where \( D = -e \tau A \vec{E} \), \( A = 1 + F(\bar{v}) \exp(-z/\tau_v) \), \( \varepsilon \) is hole energy and \( F(\bar{v}) \) can be defined as \( F^\pm(\bar{v}) \) for \( v_z > 0(+) \) and \( v_z < 0(-) \) from Fucks boundary conditions (ref. 13),

\[
F^+(\bar{v}) = -\frac{1 - S}{1 - S \cdot \exp(-d/\tau_v)} \quad v_z > 0
\]  

(3)

\[
F^-(\bar{v}) = -\frac{1 - S}{1 - S \cdot \exp(-d/\tau_v)} \cdot \exp(d/\tau_v) \quad v_z < 0
\]  

(4)

where \( S \) is the coefficient of surface scattering. Then, the current density and conductivity can be written as

\[
\vec{j} = \frac{2e}{(2\pi)^3} \int \bar{v}(f - f_0)d^3\bar{k} = \frac{3e^2}{(2\pi)^3} \int \tau A \bar{v} \cdot \vec{E} \frac{\partial f_0}{\partial E} d^3k
\]  

(5)

\[
\sigma_{ij} = \frac{2e^2}{(2\pi)^3} \int \tau A \bar{v} \cdot \frac{\partial f_0}{\partial E} d^3k
\]  

(6)

The conductivity components for the stripe sample can be written as

\[
\sigma_{xx} = \frac{e^2 \mu}{m^*} \left[ A \gamma^2 \alpha^2 e^{-\alpha} \cdot \sin^3 \theta \right] d\alpha d\theta
\]  

(7)

in which \( \alpha = (E_v - \varepsilon)/kT \), \( P \) is hole density. For the cases of the spherical energy surface and the mixed scattering by lattice vibration and ionized impurities, the relaxation time can be become as (ref. 14),

\[
\tau = \frac{3 \sqrt{\pi} m^* \mu_L \alpha^2}{4e} \cdot \frac{\gamma^2}{\beta + \alpha^2}
\]  

(8)

where \( \mu_L \) is the mobility of hole and \( \beta \) is a slowly varying function of energy. Substituting eq. (8) into (7), then conductivity is given by
\[ \sigma_{xx} = Pe\mu_L \varphi(t)k(\beta) \] 

in which

\[ \varphi(t) = 1 - \frac{3}{8t}(1 - S) \] 

\[ K(\beta) = \int_0^\infty \frac{\alpha^3 e^{-\alpha}}{\alpha^2 + \beta} d\alpha \] 

where \( t = \frac{d}{\lambda} \), \( d \) is film thickness, \( \lambda \) is the mean free path of the hole.

The valence bands of semiconducting diamond are consisted of the light-hole band, the heavy-hole band and the split-off band. The energy interval between the heavy-hole band and split-off band is about 0.006eV without strain. The light-hole and heavy-hole bands are degenerate. Considering a parallel connection resistance model for the light, heavy and split-off bands, the conductivity under certain strain can be given by

\[ S_{xx}(\Delta\varepsilon) = \sum_{i=1}^{3} \sigma_{xx}(i) \] 

where \( \sigma_{xx}(i) \) \( (i=1,2,3) \) is the conductivity of light, heavy and split-off hole bands, respectively. Thus, piezoresistivity of the films under the certain strain can be written as

\[ \frac{\Delta \rho}{\rho_0} = S(0) = A(0) - 1 = \frac{A(\Delta\varepsilon)}{A(0)} - 1 \] 

in which

\[ A(\Delta\varepsilon) = \sum_{i=1}^{3} P_{i2}(\Delta\varepsilon) \cdot \mu_{i2} \cdot \varphi(t_i) \cdot K(\beta_i) \] 

where \( P_{i2}(\Delta\varepsilon) = \frac{P_i}{P_2} \) \( (i=1,2,3) \), and \( \mu_{i2} = \frac{\mu_{Li}}{\mu_{Li} + \Delta\varepsilon} \). \( \Delta\varepsilon \) is the energy level interval between light-hole band and heavy-hole band.

Fig. 2. Shows the numerical calculation results of piezoresistive effect for p-type heteroepitaxial diamond films under a uniaxial stress according to eq. (13). From Fig. 2, it can be seen that the relative changes in the resistivity with \( \Delta\varepsilon \) are much likely that with strain as shown in Fig. 1. The relative change in resistivity is approx 0.12 at 100 microstrain at room temperature. There are also the same values when \( \Delta\varepsilon \) is about 0.56 \( \times 10^{-3} \)eV. These imply that the light-hole band shifts to 0.56 \( \times 10^{-3} \)eV downward under a tensile stress, which was caused by 100 microstrain. These suggested that the piezoresistive effect in p-type diamond films is responsible in terms of the light-hole band split-off under the stress.
CONCLUSION

The experimental results have showed that there was a very large piezoresistive effect in the p-type heteroepitaxial diamond films. The gauge factor for the films at 100 microstrain was found to be 1200 at room temperature, greatly exceeding that of crystalline silicon. The origin of piezoresistive effect in diamond films can be explained by a valence band split-off model. Theoretical calculation was in good agreement with experimental results.
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IDENTIFICATION OF THE CHEMICAL STATE OF CARBON ATOMS ON NANODIAMOND POWDER SURFACES
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ABSTRACT

The chemical state of carbon atoms on surface of nanodiamond particles is not known. In order to identify the chemical state the N(E) CKVV Auger spectroscopy with X-ray excitation of Auger emission have been used. According to the CKVV data on the surfaces of nanodiamond particles the carbon atoms have the same electron configuration as in graphite: σ\(^1\)σ\(^2\)π\(^1\), but opposite to graphite the π∗π transitions do not take place. The phenomenon is evidence of absence of overlapping π-levels. The same chemical state takes place on surface of natural diamond (110) after H-treatment. The chemical state is inactive to environment.

Keywords: AES, Nanodiamond, Surface chemical state.

INTRODUCTION

It is well known that the CVD diamond growth on non-diamond substrates begins after long time treatment of the surfaces. Nano size diamond powder considerably reduces this time (ref. 1,2). This fact allows to assume, that on a surface of ND particles there is a chemical state (Cd) of carbon atoms, which is responsible for diamond nucleation and growth. The Nano size diamond powder is designed as Nanodiamond (ND) or Ultra dispersion diamond (UDD). In order to identify the chemical state of carbon atoms on (ND or UDD) surfaces the N(E) CKVV Auger spectroscopy with X-ray excitation of Auger emission have been used.

EXPERIMENTAL

XPS and X-ray excited Auger electron spectra (XAES) were obtained using the MK II VG Scientific spectrometer with nonmonochromatized Al K\(\alpha\) X-ray source (1486.6 eV). The base pressure both in main and preparation chambers was equal to 5*10\(^{-10}\) mbar. All spectra were calibrated relative to the reference C1s XPS peak (284.8 eV). The position of C1s was determined with respect to Ar2p\(^{3/2}\) XPS peak at 241.3 eV after implantation of a small dose of Ar\(^+\) into UDD.

UDD powders (3-5 nm) were received from the Kiev Institute of Superhard Materials, Snejinsk and from Krasnoyarsk. The UDD powder was deposited on a Si plate with native oxide by mean an alcohol suspension in an ultrasonic bath. Si2p XPS peak was used to measure surface coverage. W hot-filament (2300 K) was used for decomposition of H\(_2\). The temperature of W- filament was measured by a pyrometer. Distance between the hot-filament and sample is equal to 10 mm. The temperature of diamond, UDD and silicon samples was measured by thermocouple that was deposited side by side. Apparently, such a method of temperature measurement underestimates its real value on the surface due to the temperature gradient in the surface layer. The surfaces of UDD and natural diamond were analyzed before and after H treatment at 10\(^{-6}\) mbar in the preparation chamber of the spectrometer. After that the sample was transferred in to analysis chamber. The crystal plane (110) of a natural diamond of size 6\(\times\)5 mm and 1.5 mm thickness was mechanically polished by means of a cast iron wheel. The roughness was equal to about 1 nm. An ultrasonic rinse in acetone and then in alcohol was performed prior to the mounting sample in the vacuum chamber.

RESULTS

Fig. 1 shows comparison of UDD CKVV Auger spectrum with Auger spectra of carbon atoms in sp\(^2\) and sp\(^3\) references forms. The slopes of the right parts spectra of HOPG and fullerine coincide. Hence the same process takes place in the case of fullerine. The shift of the CKVV Auger spectra fullerene can be attributable to the more deep
position of its $\pi$-band in comparison with that of graphite as was shown by Swami et al (ref.3). The Auger spectra of UDD differ from that of fullerene, polyethylene and HOPG. The slope of the right part of polyethylene and UDD spectra coincides but differs in the kinetic energy position.

![Figure 1. Comparison of experimental Auger spectra.](image1)

In order to determine the chemical state of C-atoms on a surface of UDD and diamond after H-treatment we must identify CKVV Auger spectra. Earlier we showed (ref. 4) that the Auger spectra of these states are the same. The comparison of UDD and HOPG spectra with the self-convolution of DOS (the last one is taken from Murday et al (ref. 5, 6) is represented in Fig. 2. It can be seen that in the UDD case $\pi^*\pi$ and $\sigma_s^*\pi$ transitions are not realized. The contribution of $\sigma_p^*\pi$ take place in the spectra and consequently there are $\pi$-bonds on the surface. So, this implies that on UDD surfaces the carbon atoms have the same electron configuration as in graphite: $\sigma_s^1\sigma_p^2\pi^1$ but opposite to graphite the $\pi^*\pi$ transitions do not realized.

![Figure 2. Comparison of the experimental Auger spectra of HOPG and UDD with the self-convolution of graphite: 1 – $\pi^*\pi$; 2 – $\sigma_p^*\pi$; 3 – $\sigma_p^*\sigma_p$; 4 – $\pi^*\sigma_s$; 5 – $\sigma_p^*\sigma_s$; 6 – $\sigma_s^*\sigma_s$.](image2)
The VB is a valance band formed by $\sigma$ - electrons of graphite. The process (2a) show $\pi$0–hole infill by valence band (VB) electrons as results of which the Auger decay go through the $\pi$ - electrons. The (1) - (3) equations show processes for right part of Auger spectra. The (2*), (3*) and (2**), (3**) processes one should introduce in order to understand the coincidence of the slope of the experimental Auger spectra UDD and polyethylene. In the Auger decay takes part three electrons: $\sigma^p$pheric (UDD) and $\sigma^p$ (polyethylene). These hypothetical schemes are supported by results in Figures 2, 3. So, this implies that on UDD surfaces the carbon atoms have the same electron configuration that in graphite: $s^1\sigma^1\pi^1$, but opposite to graphite the $\pi^*\pi$ transitions are absent. In principle the $\pi\pi^*$ transitions it is impossible in graphite because of one electron on the $\pi^*$ - level. But the $\pi^*\pi$ transitions in graphite take place due to the fact of $\pi$-holes delocalization in graphite (2a process). We use the CKVV Auger spectrum of polyethylene as standard of $sp^3$ – bonds because a preparation of diamond surface with the $sp^3$ - bonds are difficult if not impossible to realize. We received UDD-like state on diamond surfaces as result of a standard polishing process.
Fig. 4 shows coincidence of EEL spectra UDD and diamond. This implies the same chemical states in both cases but differ from that of HOPG. The depth information of the CKVV Auger emission, Electron energy loss of C1s and valence band XPS is equal to about 2, 7 and 10 monolayers respectively according to our estimation on base Powell and Jablonski formulas (ref. 8). So, the combination of the techniques allow to study chemical bonds in the range of 2 ÷ 10 monolayers. It is very important since the growth of CVD diamond go through layer by layer deposition. The EEL of C1s XPS spectra opposite to CKVV Auger show diamond state on the nanodiamond particles. This is because of the difference in the depth information. The absence of π-plasmon feature in EEL spectrum of UDD is evidence of very thin layers with the $\sigma_1 \sigma$ $\pi^1$ surface state. The Electron energy loss of C1s spectra are informative about C = C bonds through the π-plasmon excitation (ref. 9,10).

DISCUSSION

Our results show that on the surfaces of nanodiamond powder and natural diamond after in-situ or ex-situ H-treatment take place the same chemical state of carbon atoms (ref. 4). Obviously, Pate’s (ref. 11) experimental data allow to gain insight into the chemical state of carbon atoms that was observed by the CKVV Auger spectra. Pate (ref. 11) found that valence band and core level spectra of diamond (111) undergo reversible changes due to cycles of hydrogen adsorption and desorption. After desorption of hydrogen the PES spectrum shows the presence of a feature in spectrum similar to that of the π-bands of graphite. The analogous state was observed by Himpsel et al (ref. 12). The angle-integrated data were very similar to the behavior of the π bands of graphite. However, the angle resolved data show that the surface state has not the same momentum distribution as the π-bands of graphite. It is very likely that, the N(E) CKVV Auger spectra are conditioned by the same surface state that was observed by Pate (ref. 11) and Himpsel et al (ref. 12). Probably, the CKVV Auger spectra allow work out in detail of π - bonded chain model of Pandey (ref. 13). For example, the CKVV Auger spectra is evidence of absence the π-levels overlapping. The same data did not follow from PES measurements (ref. 11,12).

The π*π transitions in CKVV Auger decay are virtual only under delocalization of π-holes. The π*π transitions are inherent for standard chemical compounds with sp$^2$ – bonds. The absence of the transitions allow to suppose that we deal with a new surface chemical state of carbon atoms. Along with that the chemical states of carbon atoms may be classified by CKVV Auger spectra as: sp$^3$ - bonds and Nanodiamond-like chemical state (NDLCS). We suppose the NDLCS is originality chemical state of carbon atoms on base of the next measurements:

- a volume of Nanodiamond samples as received and after in-situ H-treatment and heating up to 1100 K;
- natural diamond (110) after in-situ H-treatment at 1000 K;
- natural diamond (110) after ex-situ H-treatment during 8 minutes at 1100 K in ASTeX-PDS19 techniques at conditions of CVD growth without CH$_4$.
- after interruption of ex-situ CVD diamond growth in ASTeX-PDS19 techniques;
- after standard mechanical polishing.

In every of the measurements the CKVV Auger spectra were practically equiform. The results are evidence of a inertness of the NDLCS and powerful of the Auger emission with X-ray excitation for study of CVD growth in-situ and ex-situ as well as.

CONCLUSIONS

According to the CKVV data on the surfaces of the nanosized particles the carbon atoms have the same electron configuration that in graphite: $\sigma^1\sigma^p_2\pi^1$ but opposite to graphite without overlapping of $\pi$-levels because the $\pi^*\pi$ transitions are absent. The chemical state of the nanosized particles is inactive to environment. The Auger spectra of the nanosized particles have original shape and differ from that for standard chemical compounds with sp$^2$ – or sp$^3$ – bonds. It seems plausible that the NDLCS is responsible for diamond nucleation and growth.
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ABSTRACT

Photolysis of perfluoroazooctane with diamond powders led to the chemical modification of the diamond surfaces under mild conditions to introduce perfluoroctyl ester and ether functional groups, confirming by means of FT-IR, XPS and \(^{19}\)F NMR measurements.

**Keywords:** Perfluoroalkylation, Photolysis, Diamond powder, Surface modification

INTRODUCTION

Diamond is a material, which has been widely investigated because of its various unique properties such as electrical, thermal and mechanical properties (ref. 1). Chemical modifications of the diamond surfaces have been expected to lead improvement of its original behaviors (ref. 2 to 4). We can find recent studies on introduction of organic functional groups such as benzyloxy (ref. 5), cyano (ref. 6) and alkyl substituents (ref. 7) on the surface of diamond films and powders terminated with hydrogen or oxygen by using photo- and thermochemical methods.

On the other hand, perfluoroalkyl-containing organic compounds have attracted much attention in the field of medicinal chemistry and material science because of their unique properties derived from the presence of fluorine atoms, namely biological activities and water/oil repellent properties (ref. 8). Previously we reported that photolysis of perfluoroazooctane (1) gave perfluoroctyl radicals effectively in solutions under mild conditions for perfluoroalkylation of organic compounds (ref. 9). Introductions of substituents containing fluorine atom would result in improvement of the behavior of diamond surfaces, which is enhanced lubricity and stability under extreme conditions (ref. 10). To date, fluorination of diamond surfaces has been studied by use of F\(_2\) gas (ref. 11), CF\(_4\) plasma (ref. 12) and X-ray irradiation (ref. 13). These methods would make problems about handling of the reactions and make it necessary to use special vessels. In this paper, we report on a useful method for chemical modification of diamond powders with perfluoroalkyl substituent by using photolysis of 1 under mild condition.

EXPERIMENTAL

A typical experiment is described as follows. Azo compound 1 (3.7 mg) in perfluorohexane (4 ml), prepared according to the literature (ref. 14), was irradiated with a low-pressure mercury lamp for 8 h at room temperature in the presence of diamond powders (10 mg) purchased from Tomei diamond industry Co., Ltd. (MD500, 500 nm) and an argon atmosphere with stirring. After removal of the perfluorohexane solution from the reaction mixture, the residual powders were washed with perfluorohexane and hexane. The washed powders were analyzed with a microscopic FT-IR, X-ray photoelectron and solid-state \(^{19}\)F NMR spectrometers.

RESULTS AND DISCUSSION

Figure. 1a, b shows FT-IR spectra of the diamond powders before and after treatment of irradiation with 1. The sample after the photoreaction indicates observations of a new peak at 1196 cm\(^{-1}\) with C-F stretching bands and of a red shift of carbonyl stretching vibration from 1792 to 1751 cm\(^{-1}\). It is known that the surface of untreated diamond powders has carbonyl groups such as carboxylic acid and cyclic ketone (ref. 2 and 12). These results suggest that perfluoroctyl radical generated by photolysis of 1, abstracted hydrogen from carboxylic acid, and then the reaction...
of another C₈F₁₇ radical with carboxylic radical to give perfluoroocetyl ester on the surface of diamond powders (Scheme 1).

In order to confirm the formation of perfluoroocetyl ester functionality on diamond surface, the fluorinated material was treated under hydrolysis condition in aqueous NaOH. An FT-IR spectrum of the hydrolyzed material showed that the ester group reverted to carboxylic acid with a peak due to carbonyl group of the untreated diamond powders as shown in Figure 1c. However, C-F stretching bands remained around 1200 cm⁻¹ region and peaks of 2930 and 2856 cm⁻¹ were observed in the region of C-H stretching bands after hydrolysis. It was found that these results reveal perfluoroocytlation and hydrogenation of cyclic ketone on the surface of diamond powders occurred to

\[
\begin{align*}
C₈F₁₇N=NC₈F₁₇ & \xrightarrow{h\text{-l}} C₈F₁₄ + 2C₈F₁₇⁻ + N₂ \\
\end{align*}
\]

Scheme 1

Figure 1. FT-IR spectra of (a) untreated diamond powders, (b) diamond powders after treatment of perfluoroocytlation and (c) hydrolyzed fluorinated powders.
Figure 2. XPS spectra of diamond powders (a) before and (b) after irradiation with perfluoroazooctane (1). The inset is carbon 1s and oxygen 1s spectra of untreated and fluorinated diamond powders.

form perfluoroocetyl ether group which could remain unaltered under hydrolysis condition, accompanied with esterification of the diamond powders as shown in Scheme 1.

As shown in Figure 2, XPS spectra of the diamond powders were measured before and after treatment of perfluorooctylation, showing that a new peak at 694.4 eV of fluorine 1s was observed after irradiation. In the carbon 1s region, a strong peak at 293.1 eV with higher binding energies ascribed to carbon atom bound to fluorine atom,
compared with the untreated diamond powders. Additionally, binding energies of 534.6 and 538.0 eV of oxygen 1s were also observed due to C=O and C-O, respectively.

Moreover, the presence of the fluorinated surfaces on diamond powders was characterized with a solid-state $^{19}$F NMR for further confirmation. The spectrum shown in Figure 3 exhibited signals at $^\delta -79.2$ ppm (-OCF$_2$-) together with signals at $^\delta -119.2$ ppm (-CF$_2$-). No observation of signals due to –NCF$_2$- moiety shows that introduction of perfluoroocetyl group on diamond surfaces occurred, not physical adsorption of 1.

CONCLUSION

Photolysis of azo compound 1 with diamond powders led a chemical modification of the surface to form perfluoroocetyl ester and ether functional groups. The introduction of the perfluoroalkyl substituents was confirmed by FT-IR, XPS and $^{19}$F NMR measurements. Application of this method to diamond and its related materials thin films as a lubricant is under investigation.
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**OXIDATION EFFECTS ON POLYCRYSTALLINE DIAMOND FILM SURFACE**

Jingqi Li*, Qing Zhang, S. F. Yoon, J. Ahn
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**ABSTRACT**

Polycrystalline diamond films deposited by Hot Filament CVD technique are oxidized in both Thermogravimetric Analyser (TGA) and Lindberg furnace at temperature from 500°C to 800°C. TGA result shows that the onset oxidation temperature is about 700°C and the activation energy is 175kJ/mol. SEM images indicate that {111} facets are preferentially oxidized, {100} is the least reactive facets. On {111} facts, the oxidation is not randomly but regularly oriented, with some thin and long ‘ridges’ parallel to <110> direction, which has not been reported before. After oxidation at 700°C and 800°C, slight graphitization on diamond surface is indicated by Raman spectra.

**Keywords**: CVD diamond, Oxidation, TGA, Activation energy.

**INTRODUCTION**

Oxygen play a very important role both in improving diamond film quality by oxygen addition into reactive gas (refs. 1 to 2) and in modifying surface properties, such as electron emission (ref. 3), negative electron affinity (ref. 4), and electrical conductivity (ref.5), et al. Therefore, investigation of interaction of oxygen with diamond surface is of great importance.

In this study, polycrystalline CVD diamond films were prepared using HFCVD technique. Thermogravimetric analyzer (TGA) and Lindberg furnace were used for measuring the on-set oxidation temperature and diamond surface etching, respectively. The oxidation effects on diamond surface are discussed in detail.

**EXPERIMENTAL DETAIL**

CVD diamond films used in this study were deposited on Si (100) substrate using HFCVD technique, the substrate pretreatment and deposition conditions are the same as our previous paper (ref.6).

For the thermogravimetric analysis (TGA) study, free-standing diamond films were prepared by dissolving the silicon substrate in an HF solution and then analyzed using thermogravimetric technique which was performed on a PEKIN ELMER TGA7 Thermogravimetric analyzer. The oxidation of diamond films was conducted between room temperature and 1000 °C at a heating rate of 5°C/min in the atmosphere. The gas flowing rate in the furnace was 30ml/min.

In order to study the oxidation properties, diamond films on silicon were oxidized in Lindberg furnace at temperatures of 500, 600 and 800°C for 10 min, and at 700°C for 2min and 10min. A flow of 1000scm oxygen was used as oxidation source. During the temperature ascending and descending procedure, a flow of 1000scm nitrogen, instead of oxygen, was fed into the furnace to protect the sample from oxidation.

**RESULT AND DISCUSSION**

Before oxidation, diamond film surface was examined by scanning electron microscopy (SEM) images, as shown in Fig.1. The as-grown surface is a mixture of (111) and (100) facets, but dominated by (111) ones with average grain size of about 8µm. X-ray diffraction pattern and Raman spectroscopy result suggest that diamond films have high quality, no impurities are detectable by both of them.

Weight loss of the diamond films as a function of temperature is shown in Fig.2. It is found that the oxidation began at about 700°C, the weight of free-standing diamond films lost slowly from 700°C to 835°C. After 835°C, the weight dropped quickly until all the diamonds were burned out at 970°C. The starting temperature for oxidation is in the range of reported value of 500–800°C (ref.7 to 11), and is slight higher than that of natural diamond. The different results in the publications maybe caused by the quality of the diamond in the study, such as film thickness, grain size and defect number. Zhu et al (ref.7) has compared the starting oxidation temperature of diamond films
with diamond powders and found that the diamond powder started oxidation at a lower temperature. The smaller the powder grains, the lower the starting temperature.

**Figure 1.** SEM image of as-grown diamond surface

Oxidation rates at different temperatures are deduced from the TGA curve, and then are used to calculate the activation energy of diamond oxidation by Arrhenius plots. In our experiment, the activation energy is 175 kJ/mol. This value is less than the reported experimental and theoretical values for oxidation of pure {100} face, which is in the range of 183–230 kJ/mol (refs.11 to 14). Because the sample surface is dominated by {111} face, this activation energy value indicates that {111} is oxidized more easily than {100} face.

The morphology change of diamond films due to oxidation was observed by SEM. No oxidation phenomenon was found at 500 and 600°C. At 700°C, the oxidation effect was apparent. After 10 min oxidation, the diamond grains have been etched seriously, but some {100} facets are still unchanged, as seen in Fig. 2a, which demonstrates that {100} is the least reactive facet to oxidation. All the facets are oxidized at 800°C for 10 min. Figure 2b is an image of a facet after oxidation at 700°C for 2 min. It is interesting to notice that the surface is composed of many thin and long ‘ridges’ in parallel with one of the longer sides of this irregular hexogen. The formation of ‘ridges’ on

**Figure 2.** Diamond weight loss as a function of temperature
the oxidation surface indicates that the oxidation prefers a definite direction, along which the oxidation occurs much easily. According to Clausing’s cubo-octahedral crystal evolution model (ref. 15), this facet is a \{111\} facet, and the preferred oxidation direction can be attributed to \langle110\rangle.

![Diamond surface after oxidation at 700°C. The oxidation time for a and b are 10mins and 2mins, respectively.](image)

Diamond films oxidized at different temperature are analyzed by Raman spectra. There is no substantial change for diamond peak at 1332cm\(^{-1}\), but the broad peak at about 1580cm\(^{-1}\) increase slightly as the temperature, as shown in Fig.3, which is an indication of surface graphitization. This is in agreement with Zhu et al’s result[7]. After oxidation, there are a large amount of dangling bonds on diamond surface which cause high surface energy. Such carbon atoms tend to form C=C bond clusters to decrease the dangling bond number in the same mechanism as the formation of Pandy π-bonded chain (ref. 16) on diamond surface. We suggest that these C=C bond clusters are responsible for the graphitization.

![Raman spectra of diamond film after oxidation at different temperature.](image)
CONCLUSION

Oxidation of polycrystalline CVD diamond is investigated using TGA and Lindberg furnace, which give oxidation activation energy and etched diamond surface, respectively. Both activation energy and oxidation observation on diamond surface indicate that {111} facet is more reactive than {100}. The oxidation on {111} surface is not randomly, but prefers along <110> direction. The slight graphitization of diamond surface after oxidation is due to the formation of C=C bond clusters.
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CHEMICAL REACTIONS OF C-ATOMS WITH NANODIAMOND AND DIAMOND SURFACES
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ABSTRACT

The deposition of carbon atoms on surfaces of: a) silicon substrate; b) ultra dispersion diamond (UDD) and natural diamond (110) after H-treatment (ND-H-t) has been studied in-situ by N(E) CKVV AES with x-ray excitation combined with C1s and valence band XPS techniques. The chemical state (Cd) of carbon atoms on the surfaces of ND-H-t is identical to that in UDD. According to the CKVV Auger spectra the Cd state is conditioned by π-band different from that of graphite. The carbon atoms were prepared by decomposition of CH4 on W hot-filament at 2300 K. In case a) the carbon atoms formed a graphite-like structure. In case b) the CKVV Auger spectra did not show any modification of initial chemical state on UDD or ND-H-t surfaces up to about 4 monolayers. The results point to incorporation of carbon atoms into diamond structure.

Keywords: AES, Nanodiamond, Surface chemical reactions.

INTRODUCTION

The growth mechanism of CVD diamond films is a continuing subject of debate (ref. 1, 2). The theoretical models (ref. 2) of CVD diamond growth consist from more then hundred of elementary chemical reactions for both gas-phase and surface. While the gas-phase reaction mechanism is based on the known rate coefficient of elementary chemical reactions and experimental measurements, the surface reaction mechanism brings up a few problems. The main of them is the identification of chemical state of carbon atoms on a growth surface. The data (ref.3,4) imply the existence of two chemical states of carbon atoms CdH (sp3) and Cd (sp2) on diamond surface after H-treatment.

In the present paper we are reporting our results on identification of the chemical interaction Cd + C-atoms by N(E) CKVV Auger spectra, electron energy loss of C1s and valence band XPS. These techniques allow to determine chemical state of carbon atoms in depth from 2 to 10 mono layers. It is very important because the growth on surface go through layer by layer deposition.

EXPERIMENTAL

The surfaces of UDD and natural diamond were analyzed before and after H or CH4–treatment at 10^-6 mbar in the preparation chamber of the spectrometer after that the sample was transferred in to analysis chamber. The carbon atoms were prepared by decomposition of CH4 on W hot-filament at 2300 K. The temperature of substrate is equal about 700 K. The experimental condition were the same as in (ref. 5). The crystal plane (110) of a natural diamond of size 6*5 mm and 1.5 mm thickness was mechanically polished by means of a cast iron wheel. The roughness was equal to about 1 nm. An ultrasonic rinse in acetone and then in alcohol was performed prior to the mounting of the sample in the vacuum chamber.

RESULTS

First of all we determine products of CH4 decomposition by theirs deposition on silicon wafer with native oxide. Fig. 1-4 show the wide, Si2p XPS, CKVV and Electron energy loss of C1s XPS spectra before and after carbon deposition on Si substrate. The deposition speed of carbon atoms on silicon substrate was determined by effective attenuation of intensity Si2p and O1s spectra using Powell and Jablonski data (ref. 6). The speed is equal to about one monolayers/minute. The Si2p XPS spectra (Fig. 6) show weak chemical interaction of carbon atoms silicon and oxygen because there are not considerable changes in the Si2p spectrum in Fig. 2. The CKVV Auger spectra (Fig. 3)
and EEL of C1s XPS (Fig. 4) show the growth of a thin layers of graphite. Carbon atoms have been deposited on Si-substrate after Ar etching as well. In this case SiC was formed (Fig. 5).

![Figure 1. Wide spectra before and after C-atoms deposition on Si substrate.](image1)

![Figure 2. Si2p before and after C-atoms deposition](image2)

![Figure 3. CKVV before and after C-atoms deposition on Si substrate (Initial is carbon contamination).](image3)
Figure 4. EEL before and after C-atoms deposition on Si substrate.

Figure 5. Evolution of C1s XPS with C-atoms deposition on Si-substrate after Ar-etching.

Figure 6. Wide spectra before and after C-atoms deposition on UDD substrate.
Figure 7. Evolution EEL of C1s XPS with C-atoms deposition on Diamond (Initial is UDD).

Figure 8. Evolution of CKVV spectra with C-atoms deposition on UDD and ND-H-t.

Figure 9. Evolution of Valence band XPS with C-atoms deposition on Diamond.
DISCUSSION

The understanding of the chemical states and chemical interaction on diamond surfaces is important for further technological advances in the growth of smooth diamond films by the chemical vapor deposition method. In this connection we tried to study a peculiarities of C-atoms chemistry on diamond surface.

Graphite growth takes place under deposition of C-atoms on Si-substrate with native oxide. This conclusion follows from spectra on fig. 1, 3, 4. The Si2p XPS spectrum (Fig. 2) shows the absence of chemical interaction of C-atoms with substrate in this case. As result of chemical interaction of C-atoms with clean Si-substrate the growth SiC take place (Fig. 5) and diffusion of C-atoms in to deeper layers.

The Wide, CKVV, EEL and valence band spectra (Fig. 6-9) demonstrate another chemical interaction under deposition of C-atoms on natural diamond and UDD in comparison with that on Si-substrate with native oxide. Depth information (DI) of CKVV Auger emission, EEL of C1s XPS and Valence band is equal 2, 7 and 10 monolayers, respectively. As is easy to see on Fig. 6-9 there is not sharp modification of the spectra. It is expected that the modification of all spectra would be stronger. There are a few explanations for this modification:
1) C-atoms did not interact with diamond and UDD surfaces;
2) C-atoms incorporated in to structure of the deeper layers;
3) Strong diffusion and dilution of the C-atoms during deposition take place.

Obviously, the case 1) has low probability, because the deposition of C-atoms on Si-O substrate takes place without interaction. We have not answer on the cases 2) and 3) at present time.

Fig. 8 shows modification of the Auger spectra with C-atom deposition. In view of our data (ref. 5) the modification results in increase of $\pi^\ast\pi$ contribution. The noticeable changes of the CKVV spectra occurred only after 22 minutes of the C-treatment. This spectrum can be synthesized as 0.5 CKVV (UDD) + 0.5 CKVV (HOPG). This phenomenon can be considered either as the absence of adsorption on diamond surface or as the incorporation of adsorbed C-atoms into structure of the substrate without its modification. But the attenuation intensity of N1s XPS is evidence of C-atoms adsorption (Fig. 6). Consequently, the incorporation of C-atoms into structure of the substrate without its modification up to some monolayers should be supposed. The following reaction could take place in our experiment:

$$D_p + H \rightarrow D:C_dH$$  \hspace{1cm} (1)

$$D:C_dH + \text{X-ray (or thermo-des.)} \rightarrow D:C_d + mH$$  \hspace{1cm} (2)

$$D:C_d + C \rightarrow D:C_dC$$  \hspace{1cm} (3)

$$D:C_dC \rightarrow (D + nD) C_d$$  \hspace{1cm} (4)

where, $D_p$ – the chemical state on native diamond surface after polishing (sometimes this state represents the $sp^3$ mix sometimes it is UDD-like), D – diamond structure under top layers. The H-treatment of the $D_p$ in preparation chamber creates the $C_dH$ –site on the diamond surface (ref. 1). As the result of thermodesorption during H-treatment or the Auger decay induced in main chamber the desorption of H-atoms and formation of the $C_d$ –site on D takes place (ref. 2). In the preparation chamber C-atoms interact with the $C_d$ –sites on the surface, as the result of this process the nD – diamond layers grow up to some monolayers. The supposition of the nD – diamond layers is based on absent of the graphite inherent peculiarities in CKVV Auger spectra and XPS.

CONCLUSIONS

We have tried to show that by using the N(E) CKVV Auger spectroscopy in combination with electron energy loss of C1s and valence band XPS it should be possible to probe in situ C-atoms interaction with the diamond surfaces. The techniques allow to determine the chemical state of carbon atoms in the depth from 2 to 10 monolayers. It is very important because the growth on surface goes through layer by layer deposition.

Obviously, we observed the incorporation of C-atoms in to diamond structure.
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Electron emission from nano-structured diamond films deposited on ion implanted Si substrates

Changzhi Gu
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Abstract
Electron emission from diamond surface can occur due to its low or even negative electron affinities. Diamond films can show a planar electron emission property at low electric field and be manufactured cheaply. Although a considerable research effort on diamond field emission has been made in decade, there are no obvious mechanisms by which electrons can be transported through the bulk diamond film to the surface and how to obtain stable electron emission.

Nano-structured diamond film is one of the most promising materials for active display device because the high grain boundary density in film can submit more emit sites. In this paper we reported that the enhanced and stable electron emission at low applied fields is obtained from nano-structured diamond films deposited on Si substrates implanted by high concentration boron (B) and phosphor (P) ion.

3 μm-thickness nano-structured diamond films were grown on B and P ion implanted Si wafers by a microwave plasma enhanced chemical vapor deposition (MPECVD) process. The average grain size for films deposited on high concentration B and P implanted substrates is 30-200 nm. The electron emission properties from the films on implanted substrates were studies, an enhanced emission property from high concentration implanted samples were concluded. The results show that the high concentration implanted samples have an obvious decreasing in threshold and increasing in current density, particular to the high concentration P implanted sample. This can be attributed to the higher grain boundary density induced by small grain size of nano-structured diamond films deposited on implanted substrates, which permit more emit sites.
CHARGE-BASED DEEP LEVEL TRANSIENT SPECTROSCOPY OF DEFECTS IN ELECTRON–IRRADIATED AND ANNEALED CVD DIAMONDS
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ABSTRACT

Electrically active defects in undoped and moderately boron-doped microwave plasma CVD diamond films subjected to electron-irradiation and/or vacuum annealing to high, up to 1625°C, temperatures were studied with Charge-based Deep Level Transient Spectroscopy. Concentration, activation energy $E_A$, and capture cross-section of native and boron-related defects are determined. The undoped samples before the treatments displayed the acceptor defects with a continuous energy spectrum, while the B-doped samples showed two discrete levels with $E_A$ of 0.37 and 0.25 eV. The electron irradiation (2 MeV, dose $5 \times 10^{18}$ cm$^{-2}$) changes the parameters of boron-induced levels, reduces the concentration of the defects with the continuous energy spectrum, and strongly, by four orders of magnitude, reduces electrical conductivity. After annealing only one B-related level with $E_A = 0.37$ eV (boron in substitutional position) remains, but simultaneously an increase in abundance of acceptor defects with low activation energy was observed.

Keywords: diamond film, electron irradiation; annealing; boron doping, DLTS

INTRODUCTION

Defects result in efficient recombination centers or carrier traps, and determine carrier concentration, mobility and other electrical properties, which are important for diamond electronic application. Besides the defects formed during diamond growth specific defects can be created by ionising radiation. In case of electron irradiation the changes in electrical properties of boron-doped single-crystal diamond is interpreted in terms of radiation-induced donors, i.e. the introduction of donor defect levels into forbidden gap (refs. 1 to 4). In particular, the electrical resistivity of diamond increases, as was observed for single-crystals and homoepitaxial diamond films after light ion (H, He) irradiation (refs. 5,6), and for neutron-irradiated polycrystalline CVD diamond (ref. 7). It was found, mainly from optical measurements on electron damaged p-type boron-doped single-crystal diamonds, that the electron-induced defects are vacancies (refs. 1 to 4), which can act as compensating donors reducing the electrical conductivity in p-type diamond (ref.4,5). Furthermore, the electron-induced defects can decrease the carrier mobility that also would reduce the conductivity (ref.6). The concentration of electron-induced defects and their interaction with other native and impurity-related defects depend on the type of diamond and post-growth treatment, such as annealing (refs, 1 to 4, 8).

For unambiguous determination of the type of the defect-related conductivity, as a rule the Hall effect measurements are used. This technique, however, is difficult to use for diamond in view of its high resistivity (ref. 6). In the present work the isothermal Charge based Deep Level Transient Spectroscopy (Q-DLTS) (refs. 9 to 13) was applied to measure the concentration, activation energy, and capture cross-section of uncompensated electrically active defects in CVD diamond.

In our previous work (ref. 11) it was found that as-grown B-doped polycrystalline diamond films show a continuous Q-DLTS spectrum with two (for some samples, three) boron-induced peaks corresponding to discrete acceptor energy levels. In contrast, only one boron-induced level with activation energy 0.37 eV is displayed in B-doped homoepitaxial diamond films and single-crystal diamonds (ref.12). Here we characterise, using primarily Q-DLTS technique, undoped and boron-doped microwave plasma CVD polycrystalline diamond films subjected to electron irradiation and/or annealing at high temperatures.
EXPERIMENTAL DETAILS

Sample preparation
The samples of undoped (electrical resistivity \( \rho = 10^{12} - 10^{13} \, \Omega \cdot \text{cm} \) at the room temperature) and moderately boron-doped (\( \rho \sim 10^5 \, \Omega \cdot \text{cm} \)) polycrystalline diamond films were examined. The diamond films of 0.4 mm thickness have been grown on Si substrates in a microwave plasma-enhanced CVD system ASTeX-PDS19 (ref. 11,14). The films were chemically separated from the substrate, and cut by a laser to smaller plates (samples) for characterization. The surface conductive layer (if any) on the surfaces of as-grown samples was removed by annealing in air at 800 K for 20 min.

Several undoped and B-doped samples were irradiated with 2 MeV electrons at a dose 5\times10^{18} \, \text{cm}^{-2}, and annealed at 1625 K in vacuum of 10^{-5} \, \text{torr} for 1 hour. A sandwich contact configuration was used for the electrical measurements. Low resistivity Ohmic contacts on diamond were prepared by a deposition of Ti/Au bilayer, and its subsequent annealing at 400°C. For making Schottky contacts Ni films were deposited by magnetron sputtering.

Isothermal Charge-based Deep Level Transient Spectroscopy (Q-DLTS)
The isothermal Q-DLTS technique used to characterise the electrically active defects (acceptors in our case) differs from well-known C-DLTS method (ref. 15) in that the parameters of trapped charge \( \Delta Q \), rather than capacitance \( \Delta C \), transient process is measured in the Q-DLTS method after voltage pulse application. In C-DLTS algorithm the time period of \( \Delta C \) measurement \( \Delta t = t_2 - t_1 \), where \( t_1 \) and \( t_2 \) are the times counted from the beginning of the discharge, is kept fixed while the sample temperature \( T \) is scanned to obtain the DLTS spectrum. The algorithm used in Q-DLTS obtains the spectrum by scanning the rate window \( \tau_m = (t_2 - t_1)/\ln(t_2/t_1) \) while keeping fixed the sample temperature. Assuming the charge emission from the traps to vary exponentially with time, and keeping the ratio \( t_2/t_1 \) constant, the functional dependence \( \Delta Q(\tau_m) \), that is Q-DLTS spectrum, has a maximum \( \Delta Q_{\text{max}} \), that can be used to determine the trapping center parameters (refs. 9 to 13). The \( t_2/t_1 \) ratio in the present measurements was equal to 2. In this case the hole emission rate \( e_p \) of the acceptor level is obtained from the Q-DLTS spectrum as \( e_p = \tau_{m}^{-1} = \ln2/t_1 \), where \( \tau_m \) is the value measured at \( \Delta Q(\tau_m) = \Delta Q_{\text{max}} \). The activation energy \( E_A \) and capture cross-section \( \sigma_S \) are derived from Arrhenius plot \( \ln(\tau_{m}^{-1} \times T^{-2}) \) vs \( T^{-1} \) where \( \tau_m - \sigma_S^{-1} T^{-2}\exp(E_A/kT) \) and where \( k \) is the Boltzmann’s constant.

Using a Q-DLTS spectrum at a selected temperature the concentration \( N_i \) of uncompensated acceptors related to the observed peak in the Q-DLTS spectrum is obtained as \( N_i \equiv 4\Delta Q_{\text{max}} / \lambda_q \Delta w^2 \), where \( \lambda_q \) is the electron charge, \( \Delta w \) is the depth of subsurface layer from which emission of the trapped charge occurs, or the change of the depletion layer width (\( w \)) caused by charging pulse of bias voltage. The Q-DLTS measurements were performed in the temperature range of 85 to 520 K, the time \( \tau_m \) varied from 10^{-6} to 10 s. The Q-DLTS spectra were obtained using an ASEC-03 system with charge sensitivity \( \Delta Q_{\text{min}} = 10^{-16} \, \text{Coulomb} \) and deep level concentration sensitivity \( N_i/N = 10^{-7} \) (\( N \) – concentration of free carriers).

RESULTS AND DISCUSSION
Conductivity
The undoped as-grown diamond samples showed p-type conductivity with value in the range of \( \sigma = 10^{-12} - 10^{-13} \, \Omega^{-1} \cdot \text{cm}^{-1} \) at room temperature. The conductivity decreased with temperatures down to \( \sigma = 10^{-7} - 10^{-8} \, \Omega^{-1} \cdot \text{cm}^{-1} \) at 500K. Arrhenius plots of the conductivity for an undoped sample before and after electron irradiation are displayed in Fig. 1a. The activation energy of the conductivity is \( E_a = 0.72 \, \text{eV} \) in as-grown film. As a result of electron irradiation \( E_a \) did not change, but a strong decrease, by four orders of magnitude, in the conductivity is observed (Fig.1a). A similar effect of e-irradiation takes place also for a B-doped sample (Fig. 1b). Its conductivity decreased by two orders of magnitude, activation energy slightly increasing from initial \( E_a = 0.3 \, \text{eV} \) to \( E_a = 0.37 \, \text{eV} \) after irradiation, the latter value being well established activation energy of substitutional boron acceptor.

Kalish et al. (ref. 5) reported the reduction in conductivity of B-implanted single-crystal diamond subjected to ion irradiation, that was ascribed to boron compensation by vacancies created by the stopping ions. The vacancy concentration created by e-irradiation in our case, about 3\times10^{17} \, \text{cm}^{-3}, is comparable with B concentration, a few ppm (ref. 11), in the film, therefore a substantial part of boron atoms are compensated, and the conductivity strongly decreases.
We note that a certain fraction of all vacancies could be spent for compensation of the defects (acceptors) other than boron. In particular, in polycrystalline diamond structural acceptor defects localized in bulk as well as on grain boundaries can interact with the radiation defects. Vacancies are immobile in the analyzed temperature range T < 500 K (refs. 7, 8), but are supposed to be able to migrate along grain boundaries. Our Q-DLTS spectra show continuous energy components (see below), which typically belong to disordered regions and grain boundaries. The observed radiation-stimulated spectra modifications may indicate the grain boundary-enhanced defect diffusion.

![Figure 1](image1.png)

**Figure 1. Temperature dependence of conductivity $\sigma$ for undoped (a) and boron-doped (b) diamond films: 1 - as-grown; 2 – after electron irradiation. $E_a$ is the activation energy of conductivity.**

**Q-DLTS spectra**

Activation energies of conductivity found from Arrhenius plots for undoped film (Fig. 1) seems to not correspond to any definite type of defect, rather they are some effective values several different defects (or continuous spectrum of them) are present. More details on the defects were obtained with Q-DLTS measurements.

![Figure 2](image2.png)

**Figure 2. Energy spectra of defects in undoped diamond film: (a) experimental Q-DLTS spectrum taken at 500K, (b) absolute defect concentration $N_t$ estimation from Q-DLTS data: 1 – as-grown; 2 – after electron irradiation.**

The Q-DLTS spectra at 500K for as-grown and electron irradiated samples are shown in Fig. 2a. No clear peaks are seen in the spectra, most probably the electrically active defects with the continuous energy spectrum are...
localized at the grain boundaries. The p-type of the defects was evidenced by the sign of $\Delta Q$ signal. The DLTS spectra can be transformed to defect concentration $N_t$ as a function of the activation energy $E_A$ if capture cross-section $\sigma_S = 10^{-18}$ cm$^2$, a reasonable value for defects in CVD diamond (see for example, ref. 7), is assumed. We find that the e-irradiation reduces by a factor of 2 to 4 the concentration $N_t$ of the native defects in the $E_A$ range of 0.4-0.7 eV (Fig.2b), and this is in line with the conductivity decrease. However, it was not possible to examine lower activation energies, which could give a major contribution to conductivity, because of too sample high resistance.

The Q-DLTS spectra of the as-grown and electron-irradiated B-doped diamond sample are shown in Fig. 3a. As revealed by Q-DLTS in our earlier work (refs. 11,12) in as-grown B-doped CVD diamond the incorporated boron atoms produce two or three electrically active defects. The acceptor levels (peaks A, B) have activation energies $E_A = 0.36$ and $E_A = 0.25$eV, and capture cross-sections of $\sigma_S = 1.3 \times 10^{-13}$ and $\sigma_S = 4.5 \times 10^{-19}$ cm$^2$, respectively. The former level with $E_A = 0.36$eV is probably induced by boron atoms in substitutional sites in the grain bulk, while latter level with lower energy may be due to another position of incorporated boron. The grain boundaries with high density of defects can act as sinks for impurity atoms (refs. 16,17), so an enhanced boron concentration can be expected there, not necessarily in stable substitutional sites. This results in more complex DLTS spectra with peaks of different activation energies and capture cross-section. As a consequence, the measured activation energy of the conductivity $E_a = 0.3$ eV in as-grown sample is noticeably less than in B-doped monocrystalline diamond (0.37eV).

![Figure 3. Q-DLTS spectra of B-doped diamond film at T=225 K: (a) 1 – as-grown sample; 2 – after electron irradiation; (b) 1 – as-grown sample; 2 – after annealing at 1625°C.](image)

The concentration of boron-induced acceptors is reduced by electron irradiation as seen from the decrease of the $\Delta Q$ signal magnitude (Fig. 3a). The calculated values of $E_A$, $\sigma_S$, and $N_t$ are summarized in Table 1. The impact of radiation on concentration of the two boron-related acceptors (reduction in $N_t$ is about 20% for peaks A and B) is much less compared to the case of undoped sample (see Fig. 2). This may be due to lower content of native acceptors in the as-grown undoped film, so the compensation degree at the given irradiation dose should be higher for the undoped sample.

**Table 1. The parameters of boron-induced defects in B-doped diamond film before and after electron irradiation and annealing, as determined from Q-DLTS spectra**

<table>
<thead>
<tr>
<th>Samples</th>
<th>$E_A$, eV</th>
<th>$\sigma_S$, cm$^2$</th>
<th>$N_t$, cm$^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>As-grown</td>
<td>Peak A</td>
<td>0.25</td>
<td>$4.5 \times 10^{-19}$</td>
</tr>
<tr>
<td></td>
<td>Peak B</td>
<td>0.36</td>
<td>$1.3 \times 10^{-13}$</td>
</tr>
<tr>
<td>After electron</td>
<td>Peak A'</td>
<td>0.26</td>
<td>$5 \times 10^{-21}$</td>
</tr>
<tr>
<td>irradiation</td>
<td>Peak B'</td>
<td>0.37</td>
<td>$10^{-14}$</td>
</tr>
<tr>
<td>After annealing</td>
<td>Peak B''</td>
<td>0.37</td>
<td>$3 \times 10^{-13}$</td>
</tr>
</tbody>
</table>
Annealing effect

The parameters of defects in diamond may strongly vary by annealing (see for example, refs. 6,18). The B-doped diamond sample showed significant changes in Q-DLTS spectra after annealing at 1625ºC (Figs. 3b). For the annealed film the 0.25eV peak in the spectrum disappeared while the 0.37eV peak somewhat increased (see Fig. 3b, and Table 1), the spectrum becomes typical for monocrystalline films.

![Q-DLTS spectra (low energy defects) of B-doped diamond film measured at 180 and 90K](image)

Figure 4. Q-DLTS spectra (low energy defects) of B-doped diamond film measured at 180 and 90K: 1 and 3 – as-grown sample; 2 and 4 – after annealing at 1625ºC.

The high enough conductivity of B-doped samples made it possible to perform DLTS measurements at low temperatures to obtain information about defects with lower (>0.01eV) activation energies (Fig. 4). It is seen again the absence of the 0.25eV deep level (A peak) after annealing (spectrum at 180K), but at T=90K a signal from some acceptors with continuous energy spectrum rises steeply towards very low activation energies (Fig. 4, compare curves 1 and 2). What kind of defect modification in the polycrystalline diamonds occurs upon the annealing is not clear enough, however, we note that at the very high annealing temperature used at the present work a graphitization of grain boundaries and darkening of the sample took place (ref.19). Leaving the possible conductivity through the graphitic channels along the grain boundaries out of the consideration, the resulting conductivity of heat-treated diamond would be determined by interplay of reduction in free-carriers concentration supplied by annealed-out 0.25eV defect, and enhanced content of the carriers with continuous spectrum at lower energies.

CONCLUSIONS

Native and boron-related acceptor defects in free-standing undoped and boron-doped MPCVD polycrystalline diamond films have been examined by Q-DLTS technique. A considerable (up to four orders of magnitude) decrease in electrical conductivity and reduction in native acceptors concentration is found in electron-irradiated undoped diamond films, this being ascribed to the radiation-created defects which act as compensating donors for native acceptors. Qualitatively similar, but weaker effect was observed for samples moderately doped (few ppm) with boron. Vacuum annealing at 1625ºC lives in the DLTS spectrum only one peak with activation energy 0.37 eV, known for substitutional boron in single crystal diamond, other defects (0.25 eV) initially presented being cured. In addition, defects with very low energy (~0.01 eV) forming a continuous spectrum appears upon that high-temperature treatment.
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ABSTRACT

Boron doped ([B]=5x10¹⁸ cm⁻³) monocrystalline [100] diamond films grown by chemical vapour deposition have been implanted with D⁺ and D₂⁺ ions at room temperature, with an energy of 50 and 100 keV respectively, and the same atomic deuterium dose of 5x10¹⁶ cm⁻². The implanted samples were submitted to successive thermal annealings under ultra-high vacuum. The deuterium profiles were analysed after deuterium implantation and after thermal annealing by Secondary Ion Mass Spectrometry (SIMS). The structural modifications of the buried implanted layer in the diamond film have been analysed by confocal micro-Raman scattering and by Scanning Electron Microscopy. In the case of a deuterium molecular ion implantation, a graphitised and amorphous buried layer may be detected after a 1050 °C thermal annealing. While no deuterium diffusion from the implantation buried layer is detected in the film, the SIMS deuterium profile exhibits a depletion at the implantation peak maximum. A blistering of the diamond layer occurs during a 1350°C thermal annealing. This effect is not observed for D⁺ ionic implantation. In this case, some deuterium diffusion is observed in the film after a 1050°C thermal annealing.

INTRODUCTION

The hydrogen diffusion and the complex formation between dopant and hydrogen have been investigated previously in CVD boron doped monocrystalline diamond by introducing hydrogen (deuterium) from a radio-frequency or a microwave plasma. It has been shown that deuterium may diffuse in boron doped diamond, and that the boron-deuterium complexes are not stable above 750°C (refs. 1 and 2).

On the other hand, unlike silicon, there is little detailed information about hydrogen implanted layers in diamond (ref. 3). Due to metastability of diamond (the stable phase being graphite under ambient conditions), ion implantation may lead to graphitisation and/or amorphisation if the implantation dose reaches the threshold of amorphisation. The formation of ion beam induced buried layers is of interest for processing the lift-off technique (ref. 4), or for producing buried graphitised layer for applications.

This work deals with high dose hydrogen (deuterium) implanted diamond films and their evolution when submitted to thermal annealing. Deuterium is used generally as a tracer for hydrogen analysis by Secondary Ion Mass Spectrometry (SIMS) or for deuterium effusion experiments. Two different ions have been implanted, D⁺ and D₂⁺, as they are liable to induce different implantation defects and to present different diffusivities.

EXPERIMENTAL

Boron doped ([B]=6x10¹⁸ cm⁻³) monocrystalline diamond films, grown by chemical vapour deposition on [100] diamond substrates, have been implanted with a D₂⁺ dose of 2.5x10¹⁶ cm⁻² with an energy of 100 keV.
for the first sample (sample A), and a D⁺ dose of 5x10¹⁶ cm⁻² with an energy of 50 keV for the second sample (sample B).

The implanted samples were submitted to successive thermal annealings under ultra-high vacuum (pressure <10⁻⁴ Pa) during 30 minutes at 950 °C, 1050 °C and 1350 °C. The deuterium profiles were analysed after deuterium implantation, and after annealing, by Secondary Ion Mass Spectrometry (SIMS) using a CAMECA IMS4F equipment and a Cs⁺ primary beam. The SIMS crater depths were measured with a TENCOR profilometer. The structural modifications of the implanted layer in the diamond films were followed by confocal micro-Raman analysis and Scanning Electron Microscopy. Raman scattering measurements were performed in backscattering configuration with a Dilor Jobin-Yvon HR800 spectrometer and a resolution of 0.2 cm⁻¹ on the FWHM of the diamond line. The excitation was made using the 633 line of an He-Ne laser. For the used conditions of measurement, the spot size is approximately 0.6 µm and the depth resolution about 0.5 µm.

RESULTS

Sample A

Figure 1 (curve a) shows the deuterium profile obtained in the sample A after D₂⁺ implantation. This profile exhibits a deuterium concentration maximum at 570 nm deep. The deuterium profile is not modified after annealing at 950 °C. After an annealing at 1050 °C, the film which was originally transparent has become dark green, and the deuterium concentration profile presents a depletion at a depth of 570 nm, previous position of the deuterium maximum (figure 1, curve b), which could be due to cavity formation in the bulk, or a change of the bulk phase in the implanted buried layer as graphitisation or amorphisation. After a 1300 °C annealing, a blistering of the layer has appeared, as revealed by SEM (figure 2). The deuterium concentration profile (figure 1, curve c) then evidences the blistering phenomenon. This phenomenon has been observed previously by Gippius et al, after implantation of an hydrogen dose of 10¹⁷ cm⁻² (ref. 3), and by Locher et al, after oxygen implantation (ref. 4).

![Figure 1. Deuterium concentration profiles in sample A, implanted with D₂⁺. Curve (a): as implanted; curve (b): after annealing at 1050 °C; curve (c): after annealing at 1350 °C. The dotted vertical line shows the surface level after blistering.](image-url)
Figure 3a and 3b shows the Raman spectra obtained respectively on the as-grown sample A (figure 3a), after deuterium implantation (figure 3b), and after the thermal annealing at 1050 °C (figure 3c), using focalization at 0.5 µm under the surface of the sample. In the last case, it appears two bands at approximately 1580 and 1360 cm\(^{-1}\) in addition to the diamond line at 1332 cm\(^{-1}\). These bands are characteristic of amorphous carbon films and are usually referred as G (graphitic) and D (disordered) bands, respectively (ref. 5). The micro-Raman analysis of the surface obtained by blistering (figure 4) shows an increase of the G band compared to the D band which could indicate that some more graphitisation occurs before blistering.

Sample B
The sample B implanted by D\(^+\) ions has been submitted to the same treatments as sample A. Figure 5 shows the modifications of the implanted deuterium profile (figure 5a) after a thermal annealing at 1050 °C (figure 5b). Some deuterium has diffused in the diamond bulk. After a 1350 °C thermal annealing, no deuterium can be detected in the film. The blistering phenomenon is not observed.

CONCLUSION

It seems that a graphitisation process (ref. 3) is at the origin of the blistering which is observed on the D\(_2^+\) implanted sample. The difference of behaviour between sample A and sample B may be explained by the radiation damages induced by the implanted ion. They may be different depending on implantation of D\(^-\) or D\(_2^+\). It has been shown previously that D\(^-\) diffuses from a deuterium plasma in B-doped diamond (ref. 1). The diffusivities of D\(^-\) and D\(_2^+\) ions are also different. If D\(_2^+\) is present in the diamond bulk, the onset of dissociation of the molecule is at about 700°C, and consequently the diffusion occurs at higher temperature than for D\(^-\). It has been shown previously that D\(^-\) can diffuse from a deuterium plasma in B-doped diamond (ref. 1) and that D-boron complexes are dissociated in diamond at temperatures higher than 700 °C (ref. 1). But even in these conditions, deuterium can be trapped on structural defects (ref. 6). The brutal release of deuterium at high temperature in the case of D\(_2^+\) implantation may explain the blistering observed in sample A.
Figure 3. Raman spectrum obtained on the as-grown sample A (a), after deuterium implantation (b) and after the thermal annealing at 1050°C (c), at 0.5 µm under the sample surface.
Figure 4. Micro-Raman analysis of the surface obtained by blistering on sample A.

Figure 5. SIMS deuterium D$^+$ profiles in sample B. As-implanted (a); after a 1050° C thermal annealing (b); the implanted D$_2^+$ profile of sample A (figure 1a) has been reported on the figure.
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ABSTRACT

The low loss materials for output windows still remains to be a weak point in megawatt millimeter waves gyrotrons for controlled plasma heating in fusion reactor. CVD diamond is considered currently as the most promising material for such windows. We determined its dielectric properties in extremely broad frequency and temperature ranges and compared with theory. The combinations of data on dielectric losses in broad frequency and temperature ranges give most information on the loss mechanisms.

To measure the loss tangent from 1 kHz up to 200 GHz and temperatures 70 – 800 K different types of resonator technique were used. The diamond wafers were prepared by different producers using a microwave plasma CVD technique. The record breaking low values of loss tangent were observed (tanδ ~ 4.5⋅10^-6 at T = 300 K, f = 170 GHz). However they are still one order of magnitude higher than the theoretical lower loss limit for diamond.

Frequency and temperature dependencies of loss tangent in other materials with diamond-like lattice (Au-doped Si, compensated GaP, InP, GaAs, and Au-doped Si) were measured and analyzed for better understanding of the loss mechanisms. In addition, a semiconducting boron-doped CVD diamond has been also measured as a model material.

The dielectric loss mechanisms and application to gyrotron windows are discussed.

Key words: diamond, diamond-like materials, dielectric loss, loss mechanisms, gyrotrons.

1. INTRODUCTION

Development of megawatt millimeter (MM) waves gyrotrons for plasma heating is one of the key elements of the future fusion reactor technology. The low loss material for the output window, still remains to be a weak point in powerful gyrotrons. Due to its unique properties CVD diamond is considered as the most promising material.

At present the investigations of dielectric loss (absorption) in CVD diamonds in the MM range [1-9] are carried out quite actively. As it follows from the theory of the “intrinsic” lattice loss (ILL) corresponding to the two-phonon absorption processes in ideal crystal [10,11], the diamond-type crystals (including diamond and silicon) have the least theoretical lower loss limits determined by the ILL [11,12]. Moreover, the minimum theoretical estimation of ILL corresponds to diamond [5,7,8]. On the other hand, the progress in the technology of diamond synthesis [1,3-8,13]
led to manufacturing of polycrystalline CVD diamonds with very low losses at room temperature. In some specimens the losses reach the extremely low values (tan δ \sim 8 \cdot 10^{-6} at 170 GHz [5,7,8]) and approach the record breaking low loss among various materials at room temperature (tan δ \sim 3 \cdot 10^{-6}) observed for gold-doped silicon Si:Au [14] and corresponding to the lower loss limit for silicon at this temperature [11,12]. The issue on the loss mechanisms in real CVD diamond of high quality is very significant, particularly for revealing the perspectives for a further loss reducing.

The A\textsuperscript{III}B\textsuperscript{V} compounds (such as GaAs, GaP, InP) have analogous type of crystal lattice (zinc blend type). According to theoretic estimations [11] the ILL in such crystals is approximately two orders of magnitude higher than in the diamond type crystals. The lattice loss in such crystals practically was not studied (except [12a], where the losses were measured at fixed temperature and frequency). The evaluation of loss in these materials as model systems would provide the possibility for verification of existing knowledge on lattice loss mechanisms.

The comparison of the loss frequency and temperature dependencies to theory may allow to identify the loss mechanisms. The experimental data in very broad frequency and temperature ranges give most information on loss mechanisms. At the present work the data on loss tan δ measurements in CVD diamonds and related materials at extremely broad frequency and temperature ranges are presented and compared to theory. The dielectric loss mechanisms and application to gyrotron windows are discussed.

2. EXPERIMENTAL DATA AND COMPARISON TO THEORY

Measurement techniques

Dielectric properties were measured at frequencies \( f = 45 - 200 \) GHz by an improved open resonator technique at temperatures \( T = 300-800 \) K [9,15] and \( T = 70-300 \) K [6]. The technique used provides the opportunity to separate the bulk and the surface losses in the total loss in a sample [9]. The measurements in the frequency range between 1 kHz and 100 MHz were performed with a resonant circuit, and at 15 GHz with a resonant cavity [16].

Experimental data

Losses in CVD diamonds.

In the Table 1 the data on the bulk dielectric losses in very low loss CVD diamonds are presented. The CVD diamond plates were produced by microwave plasma chemical vapor deposition (MPCVD) in DeBeers company (specimens 1–4, 6–9) and at the General Physics Institute, Moscow (specimen 5, [see 13]). Some of the samples were used in real gyrotron windows. The samples in the Tabl. 1 are presented in the order of loss tangent decrease (so the lowest loss samples are at the end). The record breaking low loss in CVD diamond was observed (tan δ \sim 4.5 \cdot 10^{-6}).

In Fig.1 the loss tangent temperature dependence for specimen 5 at 170 GHz and at temperatures up to 500 C is presented (curve 1). This specimen, described in [5,7,8], is interesting as it contains relatively few defects (non-diamond inclusions) and impurities.

At low temperatures \( T = 70 - 260 \) K in a CVD diamond (the specimen of diameter \( d = 50 \) mm and thickness \( t = 0.4 \) mm, grown by the ellipsoidal reactor at FhG/IAF, Freiburg, Germany), a flat loss dependence was observed within the measurement uncertainties in this ‘thin’ specimen [17].

In Fig.2 the loss frequency dependencies at \( t = 20 °C \) for specimens 1 and 2 with relatively high concentrations of defects are presented (for the contribution due to bulk absorption). At \( f < 140 \) GHz the dependence, which can be approximated by tan δ \sim 1/f, was found. A similar relationship was observed earlier also in other CVD-diamonds and was assigned to the loss due to electric conductance in non-diamond inclusions [7,8]. However, at higher frequencies, \( f > 140 \) GHz, a deviation of frequency dependence upwards was observed.

At \( f = 1 \) kHz – 15 GHz the loss frequency dependencies are rather week [18], see below.

A boron-doped (“blue”) CVD diamond as a model system was examined. The wafer was of 35 mm diameter and 0.36 mm thickness with resistivity \( \rho \sim 10^5 \) Ω cm (\( T = 300 \) K). The measured loss at \( f = 181.257 \) GHz is tan δ = 4.2 \cdot 10^{-3}. Also the loss was measured at \( T = 80 - 260 \) K and \( f = 145 \) GHz (Fig.3). A slow loss decrease with temperature increase at \( T = 80 - 200 \) K changes with a sharp loss increase at \( T > 230 \) K.

Losses in gold doped silicon.

In Fig.4 the loss frequency dependencies at room temperature in gold doped silicon Si:Au are presented for two specimens (\( d = 100 \) mm, \( t = 3.11 \) and 3.12 mm for the specimens 1 and 2, respectively) with different resistivities.
Dielectric properties of compensated GaAs, GaP, and InP crystals.

In Fig. 5 the frequency dependencies in GaP and GaAs are presented for very broad frequency range $10^3 - 10^{11}$ Hz at room temperature. In InP an increase of refractive index $n$ is revealed at $f = 50 - 200$ GHz.

In Fig. 6 loss temperature dependencies at $70 - 260$ K and $f = 145$ GHz in compensated (semi-insulating) GaAs, GaP, and InP crystals are presented.

Table 1. Bulk loss tangent $\tan \delta$ (surface losses are excluded) for selected CVD diamonds with lowest losses (specimens numbers 1 – 9, $t$ and $d$ are the thickness and diameter of specimens) at $T = 300$ K.

<table>
<thead>
<tr>
<th>Frequency [GHz]</th>
<th>$\tan \delta [10^{-5}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. &quot;ITER-1&quot;, $t = 2.22$ mm, $d = 119$ mm</td>
<td>56.585 5</td>
</tr>
<tr>
<td>141.432 2.45</td>
<td>169.710 2.45</td>
</tr>
<tr>
<td>2. &quot;ITER-2&quot;, $t = 1.523$ mm, $d = 106$ mm</td>
<td>82.622 1.84</td>
</tr>
<tr>
<td>206.925 ~1.6</td>
<td>3. &quot;ITER-3&quot;, $t = 1.86$ mm, $d = 104$ mm</td>
</tr>
<tr>
<td>169.549 1.4</td>
<td>203.448 1.35</td>
</tr>
<tr>
<td>68.276 2.2</td>
<td>102.393 1.9</td>
</tr>
<tr>
<td>170.630 1.4</td>
<td>204.747 1.3</td>
</tr>
<tr>
<td>5. Diagascrown-113, $t ~ 0.74$ mm, $d = 106$ mm</td>
<td>170.0 0.8</td>
</tr>
<tr>
<td>6. 53DB1, $t = 1.798$ mm, $d = 106$ mm</td>
<td>70.182 1.05</td>
</tr>
<tr>
<td>140.332 ~0.8</td>
<td>175.407 ~0.6</td>
</tr>
<tr>
<td>7. &quot;India&quot;, $t = 1.489$ mm, $d = 106$ mm</td>
<td>84.652 ~1</td>
</tr>
<tr>
<td>8. &quot;India-Barrier&quot;, $t = 1.533$ mm, $d = 106$ mm</td>
<td>126.958 ~0.7</td>
</tr>
</tbody>
</table>

Comparison to theory and discussion

As it can be seen from Fig. 1 (curve 1), at the temperatures $< 400 \, ^\circ C$ there is a negligible increase of the loss tangent value. At lower temperatures $T = 70 - 260$ K «flat» dependence was observed in CVD diamond [17]. This can be explained by predomination of the loss caused by electric conductance in some non-diamond inclusions (see [7,8]). At $T > 400 \, ^\circ C$ the significant increase of loss tangent was observed. It can be attributed to switch-on of some other mechanism characterized by strong loss temperature dependence. According to theory [10], ILL also is characterized by rather strong temperature dependence. From analysis based on the theory, the main contribution to the ILL in diamond type crystals is connected with “difference” two-phonon absorption processes where absorption of electromagnetic quantum is accompanied by the excitation of optical phonon and absorption of acoustic phonon. For diamond the “low temperature” limit ($T << T_D$) is applicable at $T < 900$ K for ILL temperature dependence [10]:

$$\tan \delta \sim T^{-4} \exp(-T_D/T) \text{ at } T < T_D/2$$  \hspace{1cm} (1)

where $T$ is the absolute temperature, $T_D$ is Debye temperature ($T_D = 670$ K and 1900 K in the silicon and diamond, respectively). In Fig. 1 the ILL theoretical dependence (1), fixed to the measured loss at $T = 420 \, ^\circ C$, is presented (curve 2). The experimentally observed loss increase at $T > 420 \, ^\circ C$ is in disagreement with the ILL mechanism. The slope is considerably larger in comparison with (1), it corresponds to activation energy $0.56 \, eV$, that is much higher than the “activation” energy $kT_D \sim 0.17 \, eV$ in the dependence (1) which describes the phonon excitation in the ILL.
process. So the loss observed at $T > 420 \, ^\circ\!C$ should be due to another mechanism, for instance, the excitation of charge carriers from deep level in the band gap, or some Debye-type dipole relaxation mechanism. Even for high quality specimen 5 the observed loss is not due to the ILL at high temperatures ($T \sim 500 \, ^\circ\!C$).

The ILL absolute value estimation in diamond is presented in Fig.1 by the curve 3 assuming $\tan\delta \sim 3 \times 10^{-8}$ at $T = 20\, ^\circ\!C$ and the temperature dependence according to (1). The curve 2 in Fig.1 gives the ILL upper estimate at 170 GHz and $T = 20 \sim 500 \, ^\circ\!C$. Particularly at $T = 20 \, ^\circ\!C$ for ILL $\tan\delta < 7 \times 10^{-7}$ [19] that is at least one order of magnitude lower than the lowest observed loss in CVD diamonds (see Table 1). The ILL, which is extremely low in diamond, remains to be not revealed experimentally, the same being true for other diamond-type crystals, including Si [12,14].

The deviation of frequency dependence at $f > 140 \, \text{GHz}$ upwards from the dependence $\tan\delta \sim 1/f$ (Fig.2) can be explained by contribution of non-intrinsic lattice loss (NLL) mechanism connected with one-phonon excitation of acoustic lattice vibrations owing to presence of a lattice disorder (including defects and impurities) [20]. Taking into
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**Fig.1.** Loss $\tan\delta$ temperature dependencies: 1 are the experimental data at $f = 170 \, \text{GHz}$ in the CVD diamond specimen 5 [5,7,8]; 2 is ILL theoretical dependence (1) fixed to the experimental point at $T = 420 \, ^\circ\!C$; 3 is the estimation of the ILL absolute value in diamond [4,7].

**Fig.2.** Loss $\tan\delta$ frequency dependencies in CVD diamonds at $T = 20 \, ^\circ\!C$: 1 – the specimen 1; 2 – the specimen 3. Points are the experimental data, lines are the theoretical approximations (3).

**Fig.3.** Temperature dependence of loss tangent $\tan\delta[10^{-6}]$ in boron-doped CVD diamond at low temperatures.

**Fig.4.** Loss frequency dependencies in gold-doped silicon: points $\circ$ and $\square$ are the measured data for specimens 1 and 2, respectively at room temperature; the lines are fits $\tan\delta \sim 1/f$. 
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account the influence of the microscopic internal field effect expressed by the factor \( [(\varepsilon' + 2)/3]^2 \), where \( \varepsilon' \) is the real part of dielectric permittivity, at shorter MM wavelengths and at higher frequencies the expression for the NLL due to the charged defects or impurities [20], can be written in the form:

\[
\tan \delta \equiv \frac{2(\varepsilon' + 2)^2 n z^2 e^2 \omega}{27 e \mu v_t^3},
\]

(2)

(where \( n \) and \( z \) are the concentration and effective charge of defects, \( e \) is the elementary charge, \( \mu \) and \( v_t \) are the density and transverse sound velocity in medium. As it is shown in [21], for the estimations of the one-phonon NLL due to the interatomic dangling bonds with the concentration \( n \), the expression (2) at \( z = 1 \) is applicable. According to (2), the one-phonon NLL \( \tan \delta \sim f \), and is practically independent on temperature [20].

The observed loss frequency dependence in the specimens 2 and 3 (Fig.2) can be well described (within the measurement errors) by a simple approximation:

\[
\tan \delta = (a/f + b f) \times 10^{-5},
\]

(3)

where \( a, b = \text{const}, f \) in GHz). The first term corresponds to the loss due the electric conductance in non-diamond inclusions [7,8], and the second term \( b f \) corresponds to one-phonon nonintrinsic lattice loss according to (2).

The dependencies, measured for CVD diamonds at much lower frequencies \( 10^3 - 10^{10} \) Hz differ (are very weak) from the relation (3) and are due to other loss mechanisms, such as hopping conduction mechanism [18].

In the B-doped diamond the loss temperature dependence (Fig.3) has a minimum and differs from the one for the free charge carriers dc conductivity [22]. The loss is more than two order higher than that calculated from dc resistivity \( \rho \sim 10^7 \Omega \cdot \text{cm} \) (\( T=300 \) K) according to known relation \( \tan \delta = (\varepsilon' \varepsilon_0 \rho)^{-1} \) (4) (\( \rho \) and \( \varepsilon' \) are the resistivity and dielectric permittivity of medium, \( \varepsilon_0 \) is the electric constant). The much higher relaxation rates could arise from non-diamond inclusions, or disordered diamond (primarily at grain boundaries), or some boron precipitates. From sharp loss increase at 230-260 K the activation energy \( E_a \sim 0.15 \) eV was estimated. It differs from \( E_a \sim 0.3 \) eV for boron donors in the diamond lattice, evaluated from dc conductivity at room and higher temperatures [22]. The loss dependence at \( T < 200 \) K (Fig.3) is analogous to the one observed in silicon [23].

In single crystals Si:Au the loss dependence \( \tan \delta \sim 1/f \) is observed (Fig.4). In this case the concentration of defects is low, and the loss due to free charge carriers dominates. In compensated crystals GaP and GaAs this type of the loss dominates only at very low frequencies \( 10^5 - 10^6 \) Hz (Fig.5). At higher frequencies \( 10^8 - 10^{10} \) Hz the loss mechanism changes. It might be related to hopping conductivity with a frequency dependence \( f^{-m} \) (\( m=0.1 \)), and is analogous to the mechanisms observed and considered in CVD diamonds [18] at \( f < 10^{10} \) Hz. At higher frequency \( f = 145 \) GHz the temperature dependency \( \tan \delta \sim T^2 \) was observed (Fig.6). It corresponds to the theoretical dependence for the two-phonon ILL mechanism in such materials (cubic crystals without center of symmetry) [24].

**Fig.5.** Loss frequency dependencies in compensated GaP and GaAs at low frequencies.

**Fig.6.** Loss temperature dependencies in compensated A\(^{11}\)B\(^{15}\) crystals: InP (1), GaAs (2), GaP (3); points are experimental data, lines are fits \( \tan \delta \sim T^2 \).
CONCLUSIONS

The detailed comparison of experimental temperature and frequency dependencies of dielectric losses in CVD diamonds and related materials with theory at very broad temperature and frequency ranges was made here. The loss nature in these materials at various temperatures and frequencies at the MM range are revealed.

The record breaking low loss in CVD diamond was observed (\(\tan\delta \approx 4.5 \times 10^{-6}\) at \(f \approx 170\) GHz, \(T = 300\) K). It is confirmed that the intrinsic lattice loss in diamond (determining the theoretical lower loss limit) is extremely low, particularly at room temperature being at least one order of magnitude lower than the lowest measured loss. So, as it follows from estimations, there is a principle opportunity to create diamond windows for gyrotrons with the power >> 1 MW at CW operation if the quality of CVD diamond would be improved.
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ABSTRACT

In this paper the results of studies on annealing/graphitization/ablation processes induced in ion-implanted diamond layers by nanosecond pulse irradiation with KrF excimer laser (λ = 248 nm, τ = 15 ns) are reported. The deeply buried damaged layers in diamond single crystals are produced by implantation with hydrogen, deuterium, and helium ions of 350 keV energy. It is shown that the non-linear depth distribution of radiation defects is a factor which strongly influences the character of laser-induced processes in the ion-implanted layers. Particularly, the annealing/graphitization behavior is found to be very different for irradiation conditions when a laser beam is incident on the ion-implanted surface with low defect density or, passing through diamond, onto the buried layer with high defect density. In the latter case, the annealing of radiation damage is much more efficient and graphitization in the deeply buried layers is inhibited. Based on white-light-interferometry examination of laser-irradiated surface (with sub-nanometer resolution) and optical transmission in laser spots, peculiarities of laser annealing and graphitization in diamonds implanted to different doses are demonstrated and discussed.

Keywords: diamond, laser irradiation, ion implantation, annealing, graphitization

INTRODUCTION

The technique of ion implantation, widely used for doping of diamond (refs. 1-3) and producing of diamond-graphite heterostructures for various electrical and optical applications (refs. 3-5), involves high-temperature annealing as a post-implantation step needed to repair the radiation damage and activate the dopants or to produce buried graphitic layers in diamond. It is generally accepted that there is a critical damage level (critical implantation dose) related to a certain defect density, and, depending on whether the diamond is implanted to a dose below or higher than the critical level, the high-temperature treatment results in either annealing (i.e. recovery of the damaged structure) or graphitization of the ion-implanted layers (refs. 6-9). Among the post-implantation processing techniques, laser irradiation of ion-implanted diamonds by visible-light nanosecond pulses was reported to be possible (refs. 10,11). As distinct from conventional thermal annealing, the use of laser pulsed irradiation enables one to modify the structure of ion-damaged diamond layers with high spatial selectivity and to create patterns with variable properties – from insulating (annealed) to highly-conducting (graphitized). In addition, a deeply buried damaged layer in diamond, in which high internal stresses are produced by ion implantation and which can be locally heated by laser radiation, can be considered as an effective high-pressure cell, that gives a unique opportunity to study various structure transformations of carbon during short laser pulse action (ref. 10). Based on this, we employed nanosecond pulse radiation of UV excimer lasers to study laser-induced annealing and graphitization processes in diamonds, implanted with light ions (H+, D+, He+) to doses both lower and higher than the critical value. The choice of the light ions was made because of they produce minimum radiation damage and deeply buried layers in diamond (ref. 9), that is important for device applications. Particular attention in the research was paid to the influence of non-linear defect density distribution in a near surface layer on the laser-induced annealing/graphitization behavior in the ion-implanted diamonds.
EXPERIMENTAL DETAILS

The samples of diamond IIa type or intermediate IIa/Ia type single crystals were implanted with 350-keV ions of helium (He⁺), deuterium (D⁺), and hydrogen (H⁺) at room temperature (refs.4,9). Data on the ion implantation doses (D) used for each sample, as well as the critical dose (D_cr) for the implanted ions are presented in Table 1.

<table>
<thead>
<tr>
<th>N</th>
<th>Diamond</th>
<th>Ion implantation conditions</th>
<th>Critical dose (D_cr)</th>
<th>Projected range (R_p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#18</td>
<td>(110) IIa type</td>
<td>He⁺ ions, 350 keV 10¹⁵ cm⁻² and 10¹⁶ cm⁻²</td>
<td>2.8x10¹⁶ cm⁻²</td>
<td>0.77 µm</td>
</tr>
<tr>
<td>#119</td>
<td>(110) Ia type</td>
<td>D⁺ ions, 350 keV 2, 4, 6, 8, 10, 12x10¹⁶ cm⁻²</td>
<td>5x10¹⁶ cm⁻²</td>
<td>1.58 µm</td>
</tr>
<tr>
<td>#130</td>
<td>(110) IIa type</td>
<td>H⁺ ions, 350 keV 4, 8, 12, 16, 20, 24x10¹⁵ cm⁻²</td>
<td>8x10¹⁶ cm⁻²</td>
<td>1.75 µm</td>
</tr>
</tbody>
</table>

Two KrF excimer lasers (Lambda Physik, EMG 1003i and LPX 300) emitting pulses of 15-20 ns duration at the wavelength λ=248 nm were used. Laser spot size was 50-100 µm; intensity distribution over the spots was uniform. Optical transmission of the ion-implanted diamond before and after laser irradiation was measured at the wavelength of λ=532 nm with a transmission optical microscope equipped with a CCD array without gamma-correction. A surface profiler “Zygo” (model New View 5000) based on phase-shifting interferometry was used to examine the topology of original and laser-irradiated surface. The technique of white-light-interferometry (WLI) microscopy provides measurements (with sub-nm resolution) of the surface profile changes in laser spots resulting from the “diamond-to-graphite” or reverse transitions due to the difference in the specific volume of the materials.

RESULTS AND DISCUSSION

Ion implantation leads to the formation of radiation defects among which vacancies and interstitials are the main defects (refs. 7,8,12). Figure 1a shows the defect density distribution (calculated by Monte Carlo simulation (refs. 4,9)) created by H⁺, D⁺ and He⁺ ions of the same energy and implantation dose. An important feature is that the maximum density of defects is produced at a certain depth below the surface – at about the depth of the maximum of the implanted ion distribution referred to as the projected range, R_p (the R_p values for different ions are given in Table 1). We call this region with the high concentration of radiation defects as a buried damage layer. It is seen from Fig. 1a that implantation with lighter ions produce deeper damage layers in the bulk of diamond.

It is known that the ion-implanted diamond exhibits a volume expansion (pronounced in the surface swelling) due to the formation of vacancies and other structural defects (ref. 13), and the radiation defects are responsible for the GR (general radiation) optical absorption bands in the visible-UV spectral range (refs. 5,9). This gives obvious criteria for experimental observation of laser annealing and graphitization, namely: during laser annealing both the material compaction and increase in the optical transmission must ensue, whereas for laser graphitization the ‘extra’ surface swelling and loss in transmission must be observed.

![Figure 1](image-url)

Figure 1. (a) Data of Monte Carlo calculations of the depth distributions of the implanted ions and radiations defects (vacancies) in diamond implanted with 350-keV ions of hydrogen, deuterium and helium (Ref. 9); and (b) calculated depth profiles of absorbed laser energy in the D⁺ ion-implanted diamond for ‘frontside’ and ‘backside’ irradiation regimes with KrF laser; dash line is the vacancy density distribution after ion implantation at dose D=2x10¹⁶ cm⁻².
Because of the non-linear defect density distribution (shown in Fig. 1a), it was assumed that the laser-induced annealing/graphitization behavior could be different if a laser beam were incident either on the ion-implanted surface with low defect density or, passing through diamond, onto the buried layer with the high defect density (we call these irradiation regimes as ‘frontside’ and ‘backside’ irradiation, respectively). This assumption was supported by calculations of the absorbed laser energy profiles for both these irradiation conditions; the results are shown in Fig. 1b and described in more detail in reference 14. In the experiments we applied the ‘frontside’ and ‘backside’ regimes of irradiation of the ion-implanted diamond plates.

**KrF laser irradiation of He+ ion-implanted diamond**

Main features of UV laser-induced processes in He+ ion-implanted diamond (with lowest Rp value, see Table 1) are shown in Figs. 2 and 3. During ‘frontside’ irradiation, a sharp transition from annealing to graphitization of He+ ion-implanted layers is observed at \( E \approx 1.7 \text{ J/cm}^2 \) (Fig. 2a), and at fluences \( E \geq 3 \text{ J/cm}^2 \), surface graphitization is accompanied by material ablation. The WLI images and surface profiles of laser spots, corresponding to these successive stages (annealing, graphitization, graphitization+ablation), are presented in Figs. 2b-2e.
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**Figure 2.** (a) Changes in the optical transmission (at \( \lambda=532 \text{ nm} \)) and surface level of laser spots produced in He+ ion-implanted diamond (\( D=10^{16} \text{ ions/cm}^2<D_{cr} \)) under ‘frontside’ irradiation with single pulses. Dash lines show the original values of the transmission and surface level of the ion-implanted regions; (b)-(e) WLI images of laser spots produced at \( E=1.4 \text{ J/cm}^2 \) (b), \( E=2 \text{ J/cm}^2 \) (c), and \( E=3.2 \text{ J/cm}^2 \) (d), and WLI surface profiles across these spots (e).
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**Figure 3.** (a) Changes in the optical transmission (at \( \lambda=532 \text{ nm} \)) and surface level of laser spots produced in He+ ion-implanted diamond (\( D=10^{16} \text{ cm}^{-2}<D_{cr} \)) under ‘backside’ irradiation with single KrF laser pulses. Dash lines show the values of the transmission and surface level of as-implanted regions; (b)-(d) WLI images of laser spots obtained as a result of annealing at \( E=7.4 \text{ J/cm}^2 \) (b), graphitization at \( E=9.4 \text{ J/cm}^2 \) (c), and explosive ablation at \( E=13 \text{ J/cm}^2 \) (d).
In case of ‘backside’ irradiation, efficient annealing takes place at fluences of up to \(E=7.5\ \text{J/cm}^2\), extending to much higher fluences compared with the ‘frontside’ irradiation regime. Graphitization of the buried layer is observed in the fluence range \(7.5\leq E<13\ \text{J/cm}^2\), followed by the transition to the explosive ablation regime at \(E\approx13\ \text{J/cm}^2\). The depth of laser spots produced by explosive ablation at \(E\approx13\ \text{J/cm}^2\) is \(2.3-2.6\ \mu\text{m}\), which is considerably larger than the value of \(R_p\approx0.77\ \mu\text{m}\). WLI microscopy images of laser spots, corresponding to the annealing, graphitization, and explosive ablation in the He\(^+\) ion-implanted diamond, are shown in Figs. 3b-3d.

**KrF laser irradiation of D\(^+\) ion-implanted diamond**

Figure 4 shows the changes in optical transmission and surface level in laser spots after the action of single laser pulses under ‘frontside’ and ‘backside’ irradiation. After ‘frontside’ irradiation at low intensities of up to \(E=1.9\ \text{J/cm}^2\) (region I, Fig. 4a), the annealing is observed but the effect is weak as the transmission increases by only 1-2\% and the surface level decreases by 1-2 nm. In the range \(E=1.9-2.1\ \text{J/cm}^2\) (region II, Fig. 4a), further reduction in the surface level is observed, however, along with the material compaction a progressing decrease in the transmission is also observed which indicates the developing graphitization process to take place. It is therefore supposed that the observed effects is a result of ‘competition’ of the annealing and graphitization processes. For \(E\geq2.1\ \text{J/cm}^2\) (region III, Fig. 4a) graphitization occurs, resulting in a sharp decrease in the transmission and ‘extra’ surface swelling.

Under ‘backside’ irradiation, the behavior of the ion-implanted diamond is changed dramatically (Fig. 4b). The laser fluence range, within which the laser annealing occurs, extends to high fluences of up to \(14\ \text{J/cm}^2\) (region I in Fig. 4b). Taking the intrinsic absorption in diamond (at \(\lambda=248\ \text{nm}\)) into account, the “true” value of the incident fluence is \(9\ \text{J/cm}^2\). The annealing efficiency (the transmission increase of up to 20\% after the single pulse action) is much higher than that after the single pulse action during ‘frontside’ irradiation (the transmission increase of 1-2\%).

For the fluences \(E>14\ \text{J/cm}^2\) (region II, Fig. 4b) a sharp transition from the annealing to explosive-like ablation of \(\mu\text{m}\)-thick layer is observed, the evidence to which is the formation of a crater of \(\sim3.5\ \mu\text{m}\) depth. The crater depth is much larger than the \(R_p\) value of \(\approx1.58\ \mu\text{m}\). The data of Fig. 4b indicate that the graphitization process in the buried layer is inhibited, however simple estimations of the laser energy absorbed in the buried layer give the value of about \(e_{abs}=510\ \text{kJ/cm}^3\) which exceeds the vaporization energy of diamond \((e_v=210\ \text{kJ/cm}^3\) (ref.15)). Although such estimation is rather rough, it allows us to suggest that various HPHT processes can develop in the buried layer during laser pulse action in accordance with the P-T phase diagram (ref.16), e.g. spontaneous diamond-to-graphite transition in the range of pressures \(P=5-10\ \text{GPa}\) and temperature around 4000 K or melting of carbon at higher temperatures. Once laser heating stimulates graphitization in the region of the high defect density, the graphitization front moves both into the bulk of diamond and to the surface until high internal pressure inside the growing graphite-like layer exceeds the mechanical damage threshold of diamond, afterwards the explosive ablation occurs.

It is worth noting that during ‘backside’ irradiation of diamond implanted to the above-critical doses \((D\geq6\times10^{16}\ \text{cm}^{-2})\) the annealing stage was never possible. For \(D=8\times10^{16}\ \text{cm}^{-2}\), graphitization began at low fluences of \(E=1.4\ \text{J/cm}^2\) (“true” value is 0.9 \text{J/cm}^2) and was observed at fluences of up to \(E=7.6\ \text{J/cm}^2\). At \(E=10.5\ \text{J/cm}^2\), explosive ablation also occurred, but the depth of the crater formed was \(\approx1.71\ \mu\text{m}\), being in agreement with the \(R_p\approx1.58\ \mu\text{m}\).

**Figure 4.** Changes in optical transmission (at \(\lambda=532\ \text{nm}\)) and surface level of laser spots produced in D\(^+\) implanted diamond \((D=2\times10^{16}\ \text{cm}^{-2} < D_{cr})\) under ‘frontside’ (a) and ‘backside’ (b) irradiation with single KrF laser pulses. Dash lines show the original values of the transmission and surface level of the ion-implanted regions.
Figure 5a shows the results of multipulse ‘frontside’ irradiation of different regions implanted to doses below and higher than D_{cr}. For the multipulse regime one can see the progressive annealing with number of shots but the complete annealing is not achieved as the transmission is much less than that of the unimplanted diamond. It is found that not only annealing occurs but also does the etching of diamond, as soon as the surface level in laser spots becomes below the unimplanted diamond surface. The observed laser etching of diamond takes place in the absence of apparent surface graphitization, and the etching rates are very low – from 10^{-4} to 10^{-3} nm/pulse.

Figure 5b shows that during multipulse ‘backside’ irradiation the optical transmission and material compaction (material density) are further increased, enhancing the annealing effect.

**KrF laser irradiation of H^+ ion-implanted diamond**

Similar to the D^+ ion-implanted diamonds, laser irradiation of H^+ ion-implanted diamond (for D<D_{cr}) resulted in identical annealing/graphitization behaviour. During ‘frontside’ irradiation, ‘weak’ annealing of the ion-implanted layers occurred at E < 3.5 J/cm^2, and at E ≥ 3.5 J/cm^2 a sharp transition to graphitization of the ion-implanted layer was observed. Under ‘backside’ irradiation, we observed effective annealing during the action of single laser pulses at fluences of up to E<14 J/cm^2 and ‘suppression’ of the graphitization process in the buried layer. If the energy density exceeded the value E ≥ 14 J/cm^2, explosive ablation of a surface layer of ~ 3-3.5 µm thick took place.

Contrary to the ‘suppression’ of graphitization in the D^+ and H^+ ion-implanted diamonds, the presence of the graphitization stage during ‘backside’ irradiation of the He^+ implanted diamond (see, Fig. 3a) is likely to result from the difference in the R_p values, evidencing that the thickness of the constraining diamond cap may strongly affects the evolution of laser-induced HPHT processes in the buried layers.

For time-resolved optical transmission measurements the radiation of a HeNe laser (λ=630 nm) was used as a probe beam. The intensity of a HeNe laser beam was detected by an avalanche diode with the rise time of < 500 ps; the diode signals were recorded with a fast oscilloscope (Tektronix, 5GS/s). A typical character of the time-dependent transmission during and after the laser irradiation of the H^+ ion-implanted diamond is shown in Fig. 6.
The transmission signals were measured i) during and after the pulse action in the time interval 0-250 ns, and ii) in about 1 sec after the pulse end. One can see that the annealing and graphitization start on the tail of a laser pulse, when the temperature is close to the maximum value, evidencing the thermal character of the laser-induced processes in the ion-implanted diamond. At the same time, the graphitization process during ‘frontside’ irradiation continues for a ‘long time’ after the end of the laser pulse (Fig. 6a). Even more surprising is a recovery of the transmission under ‘backside’ irradiation (Fig. 6b). The curve “2” in Fig. 6b, as well as the curve “1”, is related to the annealing stage, however the transmission signal slowly decreases for the time period up to 250 ns, and then, after 1 sec, ‘jumps’ to the value exceeding the initial transmission value.

CONCLUSIONS

A non-linear defect density distribution in a near surface layer was found to be a major factor affecting the UV laser-induced annealing/graphitization behavior in diamonds implanted with light ions.

During ‘frontside’ irradiation, multipulse laser action at fluences lower than the graphitization thresholds resulted in partial annealing of diamond layers implanted to the doses both D<D_cr and D>D_cr, indicating that the annealing occurred in near-surface layers (not in the buried layer with the high defect density). Competing with the annealing process, laser etching of the ion-implanted diamond was observed at very low rates of 10^-4-10^-3 nm/pulse.

During ‘backside’ irradiation, the annealing efficiency was much higher than for ‘frontside’ irradiation and the annealing occurred in the buried layer (for D<D_cr). For the H+ and D+ implanted diamond, the graphitization in the buried layer was inhibited and a sharp transition to explosive-like ablation of few micron thick layers was observed. At D>D_cr, the annealing stage was never possible and graphitization was induced in buried layers at low fluences.
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ABSTRACT

In-plane ($k_\parallel$) and perpendicular ($k_\perp$) thermal conductivity of high quality polycrystalline diamond films have been measured using a transient thermal grating (TG) and a laser flash (LFT) techniques, respectively. Undoped and boron-doped films have been grown by microwave plasma CVD. The TG were excited in bulk by Nd:YAG laser pulses at 1064 and 266 nm, while in LFT 1064 nm radiation was used. The in-plane values $k_\parallel$, averaged over the film thickness (0.3-0.5 mm), fall in the range of 15-20 W/cmK at room temperature. The anisotropy of 10-20% in thermal conductivity ($k_\parallel<k_\perp$) caused by specific columnar growth of diamond grains is revealed. In the temperature range $T = 25 - 200^\circ$C the thermal conductivity follows the relationship $k \sim T^{-\gamma}$ typical for dielectrics at high $T$. Using a quasi-surface TG excitation in VUV spectral range (213 nm wavelength) $k_\parallel$ values of thin sub-surface layers were measured, and the depth nonhomogeneity of thermal conductivity was estimated. A strong, up to 2.7 times, variation in $k_\parallel$ across the film thickness is revealed for some specimens. Thermal conductivity as high as 22.4 W/cmK is measured at the growth (coarse-grained) surface of a B-doped film.

Keywords: CVD diamond, B-doped diamond, thermal conductivity, transient thermal gratings

INTRODUCTION

The record high thermal conductivity of diamond among other substances at room temperature makes it the ideal material for many applications in which the thermal properties (combined with low electromagnetic absorption, high strength, and other valuable parameters of diamond) play a key role. Selected examples of advanced CVD diamond applications include heat spreaders for semiconductors lasers, microwave transistors and multichip modules (ref. 1), optics for CO₂ lasers (refs. 2,3), windows for powerful gyrotrons (refs. 4,5), multiplayer cutting tools (ref. 6). While the thin (a few microns) polycrystalline diamond films typically have the thermal conductivity, $k$, up to 10 W/cmK at best (ref. 7), thick (a few hundred microns) undoped CVD diamond wafers show $k$ values approaching to those known for the most pure type Ila single crystal natural diamonds, $k = 20 - 24$ W/cmK (ref. 8). High thermal conductivity has been found also for natural (ref. 9) and synthetic HPHT (ref. 10) boron-doped diamonds, however, much less is known on thermal properties of B-doped CVD films.

Commonly the polycrystalline CVD diamond exhibits a depth inhomogeneity of thermal conductivity, since the grain dimensions gradually increase in the process of layer growth. In addition, $k$ displays an anisotropy because the grains have columnar shape with their axes directed perpendicular to surface. Perpendicular diffusivity $D_\perp$ and conductivity $k_\perp$ are typically larger than the in-plane values $D_\parallel$ and $k_\parallel$, and the thermal anisotropy can be as high as 50% (ref. 11). In the present paper we used the method of transient thermal gratings, TG (ref.12) and a laser flash-technique, LFT (ref.13) to measure in-plane and perpendicular thermal diffusivity and conductivity of thick undoped and B-doped diamond films grown in a microwave plasma CVD reactor. Both techniques determine diffusivity $D$, from which the conductivity $k = DpC$ is calculated, where $p$ and $C$ are the density and specific heat of diamond, respectively.
EXPERIMENTAL

Transient Thermal Grating Technique

The TG method is based on transient thermal grating recording in the sample by two interfering laser beams, and monitoring the thermal decay of the grating with a probe beam diffracting on the TG (Fig. 1). The $D_H$ can be determined from the relation $D_H = \lambda^2 / 8\pi \tau_0$ (ref. 14), where the time constant $\tau_0$ of the exponential decay of diffraction signal and the grating spacing $\Lambda$ are two experimentally measured parameters. For excitation laser wavelength longer than the fundamental absorption edge ($\lambda_{ex} > 225$ nm), the CVD diamond is almost transparent and the thermal gratings are formed in the bulk (Fig. 1a). Thus the diffusivity data averaged over the slab thickness are obtained. For shorter wavelengths, because of a strong light absorption, the TG is formed only in a thin subsurface layer. Actually a layer with thickness of the order of $\Lambda/\pi$ (ref. 14), thicker than the optical absorption depth, is involved in dissipation process in this case (Fig. 1b). This makes possible to tune the spatial scale of heat transfer by variation of grating period $\Lambda$, and perform the thermal characterisation of depth inhomogeneity of gradient materials.

Fig. 1. Geometry of bulk (A) and subsurface (B) thermal gratings formed with pulsed laser excitation at wavelength $\lambda_{ex} > 225$ nm (low optical absorption) and $\lambda_{ex} < 225$ nm (high absorption). The probe beam of a He-Ne laser (dashed lines) diffracts on the gratings.

Fig. 2. Set-up for $D_H$ measurement using thermal grating technique.
Figure 2 represents the TG-based laser system to measure $D_{\parallel}$. The thermal grating is formed by 9 ns pulses of a Nd:YAG laser equipped with DKDP crystal for higher harmonics generation. Two interfering beams were created using a quartz glass diffraction grating, that transformed almost 80% of incident energy to −1st and +1st orders, the zeroth order being absent. The pulse energy on the sample surface was in the range of 1-3 mJ. The two beams formed a periodic pattern on area less than 1 mm² on sample surface. The period of thermal grating could be varied in the range of 30-120 μm. The temporal evolution of intensity of a He-Ne laser probe beam passing through the sample and diffracting on the TG is recorded by PMT. The diffraction signal decay time is determined by exponential fitting procedure. The stationary temperature of the sample can be varied in the range from room temperature to 200°C. Phase sensitive detection of diffraction signal allows to reduce the error in the measured diffusivity down to ±3%. More details on the measuring methodology can be found in (refs. 12,15).

Laser Flash Technique

The LFT method is based on measurement of travelling time of the thermal wave excited by a laser pulse, from one side of the plate to another (Fig. 3). In this case the diffusivity $D_\perp$ in the direction perpendicular to the sample surface is determined, the $D_\perp$ value, by definition, being averaged over the sample thickness.

![Fig. 3. Schematics of laser flash technique.](image)

A pulsed YAG:Nd laser (wavelength 1.06 μm, pulse width 8 ns) was used for sample surface heating. Highly uniform intensity distribution within irradiation spot is achieved by passing the beam through a silica optical fiber (1 mm diameter, 1 m long). Both sides of the samples were covered with a thin titanium film to provide surface absorption and enhance thermal radiation emissivity. Propagation time of the thermal wave through the sample thickness was determined by measuring the temperature rise kinetics at the rear side of the sample by a HgCdTe detector with 300 ns resolution. Between the sample and detector a metallic tube (waveguide) with reflecting inner surface is placed to confine the thermal radiation and direct the maximum flux to the detector. The temperature rise on the rear side did not exceed 3°C, thus the thermal transport data obtained refer to room temperature. The temperature kinetics induced by a large number of laser pulses (usually 200 pulses were accumulated) were averaged with a PC to improve the measurement accuracy, which typically is in the range of 5-8%.

Samples

Diamond films have been grown on silicon substrates of 63 mm diameter in CH₄/H₂ gas mixtures in a microwave plasma assisted CVD reactor (ASTeX PDS19 model, 5 kW power, 2.45 GHz frequency) as described elsewhere (ref. 16). The undoped 0.3-0.5 mm thick samples of different qualities were produced at the following deposition parameters: methane content of 2.0-2.5% in hydrogen, gas flow rate 300 - 1000 sccm, pressure 100 Torr. The samples were translucent, their resistivity at room temperature (R.T.) was in the range of $10^{12} \sim 10^{14}$ Ohm·cm. Concentration of substitutional nitrogen impurity varied between 0.8 and 8.5 ppm, while hydrogen content was in the range of 80-350 ppm, as determined from IR absorption spectra.

One sample (#125, “blue diamond”) was moderately doped with boron ($N_{A\%}N_D \approx 4$ppm) in the course of deposition process (ref. 17), its R.T. resistivity was about $10^7$ Ohm·cm. The only feature observed in Raman spectra of all samples was a strong and narrow (ca. 3 cm⁻¹) diamond line at 1332 cm⁻¹ wavenumber, no traces of other carbon phases was found. The diamond films were chemically separated from the substrate, the mother diamond wafers were laser cut to the sizes of 4 to 48 mm², and mechanically polished to the roughness less than 10 nm (as measured with AFM) to minimize the light scattering. On some samples the highly defective fine-grained layer of 20-30 μm thickness at the nucleation side has been mechanically removed.
RESULTS

Thickness-averaged thermal conductivity

In-plane and perpendicular thermal conductivity of three representative samples are given in Table I. The $k_{||}$ values have been obtained by TG method at 266 and 1064 nm excitation wavelengths. The thermal conductivity was found according to relation $k_{||} = D_{||} \rho C$, where $\rho=2.51$ g/cm$^3$ is the density and $C=0.5$ J/gK is the specific heat of diamond. Due to low absorption at laser wavelengths used the gratings were formed almost uniformly through the film thickness. The $k_\perp$ values fall within 17-20 W/cmK range, being systematically larger by 10-20% than the in-plane $k_{||}$ values, the result typical for polycrystalline films (ref. 11). The anisotropy is due to columnar structure of CVD diamond (the columnar grains are directed normally to the film plane, increasing in diameter roughly proportionally to the film thickness). Also impurities and defects are concentrated mostly nearby the grains boundaries. Therefore, the in-plane thermal flux meets higher thermal resistance than that in perpendicular direction (along the columns).

Table I. H and N impurity concentrations, thermal conductivities $k_{||}$ and $k_\perp$ averaged over the film thickness, excitation wavelength and period of thermal gratings in TG measurements.

| Sample # | Hydrogen conc. ppm | Nitrogen conc. ppm | Excitation wavelength, nm | Thermal grating period, $\mu$m | Thermal conductivity $k_{||}$, W/cmK | Thermal conductivity $k_\perp$, W/cmK |
|----------|-------------------|--------------------|--------------------------|-------------------------------|-----------------------------------|-----------------------------------|
| 112      | 100               | 2.1                | 266                      | 78.5                          | 17.4                              | 15.0                              |
| 111      | 80                | 3.7                | 266                      | 120                           | 20.5                              | 17.8                              |
| 125*     | 150               | <1                 | 1064                     | 131                           | 20.0                              | 18.0                              |

* B-doped diamond

The thermal conductivity is controlled by phonon scattering rate on various defects. Since hydrogen has a tendency to decorate the defects the hydrogen impurity concentration can be a good indicator of imperfections in CVD diamond. An inverse correlation of thermal conductivity and bonded hydrogen (C-H) content in CVD diamond has been previously reported by other authors (refs. 8,18). Here we show (Fig. 4, full squares) the $k_\perp$ versus hydrogen content plot for a broad selection of our thick (0.2 – 1.0 mm) films. The $k_\perp$ value decreases from 21 to 4.5 W/cmK with H concentration increase from 70 to 4500 ppm. Interestingly, that the present data are in a good agreement with the results obtained with LFT by Coe and Sussmann (ref. 18) for MPCVD films produced by De Beers, in spite of possible difference in diamond deposition technologies. Their data, recalculated by us from integrated C-H absorption intensity (in cm$^{-2}$) to H concentration (in ppm) using a relation 1 cm$^{-2} = 1.7$ ppm, are shown in Fig. 4 (open squares).

![Graph](image_url)

**Fig. 4.** Thermal conductivity $k_\perp$ versus H concentration in diamond films (full squares). For comparison the data for MPCVD films taken from (ref. 18) are shown (open squares).
Depth inhomogeneity of in-plane thermal conductivity

Two sides of the free-standing diamond films show different structures. The nucleation side displays small, of the order of 1 μm, grains, while the growth side shows larger grains, typically of 20-100 μm size. To reveal an inhomogeneity of \( k_\| \) in the film cross-section the thermal gratings with spacing 92 μm were excited by VUV radiation at 213 nm wavelength on each side of the sample. The TG is formed in a thin (about 3 μm) subsurface layer. In addition to the TG decay via in-plane heat dissipation the heat flux also penetrates in perpendicular direction to the depth \( \Lambda/\pi \approx 30 \mu m \), which is still much smaller than the sample thickness (Fig. 1). This allows to probe the different sides, and measure a local thermal conductivity rather than to get an averaged \( k_\| \) value. The results summarized in Table II show the higher \( k_\| \) on growth side, as might be expected. The difference in \( k_\| \) on two sides for the samples #112 and 125 is rather small, less than 30%, because the most defective fine-grained layer (ca. 30 microns thick) on nucleation side was polished away. In contrast, the \( k_\| \) on the two sides differ by a factor of 2.7 for sample (#86) with unpolished bottom side. For the B-doped sample #125 a very high value \( k_\| = 22.4 \) W/cmK, approaching to those for most pure type IIa diamonds, is determined on growth side.

<table>
<thead>
<tr>
<th>Sample #</th>
<th>Film thickness, ( \mu m )</th>
<th>( k_| ) (nucleation side) W/cmK</th>
<th>( k_| ) (growth side) W/cmK</th>
</tr>
</thead>
<tbody>
<tr>
<td>112</td>
<td>330</td>
<td>14.8</td>
<td>18.0</td>
</tr>
<tr>
<td>125</td>
<td>330</td>
<td>16.3</td>
<td>22.4</td>
</tr>
<tr>
<td>86*</td>
<td>450</td>
<td>7.4</td>
<td>20.0</td>
</tr>
</tbody>
</table>

Table II. Thermal conductivity \( k_\| \) measured with TG excited at 213 nm wavelength on nucleation and growth sides of diamond films (* nucleation side unpolished).

Thermal conductivity at elevated temperatures

Temperature dependencies of thermal conductivity \( k_\| \) were calculated from the measured diffusivity \( D_\| (T) \) using the data on specific heat \( C(T) \) tabulated in (ref. 19). The specific heat significantly, by a factor of 2, varies in the measured temperature range of 25-200°C. The \( k_\| \) vs T plot for two samples, undoped and B-doped, are represented in Fig. 5. The results for type IIa diamonds (ref. 20) are also shown for comparison. The decrease of thermal conductivity with T (mostly due to phonon-phonon scattering mechanism) is well fitted with the relationship \( k \sim T^{-n} \). We found for our CVD samples \( n=0.99\pm0.07 \), and \( n = 1.29 \) for type IIa crystals (Fig. 5), the latter being in a good agreements with the value \( n=1.26 \) at T=320-450 K reported for IIa type diamonds by Burgemeister (ref. 9).

![Fig. 5. Thermal conductivity \( k_\| \) versus temperature for undoped diamond film (#112, closed circles) and B-doped film (#125, triangles). The data for type IIa single crystal diamonds taken from (ref. 20) are shown for comparison (open circles). Solid lines are fitting \( k \sim T^{-n} \).](image.png)
CONCLUSIONS

Transient thermal grating technique and laser flash techniques have been used to measure in-plane ($k_{II}$) and perpendicular ($k_{\perp}$) thermal conductivity of thick MPCVD diamond films. The $k$ values, averaged through the film thickness, approach 20 W/cmK. Anisotropy in thermal conductivity ($k_{\perp} - k_{II}$) less than 20% is found. A strong, up to 2.7 times, difference between $k_{II}$ on nucleation side and growth side of the films is revealed. For a B-doped diamond film very high value $k_{IL}$=22.4 W/cmK approaching to those for type IIa diamonds is determined on the growth side. Thermal conductivity inversely correlates with hydrogen concentration in diamond. At temperatures T=25-200°C the thermal conductivity of the high quality CVD diamond follows a relationship $k \sim T^{-n}$ with $n \approx 1.0$.
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We have studied the effect of the real structure of diamond single crystals on variations of the intensity profiles of the Kossel lines at the intersection of them. The intensity profile of intersecting lines characterizes an anomalous X-ray transmission and is not a simple sum of individual lines. The revealed effect is most sharply defined for type 1b diamond crystals (having a nitrogen impurity in the lattice). The experimental data on the X-ray diffraction by diamond single crystals qualitatively fit the theoretical calculations of the X-ray diffraction by a single crystal of the cubic syngony in the three-beam region when an ultrasonic wave passes through the crystal. The anomalous distribution of the intensity over the three-beam region is attributed to the periodic deformation of the diamond lattice caused by a selective absorption of a nitrogen (boron) isomorphic impurity by a growing crystal.

1. INTRODUCTION

The fullest volume of the reliable information about the lattice distorting in single crystals is given by X-ray diffraction methods [1], based on the dynamic theory of the radiation scattering. Unfortunately, the area of their usage is limited. So, for example, the usage of double crystal and furthermore three-crystal spectrometer when studying the fine structure of diamond lattice is hindered by a low intensity of an analytical signal due to small sizes of real crystals. For this reason the development of new or improving the existing precision techniques for studying the fine structure of real crystals is actual. The Kossel method can be related to such techniques. The advantages of this highly informative method are as follows:

- the X-ray pattern simultaneously exhibits several reflections from equivalent \{hkl\} lattice planes;
- the precision determination of the lattice constants [2] is possible from diffraction line displacements;
- the study the fine structure of the real crystals is possible from a change in the intensity of the line profile.

When the wide divergent X-ray beam diffraction is used, the multi-beam regions are the intersection of Kossel’s lines. As is shown in [3, 4], the multi-beam diffraction is extremely sensitive to deformations. Therefore, of interest is to study the influence of one-dimensional equidistant bending of atomic planes on the X-ray scattering in two-beam regions and on anomalous multi-beam X-ray transmission in single crystals with a diamond lattice.
In the present work we have made calculations using the dynamic theory of X-ray scattering by perfect crystals with one-dimensional strains and experimental measurements of Kossel’s lines intensity for single crystals of synthetic diamonds.

2. MULTI-BEAM DIFFRACTION

According to the dynamic theory, the interaction between the incident and scattering X-rays causes a change of the velocity of the resultant wave transmitted through a crystal. When the diffraction conditions are simultaneously met for three and more planes, the enhancement of X-ray scattering by lattice defects is observed.

The authors of [5] offered the general approach to the calculation of $N$-wave Borrmann diffraction parameters: coordinates of excitation points on dispersion surfaces, coefficients of absorption and excitation of wave vector modes, X-ray transmission and scattering intensity. This approach was used for the calculation of four-beam diffraction parameters in a Ge perfect crystal. The authors of Ref. [6] showed that with multi-beam diffraction the transmitted wave is absorbed much weaker, that means the enhancement of anomalous wave transmission as compared to the two-beam Borrmann effect.

2.1. THREE-BEAM DIFFRACTION BY DIAMOND CRYSTALS

The physical interpretation of the phenomenon of anomalous X-ray transmission is as follows. During the propagation of radiation in the crystal the standing waves with nodes, which coincide with atomic planes, develop. If the electric field intensity in the nodes approaches zero, the absorption of the radiation is a minimum. In this case, only thermal vibrations of the lattice are the main reason for the minor scattering.

The distribution of the intensity of the regions of the Kossel line intersections is calculated using the Takagi equations. Unfortunately, there is no algorithm of their solution in a general form for a $\bar{U}(\bar{r})$ strain field. It is caused first of all by the fact that in a general case, it is not possible to separate $\sigma$ and $\pi$ polarization, and because no less than three coplanar nodes of the reciprocal lattice take part in multi-beam diffraction [7].

The multi-beam symmetric X-ray diffraction by a crystal with one-dimensional strain field is described by the system of differential equations, which in the matrix form [3] look like:

$$\frac{d\hat{E}}{dz} = (\hat{A} - \hat{\alpha}(z))\hat{E}(z), \quad (1)$$

where the boundary conditions for Laue $N$-diffraction are given by:

$$\hat{E}(0) = \hat{E}_a \quad (2)$$

Matrix $\hat{\alpha}$ is the angular local disorientation of atomic planes. Matrix $\hat{\alpha}$ elements are determined as:

$$\alpha_m(z) = \alpha_m^0 - 2\pi \frac{d}{dz} \left(\hat{H}_m \hat{U}(z)\right) = \alpha_m^{(0)} - \alpha_m', \quad (3)$$
where $\mathbf{U}(\mathbf{r})=\left(U_x, 0,0\right), \ U_x = B \cdot z^2$, $B$ is the deformation parameter. For the three-beam diffraction:

$$
\alpha_H = \alpha_H^0 - p_H \cdot z; \quad \alpha_K = \alpha_K^0 - p_K z,
$$

where:

$$
\begin{align*}
 p_H &= p \cos(\alpha), \\
 p_K &= p \cos(\alpha - \phi),
\end{align*}
$$

Here: $\alpha_m^0 = 2\lambda \cdot \left[ (\mathbf{H}_m \cdot \mathbf{e}_1) \Delta \phi + (\mathbf{H}_m \cdot \mathbf{e}_2) \Delta \alpha \right]$, $\mathbf{e}_1 = \lambda [\mathbf{K}_0 \times \mathbf{n}]$, $\mathbf{e}_2 = [\mathbf{e}_1 \times \mathbf{K}_0]$, $\mathbf{K}_0$ - wave vector, which satisfies the condition of exact reflection position, angles $\Delta \theta$ and $\Delta \phi$ characterize the crystal deviation from $\mathbf{K}_0$ along $\mathbf{e}_1$ and $\mathbf{e}_2$ vectors, and $\alpha$ is the angle between $|\mathbf{H}_H|$ and $|\mathbf{H}_K|$ diffraction vectors.

Calculations were made for the case of three–beam $(\overline{1}111, 1111)$ and $(111, \overline{1}1 \overline{1}1)$ diffraction, Fe$K_{\alpha}$-radiation with $\mu t \approx 10$, where $t$ is the crystal thickness, $\mu$ is the normal absorption coefficient.

The results of the Kossel pattern calculation for a perfect diamond crystal are given in Fig. 1a. Figure 1b shows the theoretical profile of three-beam intersection intensity in the direction indicated in the pattern.

The results of the theoretical modeling of the anomalous X-ray scattering region providing the equidistant bending of atomic planes in the crystal with the orientation of displacement vector in the direction perpendicular to the binding plane $\mathbf{U}_1 \mathbf{H}_{220}$ are given in Fig. 2. As indicated in [3], with such a choice of orientation $\mathbf{U}$, the highest sensitivity of the X-ray diffraction to the lattice strain is achieved.

The comparison of computing results (Fig.2) demonstrates that under deformations with the $B$ parameter a decrease in the intensity and the transformation of three-beam scattering region are observed.

Figures 3a and 3b show the experimental Kossel pattern from a crystal synthesized in the Ni-Mn-C system and the intensity profile of the three-beam intersection. The intensity distribution curve of the anomalous scattering exhibits a qualitative agreement between theoretical modeling and experiment.

As the modeling of the process for the three-beam region of the X-ray anomalous scattering was carried out for a case of the equidistant bending of planes, it is possible to state that it is precisely these bendings that are present in real diamond single crystals. We think that, the occurrence of a strain field in real diamond single crystals is caused by an impurity sublattice.

The main problem in the modeling of the radiation intensity in the anomalous scattering region, as follows from an experimental diamond pattern (Fig. 4), is in the correct choice of the shape of a lattice strain field with allowance made for its anisotropy caused by the selective absorption of impurities during the crystal growth. It is just this that explains the different natures of the two-beam reflections of the Co$K_{\alpha1,2}$-radiation in different equivalent crystallographic directions $(111)$ and $(1 \overline{1} 1)$. 
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Fig. 1. Perfect crystal, $t = 336 \, \mu m$, (111, $\overline{1} \overline{1} \overline{1}$/220)-diffraction. a) $R_\theta (\Delta \phi, \Delta \theta)$; b) intensity distribution in the direction perpendicular to binding reflection (220).

Fig. 2. Influence of one-dimensional deformation on the three-beam region. $U(z) = Bz^2$, $B = 10$.

Fig. 3. Experimental pattern for the diamond synthesized in the system Ni-Mn-C. FeK$_{\alpha1,2}$-radiation, $<001>$ crystal orientation. a) three-beam scattering region; b) distribution of the intensity in the direction indicated by an arrow.
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Molecular dynamics simulation of boron implanted into diamond
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ABSTRACT

Molecular dynamic simulations, utilizing the Tersoff many-body potential, are used to investigate the microscopic processes of a single boron atom with energy of 500eV implanted into the diamond (001)2 1 reconstruction surface. We investigate the variations of the coordination number with time required for it to relax during and short after the B bombarding event with energy of 500 eV. We find from the number of threefold coordinated atoms that rearrangements of the atoms occurred while the temperature of the sample falls within the range 5000–1000K. The time spent in this temperature range is defined to be thermal spike life, which is estimated to be 0.18 ps. The lattice relaxations in the diamond (001) 2 1 reconstruction surface or near surface of simulated have been discussed. It shows that, the outermost layer atoms tend to move inward, and the other atoms move outward. The interplanar distance between the outermost layer and the second layer has been shortened by 15% compared with its starting interplanar distance. According to our simulation, we find that the implanted boron could exit in diamond stably and form &lt;110&gt; split-interstitial. Stress distribution in the calculated diamond configuration is inhomogeneous. After B implanted into diamond with energy of 500 eV, there is an excess of compressively stressed atoms in the lattice, which induces the total stress in the diamond lattice being compressive.

Keywords: molecular dynamics simulation, ion implantation, diamond
DIAMONDLIKE CARBON AND CUBIC BORON NITRIDE
TRIBOLOGICAL PROPERTIES OF GRAPHITE LIKE AND DIAMOND LIKE CARBON COATINGS

D. G. Teer
Teer Coatings Ltd., 290 Hartlebury Trading Estate, Hartlebury, Worcs DY10 4JB. UK.

Two carbon based coatings with exceptional tribological properties have been developed. One is a Graphite Like Carbon known as Graphit-iC™ and the other is a hydrogenated Diamond Like Carbon known as Dymon-iC™.

The Graphit-iC is deposited by magnetron sputter ion plating from carbon targets using unbalanced magnetrons in a closed field arrangement. The resultant high plasma density produces a dense, non crystalline, electrically conducting carbon coating with sp2 bonding. The hardness is dependant on the deposition parameters but can be over 40Gpa. Using a chromium interlayer excellent adhesion is achieved. The coefficient of friction is dependant on the load but is generally below 0.1. In pin on disc tests under dry conditions at low and moderate loads, up to 45N with a 5mm pin, the wear rate was about \(10^{-17} \text{m}^3/\text{Nm}\) but at higher loads the wear rate was much higher resulting in premature failure. By adding chromium to the coating the hardness was reduced and wear rates of \(10^{-17} \text{m}^3/\text{Nm}\) were obtained at loads up to 140N on a 5mm pin in the pin on disc test. The carbon-chromium composite coating had the same low friction as the pure carbon.

The Dymon-iC is also deposited using a closed field unbalanced magnetron sputter ion plating system but the process is one of Plasma Enhanced CVD using a hydrocarbon gas. The bias voltage applied to the substrates is Pulsed DC but the plasma is further enhanced by additional RF electrodes. This type of system means that upscaling to large production systems is easy and also the bias voltage and ion current to the samples can be independently controlled so that the deposition parameters can be optimised to control the coating properties. Again a chromium layer is used to give good adhesion to the substrate. The coating is an amorphous metal free hydrogenated carbon coating with a significant proportion of sp3 bonds. It is electrically insulating. The coefficient of friction is slightly less than that of Graphit-iC and the wear rate in dry pin on disc tests using a 5mm ball up to a load of 100N is \(10^{-17} \text{m}^3/\text{Nm}\) similar to that of the Graphit-iC.

There are some important differences between the two coatings. The Graphit-iC has excellent properties under water with wear rates better than \(10^{-19} \text{m}^3/\text{Nm}\) but it has poor properties in vacuum. This is consistent with its graphite like properties.

Dymon-iC has poor properties under water and early tests indicate that the properties in vacuum are good but more tests are needed.

Both coatings have excellent tribological properties with oil under boundary lubrication conditions. In long term testing comparing Graphit-iC and Dymon-iC with a hard CrN coating no wear could be detected for any of the coatings but the bearing steel counterface had significant wear against the CrN coating with little wear against the carbon coatings.

The mechanism of low friction for the Graphit-iC™ has been studied in some detail and the results will be presented and discussed. The differences between the coatings lead to different types of application and some of these are presented.
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ABSTRACT

A prototype manufacturing technology for producing high volume efficiency and high energy density diamond-like carbon (DLC) capacitors has been developed. Unique dual ion-beam deposition and web-handling systems have been designed and constructed to deposit high quality DLC films simultaneously on both sides of capacitor grade aluminum foil and aluminum-coated polymer films. An optimized process, using inductively coupled RF ion sources, has been used to synthesize electrically robust DLC films. DLC films are amorphous and highly flexible, making them suitable for the production of wound capacitors. DLC capacitors are reliable and stable over a wide range of AC frequencies from 20 Hz to 1 MHz, and over a temperature range from –50°C to 300°C. The compact DLC capacitors offer at least a 50% decrease in weight and volume and a greater than 50% increase in temperature handling capability over equal value capacitors built with existing technologies. The DLC capacitors will be suitable for high temperature, high voltage, pulsed power and filter applications.

Keywords: Diamond-like carbon, capacitor, high energy density, high volume efficiency

1.0 INTRODUCTION

Capacitors are a pervasive technology in every military and commercial application. Millions are used in electronic power systems and are considered to be a critical link to a common area of failure. Capacitors often fail under raised temperature conditions which may be due to lowering of the voltage breakdown strength, increase in dissipation factor and problems associated with drift of the dielectric constant. Diamond-like carbon (DLC) possesses unique properties of high dielectric strength, high resistivity, low loss, high decomposition temperature, chemical inertness and radiation hardness. It has been demonstrated that very thin (0.5 µm) DLC films can be deposited directly onto smooth aluminum surfaces with good adhesion and that amorphous DLC films are highly flexible, making them suitable for the production of wound capacitors. Increased performance and reduction of capacitor size have been the main goals of our research in diamond-like carbon (DLC) dielectrics [1-2].

2.0 DEVELOPMENT OF DIAMOND-LIKE CARBON FILM CAPACITORS

2.1 Dual Ion-Beam Deposition of DLC Films

A unique dual ion-beam deposition system was used for the deposition of high quality DLC films on both sides of capacitor grade aluminum foil and metallized polymer films in a continuous feed mode inside a class 100 clean room environment [3]. Highly reactive hydrocarbon ions were generated by two 6 cm x 22 cm linear inductively coupled RF (13.56 MHz) ion guns. The DLC films were produced by the impact of these ions onto the
aluminum foil surface or metallized polymer films. A quadruple mass spectrometer was used to monitor the plasma ion compositions during the deposition for quality control.

The dual ion-beam deposition system consisted of two 370-liter (61 cm in diameter by 102 cm long) stainless steel chambers that were bolted together; each was fitted with an ion source to coat one side of the aluminum foil. Each chamber was pumped by two Varian 1000 liter/sec turbo pumps and backed by three Varian 600 l/min tri-scroll roughing pumps. A 70 liters/sec turbo booster pump was installed in one of the chambers for pumping the quadruple mass spectrometer. The background and deposition pressures of the system were $10^{-5}$ and $10^{-2}$ Pa, respectively. The web-handling system was housed in a stainless steel chamber (36 cm in diameter by 183 cm long), which connected the two ion source chambers together. A computer data acquisition and control system furnished with LabView software was implemented for the complete automation of the entire dual ion-beam deposition system.

The gases used were methane and hydrogen. An in situ quadrupole mass spectrometer was used to monitor the ionic species during the deposition. The predominant ion in the plasma was CH$_3^+$. The ion beam energy was varied over the range of 50 eV to 1000 eV, and films of varying thicknesses over the range from 0.3 to 0.8 µm were deposited.

The chemical composition of DLC films was measured by Rutherford back-scattering (RBS) and hydrogen forward scattering. The film thickness of the DLC films was measured by a step profilometer (DekTak III) and by ellipsometry. The surface morphology and pin hole distribution were characterized by optical spectroscopy and atomic force microscopy.

2.2 Fabrication of DLC Test Capacitor

A method was developed for the fabrication of parallel-plate test capacitors on silicon wafers, on glass and on quartz substrates using two levels of metal electrodes, which were deposited through shadow masks. The parallel plate capacitors were produced by the deposition of aluminum dots through a shadow mask after the DLC film was deposited on the metallized substrates or aluminum foil.

2.3 DLC Test Capacitor Measurement

Electrical connections to the test capacitors were made with two probes on a standard probe station, in such a way that the probes touched the lower and upper aluminum electrodes of the capacitor. The electrical properties of the DLC films were determined by performing three sets of measurements: (a) capacitance as a function of frequency, (b) leakage current as a function of applied voltage, and (c) capacitance and leakage as functions of environmental conditions.

From the knowledge of the area of the capacitor, the DLC film thickness and the capacitance value, the electrical properties of the films such as dielectric constant, D.C resistivity and breakdown strength were obtained.

2.4 Electrical Quality of DLC Films

The deposited DLC films were amorphous and flexible, and had optically smooth surfaces. The electrical properties of capacitor grade DLC films were determined to be: dielectric constant of 3.3, breakdown strength of 7 MV/cm, and D.C. resistivity of $> 10^{15}$ ohm-cm. The chemical composition of the films was found to be 55.2 at. % C, 43.3 at. % H, 1.4 at. % Ar, and trace levels of metals of ~0.014 at. %.

2.5 Temperature Dependence of DLC Film Capacitors

The DLC capacitors were tested as various temperatures from –50°C to 400°C over the frequency region of 20 Hz to 1 MHz. Using a high temperature test station, the temperature characteristics of DLC film coatings on aluminum foil were also studied. For the high temperature tests, the measurements were conducted under vacuum ($10^{-3}$ torr). The frequency dependence of the capacitances and dissipation factors of the DLC capacitors was
measured from 25°C to 400°C. Figures 1 shows an example of capacitance variation for various temperatures. This figure indicates that the capacitors do not lose their initial characteristics up to 400°C.

For low temperature testing, sample capacitors (DLC158_S1_AL_C39) were placed inside a chamber maintained at -50°C and LCR measurements were performed. The DLC film capacitance at -50°C was found to be the same as the room temperature value within measurement error over the frequency range of 20 Hz to 1 MHz. At the low temperature of -50°C, the dissipation factor was almost constant around 5E-3, whereas at room temperature the value was higher (1E-2 ~ 5E-3). This result indicates that DLC film capacitors can work at low temperatures as well as (or better than) at normal room temperature.

In this way it was established that the DLC capacitors can be operated from -50°C to 300°C.

![Figure 1](HT_DLC_CAPACITOR_MT014S1)

Figure 1  
DLC capacitance as a function of frequency for various temperatures

2.6 Storage Life of DLC film Capacitor

In order to test the effects of ambient air on DLC capacitors, three DLC parallel plate capacitors were fabricated and measured in July 1996. These capacitors were stored in ordinary ambient air for two years. The electrical characteristics of the DLC films were measured again on March 26, 1998. After two years in ambient air, the properties of these DLC capacitors had not changed with time. Subsequently, the capacitance was measured at various temperatures in the range of 25 to 100°C, and found to remain essentially constant.

Another DLC capacitor was tested after five years of storage in air. No special storage conditions were used. The frequency dependence of the capacitance before and after five years was found to be the same. These results generally show that DLC electrical properties do not change appreciably over a 20-60 month period.

2.7 Effects of Oil on DLC film Capacitors

Some type of oil is always used in conventional capacitor manufacturing processes in order to remove air gaps from between the different layers in the capacitor. Air gaps may exist in the tightly wound DLC capacitors, and result in reduced capacitance value, as well as decreased breakdown strength. In order to study the DLC behavior with oil, DLC deposited aluminum foils were immersed in four different kinds of oil for more than a day. The oils used were mineral oil, vegetable oil, castor oil and canola oil. It was found that these oils did not cause the DLC to peel from the aluminum foil surface nor damage the DLC film. It also demonstrated that capacitance, insulation resistance and breakdown voltage of DLC capacitors did not change with or without the oils.
3.0 MANUFACTURING TECHNOLOGY

A compact capacitor winding system, consisting of a motorized film winder and two film supporting posts, was used to produce short-length DLC capacitors for testing. Several DLC capacitors were produced by rolling a pair of DLC coated aluminum foils. The capacitors were tested for capacitance and power dissipation factors. The capacitance values remained steady with variation of the AC signal frequency over the range 20 Hz to 1 MHz. Also the power dissipation factors were found to be quite low.

4.0 CONCLUSIONS

A prototype manufacturing technology for producing high energy density DLC film capacitors has been designed, constructed and verified. DLC is an amorphous, flexible film that can be deposited at a low temperature on both sides of capacitor grade aluminum foils or aluminum coated polymer films. DLC films possess low dissipation factor, high resistivity, high breakdown strength, and chemical inertness. These properties make DLC films suitable for producing high energy density pulse power capacitors. Conventional film capacitor manufacturing technology can be adapted for producing high energy density DLC capacitors. Moreover, DLC capacitors are reliable and stable over a wide range of AC frequency from 20 Hz to 1 MHz, and over the temperatures range from $-50^\circ$ C to $300^\circ$ C. The compact DLC capacitors offer a 50% decrease in weight and volume, and a greater than 50% increase in temperature handling capability over equal value capacitors built with existing technologies. The tubular capacitor form lends itself easily to large-scale, low-cost manufacturing. The DLC capacitors will be suitable for high temperature, high voltage and pulsed power applications.
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ABSTRACT

We propose application of diamond like carbon films to Hydrogen fuel cell technology. The Hydrogen fuel cell has been developed for a new style of clean energy. The Hydrogen storage system is one of important issues especially for the vehicles. The leakage of Hydrogen through the tank wall cannot be disregarded at such a high pressure of 40-70 MPa. The brittle fracture by Hydrogen is a serious problem for safety. For such the small molecule as hydrogen, the lighter elements such as Beryllium, Boron, Carbon, Nitrogen, etc, will perform better barrier from diffusion into the material. DLC film is a promising barrier to prevent Hydrogen diffusion into the substrate.

The Hydrogen leakage through DLC films deposited on polymer sheets has been investigated for the purpose of evaluation of hydrogen barrier by the DLC film. Without the DLC film, Hydrogen can easily pass through such the sheet of polyethylene terephthalate (PET) widely used for bottling drink. With a thin DLC film deposited by an RF plasma CVD method, the leakage rate through the sheet is decreased by more than 30%. Even by a thin film of a few 10 nm, the Hydrogen diffusion was partly stopped. It is necessary to optimize fabrication condition to improve the barrier performance.
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CUBIC BORON NITRIDE AND BORON BASED TOOL COATINGS –
MECHANICAL AND TRIBOLOGICAL PROPERTIES
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Abstract
Due to their broad range of mechanical properties, from very soft e.g. hexagonal boron nitride, to very hard, e.g. titanium diboride or especially cubic boron nitride (cBN), boron based coatings can be applied in a wide range of cutting operations. The soft coatings can be used as a dry lubricant for cutting operations. The very hard modifications are suitable for wear resistant coatings on cutting tools for highly abrasive machining operations.

After a short overview of the relevance of cBN in production engineering and future trends we will present in detail the current status of development of cBN coatings. Different ways for cBN deposition will be discussed, including the research results of the Fraunhofer IST. Using a modified sputter technique and a special B-C-N gradient interlayer, an essential adhesion improvement of the cBN top layer has been achieved. Our new process allows to prepare cBN films thicker than 2 µm on silicon and nearly 1 µm on cemented carbide cutting inserts. Measurements of mechanical properties like hardness and Young’s modulus reveal that the properties of the cBN films are nearly identical to those of cBN bulk material. Results of cutting and machining tests for cBN and other boron based tool coatings will be presented.
FROM MOLECULES TO MATERIALS: HARD AND SOFT BORON NITRIDE PHASES OF TECHNOLOGICAL IMPORTANCE

Hermann Sachdev*, Institut für Anorganische Chemie FR 8.11, Universität des Saarlandes, Postfach 151150, D-66041 Saarbrücken, e-mail: h.sachdev@mx.uni-saarland.de

Abstract

Boron Nitride (BN) displays several phases of industrial importance, e.g. phases with threefold coordinated atoms (h-BN, r-BN, o-BN) display high thermal resistance, low friction and good insulating properties, whereas phases with tetracoordinated atoms (c-BN, w-BN) exhibit extreme hardness and can be used as wear resistant coatings. Due to these interesting thermal, electrical and tribological features, films and layers of these materials are of specific interest1,2. In order to enhance a growth of hard phases (c-BN, w-BN) from the gas phase or at ambient pressure, it is important to understand the nucleation and growth mechanisms and avoid the formation of sp²-type BN 3,4,5. Due to the outstanding material properties of the individual BN phases, there is a huge interest in the specific synthesis of the individual modifications, and in general mainly infrared spectroscopy is used to determine the formation of c-BN films and nanoscale powders2,6,7. A critical analysis of the characterization of the individual BN phases with IR- and Raman-spectroscopy is presented and their use and limitations are discussed8. In the case of c-BN, polytypism was observed for the first time with raman spectroscopy in analogy to silicon carbide (SiC)9, and the formation of boron nitride phases by chemical vapor deposition (fig. 1) and by thermal decomposition of suitable precursors is presented. Amorphous boron nitride was obtained at temperatures below 400°C (fig. 2), which does not show recrystallisation by heating up to 1500°C. SEM, XRD- and IR- spectra indicate the formation of sp²-type boron nitride and display a new source for the selective formation of BN based nanoscale materials. By CVD of borazines, a selective formation of monoatomic layers of h-BN was achieved. Furthermore, the syntheses of boron nitride nanotubes and boron nitride based ceramic composites are presented. These investigations and studies are of principle interest for the understanding of the nucleation and growth of the distinct crystalline phases of BN.

Fig. 1: Gas phase nucleation of h-BN on c-BN (textured, epitaxial growth)  
Fig. 2: Amorphous boron nitride (containing BN nanotubes)
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INTRINSIC ABSORPTION-EDGE SPECTRUM AND INDIRECT EXCITON RELATED LUMINESCEENCE OF CUBIC BORON NITRIDE
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ABSTRACT

We have observed direct experimental evidence describing the indirect band gap nature of cubic boron nitride (cBN) by means of absorption and cathodoluminescence spectroscopy. Samples were prepared by the temperature gradient method under high pressure and high temperature conditions. The pure, colorless crystals were successfully synthesized using a barium-HN catalyst and taking special care in protecting the materials from cBN growth from oxygen contamination. Those high quality samples show a series of cathodoluminescence bands which is readily assigned to the indirect bound and free exciton luminescence assisted by zone-boundary phonons of point X. In addition, the absorption bands to represent the indirect exciton and band absorption nature is also observed near the indirect exciton energy being the respective phonon energies apart. As a result, an exciton gap energy of 6.35 eV and a band gap energy of 6.42 eV are consistently estimated from both the absorption and luminescence spectra.

Keywords: cubic boron nitride (cBN), indirect exciton, indirect band gap, absorption, cathodoluminescence

INTRODUCTION

Owing to chemical stability and theoretically predicted superior electronic properties, cubic boron nitride (cBN) is one of the materials expected as the possible next generation of electronic devices having high reliability under extreme conditions. Extensive studies of the luminescence properties of cubic boron nitride single crystals have been made since the first report on synthesis of cBN under high temperature and high pressure conditions. However, the indirect band gap nature including an accurate indirect band gap energy remains not well understood. This is mainly because quality of samples is not so high that indirect exciton related luminescence spectra has not been measurable. In general, the indirect band gap is determined by an indirect exciton or indirect band absorption spectrum near the band edge, though such a spectrum has never been reported in samples so far.

In this work, we used carefully purified materials for the temperature-gradient method under high pressure and high temperature employing a barium catalyst system, then successfully obtained colorless transparent samples which showed both cathodoluminescence (CL) and absorption spectra related to indirect exciton. Each spectral structure can be consistently assigned to phonon-assisted transitions between the valence band maximum Γ and the conduction band minimum X using theoretically calculated phonon energies.

EXPERIMENT

Single crystals of cBN were grown by temperature gradient method at pressure of 5.5 Gpa and temperature of 1500-1700 °C for 20-80 hours. The solvent and source of deoxidized hexagonal BN were packed into a molybdenum (Mo) sample chamber under a nitrogen atmosphere. Morphology of grown crystals was strongly affected by the growth temperature and solvent, such as compounds of alkali-earth metal and BN. The solvent used affected the color of the grown crystals. Amber color crystals were obtained by using lithium boron nitride solvent, while colorless crystals were obtained by using barium boron nitride.

Although the barium boron nitride solvent system for the temperature-gradient method is very effective for synthesizing pure, colorless samples, a growth cell containing BN source materials tends to be contaminated by oxygen during a synthesis process and the oxygen contamination tints crystals amber color. Thus, we took special care in preventing the growth materials from being contaminated by oxygen, then obtained colorless transparent crystals in which the concentration of oxygen was one order of magnitude less than that for typical amber colored crystals synthesized by means of a conventional method.

The absorption spectra were calculated from transmission spectra obtained by using monochromatic ultraviolet light from a monochromator and a deuterium lamp, and a Si photodiode detector. CL was measured with using a
scanning electron microscopy system as an electron beam source, and a spectrograph with a CCD detector.

RESULTS AND DISCUSSION

Figure 1 shows an example of the absorption spectrum near band gap energy from a sample having 100 μm thickness, while the inset is the spectrum taken from a sample having 300 μm thickness. The circles and the line are results for the experiment and a theoretical fitting, respectively. The equations \((h\omega - E_{th})^{1/2}\) for threshold energy \(E_{th} = 6.204, 6.233, \) and \(6.252\) eV and \((h\omega - E_{th})^{3/2}\) for \(E_{th} \) of \(6.272\) eV, respectively, show good agreement with the experimental result. Therefore, the threshold energies between 6.204 and 6.252 eV can be assigned to phonon-assisted exciton absorption and the energy of 6.272 eV to phonon-assisted band absorption. Assuming an indirect band gap of cBN, namely, the valence band maximum and conduction band minimum positioning at \(\Gamma\) and \(X\) point in momentum space, respectively, the phonons concerning those absorption belong to the ones at the boundary of \(X\) point. Theoretically calculated energies of 0.143, 0.112, 0.127 and 0.088 eV are used for longitudinal optic (LOx), transverse optic (TOx), longitudinal acoustic (LAx) and transverse acoustic (TAx) phonons at \(X\) point, respectively, in our assignment.\(^4\) As summarized in Table I, those threshold energies are readily assigned to phonon absorbed indirect excitation and band transitions. As a result, the indirect exciton energy gap and indirect band gap are obtained as 6.35±0.01 eV and 6.42±0.01 eV, respectively. Then the exciton binding energy is estimated to 6.42-6.35 = 0.07 eV.

Concerning the samples we have examined, several CL bands appeared near the band edge as shown in Fig. 2. These luminescence bands having a shortest wavelength among luminescence bands which have ever been reported within band gap energy from cBN, have been measured for the first time. A series of the luminescence bands from 6.050 to 6.089 eV among those is reasonably assigned to the bound exciton luminescence as summarized in Table I. The activation energy of 0.172 eV was obtained from the fitting for the temperature dependence of the intensity for the 6.068 eV band by solving the rate equation between radiative and non-radiative transitions; this energy corresponds to the localized energy for the bound exciton (not shown).

As increasing the sample temperature, the broad weak band appeared at the energy of 6.25 eV. It is possible to assign to the indirect free exciton luminescence with creation of the TOx phonon (Table I). The temperature at which the 6.25 eV band appears, corresponded to the one at the intensity of 6.068 eV bound exciton.
TABLE 1: Summary of absorption and cathodoluminescence measurements.

<table>
<thead>
<tr>
<th>Threshold or peak (eV)</th>
<th>Phonon assignment (eV)</th>
<th>Exciton gap (eV)</th>
<th>Band gap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorption</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.204</td>
<td>0.143 (LOx)</td>
<td>6.347</td>
<td></td>
</tr>
<tr>
<td>6.233</td>
<td>0.112 (TOx)</td>
<td>6.345</td>
<td></td>
</tr>
<tr>
<td>6.252</td>
<td>0.088 (TAx)</td>
<td>6.340</td>
<td></td>
</tr>
<tr>
<td>6.272</td>
<td>0.143 (1.0x)</td>
<td></td>
<td>6.415</td>
</tr>
<tr>
<td>Free exciton luminescence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.25</td>
<td>0.112 (TOx)</td>
<td>6.362</td>
<td></td>
</tr>
<tr>
<td>Bound exciton luminescence (localized energy 0.172 eV)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.080</td>
<td>0.117 (1.0x)</td>
<td>6.349</td>
<td></td>
</tr>
<tr>
<td>6.068</td>
<td>0.112 (TOx)</td>
<td>6.352</td>
<td></td>
</tr>
<tr>
<td>6.089</td>
<td>0.088 (TAx)</td>
<td>6.349</td>
<td></td>
</tr>
</tbody>
</table>

luminescence decreasing. This phenomena can be attributed to an increase of the number of free exciton due to the thermal release of the bound exciton from defects.

The defect for the bound exciton as well as the origin of the 6.032 eV band, which shows the different activation energy from the 6.068 eV band, is not clear at present. This might be caused by residual impurities (carbon, oxygen, or beryllium) or nitrogen vacancy.

CONCLUSION

The indirect band nature of cBN single crystals grown by temperature gradient method under high pressure and high temperature was observed by means of cathodoluminescence and absorption spectroscopy. The exciton gap energy of 6.35 eV and the indirect band gap energy of 6.42 eV were determined by analyzing the indirect exciton related structures appearing in the luminescence and absorption spectra with the appropriate phonon energies apart.
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ABSTRACT

The technology of diamond-like carbon (DLC) film deposition, that allows to vary the composition and structure of the film giving an opportunity to modify the properties of the obtained samples, has been developed. In the present work the special gas-mixer was utilized, with the help of which the gas mixtures of C7H8 or C6H12, Ar and N2 were supplied between the anode and cathode of the ion source. By varying the electrical parameters of ion source and concentration of gas mixture and by shaping the plasma geometry, it is possible to modify the average kinetic energy of ions that have reached the substrate. This feature has permitted to grow DLC films on the surfaces of monocrystalline Si (c-Si), Al2O3 and other substrates over a 100 cm2 area with non-uniformity of characteristics less than 5%. The density ρ of the obtained films has been increased up to 2.5 g/cm3, and the microhardness HV - up to 3100 kgf/mm2. The DLC films are stable to chemically hostile environment, to radiation impacts, as well as to thermal influences up to 400 °C. By altering the film deposition conditions it is possible to vary the electrical, optical and mechanical properties of DLC films in a wide range.

Keywords: DLC film, technology, uniformity, microhardness, density

INTRODUCTION

Today, one of the unsolved problems existing in the field of solar energy conversion is obtaining of thin-film protective and enlightenment coatings that will not only have necessary mechanical, electrical and optical characteristics but will also be reliable and stable to long-term environmental impacts, such as moisture ingress, temperature, ultraviolet and particular radiations, etc. at the process of operation. Application of diamond and DLC films as an encapsulating layer in solid-state electronics including photovoltaic (PV) cell industry is at the centre of attention (ref. 1). There are a lot of technologies for DLC film obtaining (ref. 2), but in most cases the film growth is realized by complicated technological systems with the usage of ultrahigh and radio frequencies at high process temperature, so it is aimless to use these systems in PV cell production. In view of this fact, the development of inexpensive, uncomplicated and low-temperature technologies of DLC film deposition is of great importance. Such technology, based on the DC plasma-enhanced chemical vapour deposition method, using radical ion source and gas mixture of cyclohexane (C6H12) or toluene (C7H8) for Si and Al2O5 surface encapsulation, has been developed (ref. 3).

EXPERIMENTALS

As a result of carried out experimental work, the influence of some process variables on structure, mechanical, electrical and optical properties of growing films has been determined. The main factors are concentrations of nitrogen (N2) and hydrocarbon vapours in the gas mixture of argon, and the average magnitude of kinetic energy (E_k) of ions forming plasma, as with increase of E_k of ions the changing of the process of decomposition and ionization in ion system, as well as the changing of processes of absorption and desorption of particles on the surface of substrate takes place. Having determining the available ranges of variation of these parameters, it was possible to optimize the deposition conditions for achieving particular properties of the DLC films. Several characteristics of the deposition process as well as some DLC film parameters on c-Si substrates are presented in Table 1 (U_ac – the voltage between anode and cathode of ion source, U_b – the bias voltage, applied on substrate holder and electrodes, I_p - the plasma current density, n- the refractive index of the film, d- the thickness of the film, HV– the microhardness of the film).

Depending on appropriate deposition condition of DLC film, the required magnitudes of E_k of ions in the plasma and I_p on the substrate surface was set. Thus, by controlling these parameters, it is possible to obtain DLC films with appropriate adhesion strength, microhardness, density, internal defects and stress, friction coefficient, and refractive index.
Table 1. The process variables of the DLC film deposition and film parameters on c-Si substrates.

<table>
<thead>
<tr>
<th>№</th>
<th>Si sample</th>
<th>Uac, kV</th>
<th>Ip, mA/cm²</th>
<th>Ub, V</th>
<th>P, Pascal</th>
<th>C7H8, %</th>
<th>d, nm</th>
<th>n</th>
<th>HV kgf/mm²</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SK11</td>
<td>2.6</td>
<td>0.25</td>
<td>-350</td>
<td>6x10⁻³</td>
<td>28</td>
<td>250</td>
<td>2.00</td>
<td>2750</td>
</tr>
<tr>
<td>2</td>
<td>SK23</td>
<td>2.8</td>
<td>0.30</td>
<td>-400</td>
<td>8x10⁻³</td>
<td>24</td>
<td>290</td>
<td>2.10</td>
<td>2700</td>
</tr>
<tr>
<td>3</td>
<td>SK28</td>
<td>2.2</td>
<td>0.60</td>
<td>-250</td>
<td>9x10⁻³</td>
<td>18</td>
<td>185</td>
<td>2.40</td>
<td>3000</td>
</tr>
<tr>
<td>4</td>
<td>SK31</td>
<td>2.4</td>
<td>0.80</td>
<td>-350</td>
<td>3x10⁻²</td>
<td>15</td>
<td>200</td>
<td>2.35</td>
<td>3100</td>
</tr>
<tr>
<td>5</td>
<td>SK75</td>
<td>1.8</td>
<td>0.40</td>
<td>-50</td>
<td>5x10⁻²</td>
<td>8</td>
<td>192</td>
<td>2.60</td>
<td>2850</td>
</tr>
</tbody>
</table>

In order to obtain DLC films on the surfaces of Si, Al₂O₃ and other substrates over a 100 cm² area with a non-uniformity less than 10%, a new system of diaphragm and ion-acceleration electrodes has been developed and installed between the ion source and substrate. The direct-current radial ion source is introduced into the vacuum chamber at a pressure level of 10⁻³ Pa. A voltage U_ac in the range of 1÷3 kV is supplied between the anode and cylindrical cathode where plasma is produced and has a shape of truncated cone. By using an electrode-diaphragm with a slit of "concave-lens" configuration, the ions spread out at an angle of over 30° relative to the plasma axis. Gauze with a size of 0.3÷0.5 mm mesh is also installed on the electrode-diaphragm. With the help of bias voltage from the power module, this gauze allows adjusting the average magnitude of kinetic energy of the ions, which is in the range of 20÷50 eV, that reach the substrate surface. As a result, the plasma density distribution reshapes to a cylinder form with a non-uniformity less than 10%. Inside the plasma, the non-uniformity of the average kinetic energy of ions of C⁺, H⁺, N⁺ and Ar⁺, does not exceed 10%. The concentration ratios of these ions vary according to the initial vapour concentrations of C₆H₁₂ or C₇H₈, and Ar-N₂ mixture supplied to the ion source.

Multifarious optical and electrical properties of DLC films have been achieved by introduction into ion source of various ratios of hydrocarbon vapours and gases forming monoenergetic ions of C⁺, H⁺, O⁺, N⁺, Ar⁺ etc., simultaneously changing space distribution and magnitude of applied electrical and magnetic fields.

In order to reduce the optical and mechanical non-uniformity of the DLC films to less than 5% and to decrease the film deposition temperature, a rotating system of substrate holders was designed with combination of aforementioned electrode-diaphragm (fig. 1). The rotating system is in planetary motion with a combination of additional gyration of the substrate holders, and it provides a necessary trajectory of the substrate motion, i.e., passing of the substrates through all possible zones of the plasma stream. Therefore, better uniformity of deposited DLC film is achieved. It is possible to vary the gyration rates of the substrate holders. This feature is also important for control of the ratio of substrate's stay duration within plasma zone and out of it, providing the necessary cooling of the substrates. This method allows the DLC to be deposited in the range of 30÷80 °C with good temperature stability, reduced internal mechanical stresses, and improved adhesion quality, microhardness and optical properties.

Results of Raman spectroscopic analysis for the DLC films deposited at different growth conditions with thickness varying from 60 nm to 900 nm show that the majority of the carbon in the films is more in sp³ bonding as for diamond than in sp² as for graphite.

Fig. 1. Schematic view of the equipment for DLC film deposition: 1- anode, 2- cathode, 3- solenoid, 4- vacuum chamber, 5- plasma stream, 6- diaphragm electrode, 7- ion-acceleration electrode, 8- engine, 9- rotaiting system.
RESULTS AND DISCUSSIONS

Some samples of DLC films with thickness of 60–900 nm were made by the aforementioned technology. Specific surface resistance ($\rho_s$) of the films has been determined by the four-probe method according to the following expression:

$$\rho_s = 4.53 \frac{U_{2-3}}{I_{1-4}} \text{[Ohm/cm]},$$  \hspace{1cm} (1)

where $U_{2-3}$ – voltage between 1 and 2 probes.

And resistance ($\rho_v$) relates to $\rho_s$ in the following proportion:

$$\rho_v = \rho_s \cdot d \text{[Ohm-cm]},$$  \hspace{1cm} (2)

where $d$ – the thickness of the DLC film that has been measured by interference microscope.

It has been defined that specific surface resistance of DLC film depends on its density which is set by appropriate process variables, particularly by concentrations of gases in the working mixture. Fig. 2 shows the dependences of resistance ($\rho_v$) of DLC films upon their density ($\rho$). The films have been grown at various concentrations of N$_2$ in gas mixture and at constant concentration of Ar: curve 1 - C$_7$H$_8$:N$_2$:Ar=17:28:55, and accordingly, curve 2 – 27:18:55, and curve 3 – 37:8:55. It could be inferred from curves that the increase of N$_2$ concentration in gas mixture leads to decrease of the value of resistance of growing film in the range of $(8.5 \div 3.5) \times 10^{-3}$ Ohm/cm.

Microhardness of the DLC films has been measured for investigation of their mechanical characteristics. Vickers’ technique does not allow to measure microhardness of such thin films, as at pressing of tip in the form of pyramid the penetration depth ($h$) is more than the thickness ($d$) of the film ($h>>d$). Therefore, the modified Vickers’ technique has been used. The main point of modification is the following: the tip in the form of pyramid made of diamond has been replaced with a tip in the form of a globe made of hard alloy and with radius ($r$). At fixed applied force ($P$) the globe was rotated with a steady angular rate ($\omega$) on the surface of DLC film. Determining the period ($t$) of multifold passing of the globe, when total wearing of the film takes place and the globe reaches the surface of substrate ($h=d$), it is possible to calculate the penetration depth of globe for per revolution. Whereupon, the average diameter of track ($D$), left by trip, for per revolution has been determined. By means of the following expression the microhardness of DLC film has been estimated:

$$HV = K \frac{\mu \cdot P \cdot \omega \cdot t}{8r \cdot d} \text{[kg-mm/mm$^2$]},$$  \hspace{1cm} (3)

where $\mu$ - friction coefficient, $P$ – applied force (kg-f), $\omega$ - angular rate of globe rotation (revo), $t$ – period of globe rotation (min), $r$ – radius of globe (mm), $K$ – definite constant coefficient.
Fig. 3 (curves 1-3) illustrates the dependences of microhardness of DLC film samples upon their density. The samples have been made at the same deposition conditions that correspond to conditions of growth of samples for which the curves 1-3 (fig. 2) are presented. The measurement results have shown that the increase of N₂ concentration in gas mixture leads to decrease of the absolute value of film microhardness.

The measurements of optical reflectance spectra (R) were held both for the DLC samples grown on the surface of c-Si, and on the surfaces of Al₂O₃ and sintered quartz. The measurement results of the samples c-Si with DLC film have shown that the curves have identical shape and almost the same value of R on all the zones of the surface with area over 100 cm² (fig. 4). There were also carried out the measurements of the film density (ρ) with the help of weighing method on the same zones of the substrate surface, which had identical values within the limit of accuracy of measurement. Depending on the magnitude of negative bias voltage, the film density varied from 1.7 to 2.5 g/cm². Comparing the results of numerous experiments, it can be concluded that the DLC films grown by aforementioned technology on the surface of c-Si, Al₂O₃ and sintered quartz have a non-uniformity of parameters less than 5%.

The possibility to vary the magnitudes of refractive index and width of band gap depending on deposition conditions allows growing both one- (fig. 5) and bi-layer (fig. 6) enlightening and protecting structures in one technological process for substrate encapsulation.

Fig. 5 illustrates the reflectance spectra of polished c-Si without coating (curve 1), and of two samples of c-Si with one-layer DLC film (curve 2, sample SK11 and curve 3, sample SK28, see Table 1). And fig. 6 shows the reflectance spectra of two DLC samples of bi-lateral film, grown in one technological process with changing of deposition conditions in order to chose the proper values of refractive index (curve 1: n₁=2.0, n₂= 2.4, curve 2: n₁=1.8, n₂=2.35). As it can be inferred from fig. 6, bi-layer DLC coating with the proper values of refractive index provides the coefficient of reflection less than 5% in the photosensitive range of Si.

Fig. 6. Reflectance spectra of bi-layer DLC films on c-Si substrate with various values of refractive index: 1- n₁=2.0, n₂= 2.4 and 2- n₁=1.8, n₂=2.35).

Fig. 7 shows the transmittance spectra (T) of DLC films grown at various deposition conditions on the surface of Al₂O₃. Depending on technological parameters there was a significant alteration of film coefficient T in the range of λ =200÷600 nm, and in the range of λ =600÷1100 nm was not any alteration of T. The increase of atomic-weight...
ratio of hydrocarbon vapours in gas mixture leads to increase of coefficient $T$ (curve 1 for sample SK11, curve 2 for sample SK28, and curve 3 for sample SK75).

The obtained DLC films on the substrate of c-Si and $\text{Al}_2\text{O}_3$ have shown high stability to external influences. These samples grown at various deposition conditions kept their properties up to 400 °C thermal exposures. They were also subjected to moisture, to chemically hostile environment and to ultraviolet radiation impacts, and any changes of the film parameters were been observed. The tests were conducted by the following methodology:

1. Moisture impact – the sample were kept in chamber at relative humidity of 90% and at temperature of 25 °C within 20 hours;
2. Chemically hostile environment impact – at 25 °C the sample were kept: (1) in the concentrated acids of $\text{H}_2\text{SO}_4$ and $\text{HNO}_3$ within 30 min, (2) in the 1% solutions of the same acids within 1 hour, and (3) in the fat solution of NaCl (sea-fog simulation) within 40 min.

Because of the abovementioned properties and such high stability of DLC films on the surface of Si, they have been applied in production of PV cells of new generation (ref. 4). The obtained PV cells have also been subjected to the listed impacts by the same methodology. The efficiency, as well as the mechanical and optical properties of encapsulated PV cells have been measured before and after of each test. The visual inspection by microscope of substrate surface has also been conducted. The test results presented in Table 2 prove the high stability of protective properties of DLC films.

These test samples have also been subjected to ultraviolet radiation within ~400 hours. Comparison of the measurement results of PV cell efficiency after such long-term exposure has shown that the film stability to some extent depends on gas mixture composition during deposition process. At high nitrogen concentration the films have less stability to ultraviolet.

<table>
<thead>
<tr>
<th>№ PV cell</th>
<th>$N_2,%$</th>
<th>Efficiency of PV cell (Si+DLC), %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Before impacts</td>
</tr>
<tr>
<td>30</td>
<td>35</td>
<td>9.87</td>
</tr>
<tr>
<td>45</td>
<td></td>
<td>8.82</td>
</tr>
<tr>
<td>43</td>
<td>25</td>
<td>9.27</td>
</tr>
<tr>
<td>41</td>
<td></td>
<td>9.71</td>
</tr>
<tr>
<td>44</td>
<td>15</td>
<td>9.11</td>
</tr>
<tr>
<td>42</td>
<td></td>
<td>8.90</td>
</tr>
</tbody>
</table>

**CONCLUSIONS**

Thus, the DLC films grown by the developed technology have required optical, electrical and mechanical properties with non-uniformity less than 5%. Optically, the DLC film with a thickness of 180 nm has a coefficient of transmittance $T\geq95\%$, coefficient of reflection $R<5\%$ in the range of $\lambda=300\div1100$ nm. The value of refractive index varies $n=1.6\pm2.7$ and, accordingly, a energy of band gap $E_g$ of 3.5±4 eV, depending on deposition conditions. This feature will allow good sunlight transmission of $\lambda>350$ nm without any considerable absorption by the coating itself. The microhardness of DLC films has been increased up to 2700±3100 kg·f/mm$^2$. These film mechanical characteris-
tics shall provide a relatively high mechanical stability to the substrate surface. The DLC films are also stable to various environmental impacts and can be applied successfully in optics, microelectronics, as well as in PV cell production as an encapsulation coating.
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ABSTRACT

Diamond-like carbon (DLC) films were prepared on silicon wafer substrates by plasma source ion implantation (PSII) with superposed negative pulse. Methane, ethylene and acetylene gases were used as working gases for plasma. A negative DC voltage and a negative pulse voltage were superposed and applied to the substrate holder. The DC voltage was changed in the range from 0 to -4 kV and the pulse voltage was changed from 0 to -18 kV. The surface of DLC films was very smooth. The deposition rate of DLC films increased with increasing in superposed DC bias voltage. \( I_p/I_S \) ratios of Raman spectroscopy were around 1.5 independent on pulse voltage. The hydrogen concentration estimated by an elastic recoil detection (ERD) analysis was in the range from 20 at% to 28 at% depending on the source gas and the deposition condition. The hardness of around 10-20 GPa was derived for the film prepared with high DC and high pulse voltage. The friction coefficient estimated by a ball-on-disc test was around 0.1 for almost films. The residual stress was smaller than 1GPa (compressive) for all films and there was no clear dependence on working gas.

Keywords: DLC, PSII, ERD, hardness, tribology

INTRODUCTION

Diamond-like carbon (DLC) coatings exhibit a number of attractive mechanical and tribological properties such as low friction, high wear resistance, and high hardness. Much of work has been carried out on DLC films by a variety of methods, including physical vapor deposition (PVD) (refs. 1, 2) and chemical vapor deposition (CVD) (refs. 3, 4). Plasma source ion implantation (PSII) and related methods have possibility to give high adhesion and good surface coverage for DLC films.

In this paper, we report the results of DLC films deposition by a PSII without additional plasma sources. High negative pulse voltage superposed on negative DC voltage was applied to the substrate to generate plasma (ref. 5). This method has some advantages such as, simple construction, easy to scale-up and good coverage. DLC films were prepared by using this method from CH₄, C₂H₄ and C₂H₂ plasma. All samples are subsequently characterized by scanning electron microscopy (SEM) and Raman spectroscopy. Hardness and wear properties were estimated by an indentation method and ball-on-disc tests.

EXPERIMENTAL

The plasma source ion implantation apparatus used in this study is described in detail elsewhere (ref. 5). Methane (CH₄), ethylene (C₂H₄) and acetylene (C₂H₂) gases were used as source gases for DLC films. In this study plasma was generated by the application of superposed bias voltage of DC and pulse to substrate without additional plasma source. Silicon wafer (100) was used as a substrate. CH₄, C₂H₄ and C₂H₂ gases were introduced into the vacuum chamber. The DC bias voltage was in the range of 0 to -4 kV, the pulse voltage was changed from 0 to -18 kV with the pulse frequency of 100 Hz and the pulse width of 100 µs. The vacuum pressure during deposition was 2.5 Pa for all source gases. The thickness of the coatings measured by cross-sectional scanning electron microscope (SEM) was about 400 nm for all films. The surface morphology of the films was observed by SEM and atomic force microscope (AFM). The film structure was characterized by Raman spectroscopy. The hydrogen concentration was estimated by an elastic recoil detection (ERD) analysis with He⁺ at 2.8 MeV. The internal residual stress of the DLC films deposited on silicon wafers was estimated quantitatively by the bending beam method from the Stoney equation.
The hardness of DLC films was evaluated by an indentation method with the maximum load of 200 µN. Furthermore, a ball-on-disc test was employed to obtain information about the friction coefficient and wear resistance of the films in dry air. 6 mm in diameter tungsten carbide ball was used as the ball. The sliding speed was 100 mm/sec and the normal load was 2N.

RESULTS AND DISCUSSION

The surface of the films was very smooth and the average roughness Ra estimated by AFM was smaller than 0.44 nm.

The effect of the source gases and the substrate superposed DC bias voltage on the deposition rate is shown in Fig. 1. The films were prepared with a superposition of a peak pulse bias voltage of -18 kV and different DC bias voltage. It is clearly seen that the deposition rate increase significantly with increasing DC bias voltage for all source gases. And the deposition rate of the films grown in C₂H₂ plasma was higher than other source gases. In this study, plasma was generated by the application of pulse and DC voltage to the substrate directly, and then higher plasma density was obtained by the application of higher DC voltage with the constant pulse voltage. As the result, higher deposition rate is obtained at higher DC voltage.

Fig. 2 shows the hydrogen content in the DLC films estimated by an ERD analysis. The hydrogen content was in the range from 20 to 28 at%, and there is no clear dependence on the DC voltage and the source gas species.

![Figure 1. Deposition rate of the DLC films prepared at various DC bias voltage. Total bias voltage is -18kV.](image1)

![Figure 2. Hydrogen content changes of the DLC films prepared at various DC bias voltage. Total bias voltage is -18kV.](image2)
Fig. 3 shows the Raman spectra of the DLC films prepared from CH₄, C₂H₄ and C₂H₂ plasmas at -16 kV pulse and -2 kV DC bias voltage. The spectral profile is fitted by two Gaussian profiles centered at around 1400 cm⁻¹ corresponding to the D-line and centered at around 1560 cm⁻¹ corresponding to the G-line (refs. 6, 7). The integrated intensity ratio I_D/I_G is correlated to the sp³/sp² bonding ratio and the graphite particle size (ref. 7). The I_D/I_G ratios were in the range from 1.21 to 1.38 for the films except for the films deposited at -4 kV DC from C₂H₂ plasma. These values are common values for DLC films (ref. 8). For the film deposited at -4 kV from C₂H₂ plasma, I_D/I_G value was 1.63.

Load-displacement curve measurements by an indentation method were used to estimate the hardness of the films. The hardness of the films prepared from CH₄ and C₂H₄ plasma were in the range from 9 to 13 GPa. On the other hand, the hardness of the films prepared from C₂H₂ plasma increased with DC voltage, and the hardness of 20 GPa was derived at -4 kV DC.

Fig. 4 shows the stress of the films as a function of DC voltage. Small compressive values around 0.5 GPa, compared with other deposition methods, were derived for all films. There is no clear dependence on DC voltage and source gas species.

Tribological property of DLC films is one of the important properties of DLC films. Fig. 5 shows the friction coefficient of DLC films prepared from C₂H₄ estimated by a ball-on-disc test as a function of rotation cycles. Low friction coefficient around 0.1 was derived for all deposition conditions, and the lowest value was derived for the film prepared with DC voltage of -2 kV. For the films prepared from CH₄ and C₂H₂ showed similar friction coefficient as C₂H₄. After 10000 rotations the friction coefficient became 0.13 - 0.15.
CONCLUSIONS

The DLC films were prepared from CH₄, C₂H₄ and C₂H₂ plasma by PSII with superposed bias voltage. The surface morphology and film thickness were observed by SEM and AFM. The structure was evaluated by ERD and Raman analysis. The internal residual stress of the DLC films deposited on silicon wafers was estimated quantitatively by the bending beam method. The mechanical properties were estimated by an indentation method and a ball on disc tests. The most important results can be summarized as follows:

Figure 4. Compressive stress of the DLC films prepared at various DC bias voltage. Total bias voltage was -18kV.

Figure 5. Friction coefficient changes as a function of the number of rotations in the ball-on-disc tests for the DLC films prepared from C₂H₄. Total bias voltage was -18kV.
(1) DLC film can be derived by the application of superposed bias voltage to substrate without additional plasma source.
(2) The deposition rate for C2H2 plasma was higher than other source gases at the same deposition condition.
(3) Application of superposed DC bias voltage for the pulse voltage is effective to increase the deposition rate of DLC films.
(4) The hydrogen contents in the films were in the range of 20-28 at%.
(5) Intensity ratio I_D/I_G of Gaussian profiles of Raman spectra was around 1.5, and there was no clear dependence on DC voltage.
(6) Hardness of the DLC films was 10 - 20 GPa, and there was no dependence on DC bias voltage.
(7) Friction coefficient were 0.10 – 0.15 after 10,000 rotations.
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ABSTRACT

Hydrogen free DLC were deposited by solid carbon arc sputtering system. The DLC samples have been examined by N(E)CKVV Auger spectroscopy and Electron energy loss spectra of C1s XPS (EEL of C1s). According to the CKVV data, concentration of the sp3 bonds averages 60% - 70%. The EEL of C1s XPS spectra have not π-plasmon feature that is the inherent peculiarity of C=C bonds. Obviously, these data are showing the evidence of absence of the sp2-bonds in traditional understanding. The DLC samples were heated in-situ up to 800K or Ar ion etched. The CKVV showed the transformation of sp3 bonds from 70% to 0% but EEL of C1s XPS did not show the π-plasmon formation. The results are showing the evidence of DLC decomposition only on upper layers.

Keywords: DLC, sp2- sp3-bonds, ion etching.

INTRODUCTION

The diamond like carbon films are important and interesting materials for industrial applications. It is thought the DLC films consist of a mixture sp2- and sp3- bonds and that the chemical bonding determine their mechanical properties (ref.1). The Electron energy loss spectroscopy with Ep =100-200 keV (EELS) and X-ray absorption near edge spectroscopy (XANES) are main techniques for identification of the chemical bonds in DLC. The near edge structures at 1s → π* and 1s →σ* transitions of sp2- and the 1s →σ* transition of sp3 – bonds differ significantly and are easy to identify on base standard samples, where π* and σ* are empty states. Detailed description of XANES and EELS results have been done in (ref. 1). According the techniques the sp3- bonds is averaged about 60 –70 %.

In order to study the occupied chemical bonds on uppermost layers we used N(E)CKVV Auger spectroscopy, (sp2-, sp3-bond sensitivity, DI is equal to about 2 monolayers) and electron energy loss spectra of C1s XPS (EEL of C1s). The loss spectra have inherent structures (ref. 2) at 7 eV for sp2- bonds with DI about 7 monolayers. The analysis of the Database spectra of polymers (ref. 3) shows that this feature of C1s is inherent to all polymers with C=C bonds.

EXPERIMENTAL

Hydrogen free DLC were deposited by 1 Hz arc-pulse sputtering of graphite on tool steel at 10⁻³ Pa. The substrate temperature during deposition did not exceed 120°C (ref. 4). The DLC microhardness was measured using three different devices and methods was 70-80 GPa (the load was changed from 2N to 20 mN ). The thickness of DLC was 1.5 µm. After DLC deposition the two samples (N5, N6) were subjected to the ion bombardment (reactive inert argon or oxygen). The conditions of ion etching were as follows: P = 4x10⁻² Pa, E = 3.0 keV. The DLC film was etched to 100 nm depth.

XPS and X-ray excited Auger electron spectroscopy (XAES) data were obtained by a MK II VG Scientific spectrometer. The experimental conditions were the same as previously described in detail (ref. 5). The sample heating and Ar etching were carried out in-situ. The temperature variation was realized by the change of distance between a sample and the tungsten filament. The Ar beam parameters were 1 keV and 5 µA. The four (N1-N4)
samples were investigated after the in-situ heating and ion etching and the other three samples – after the ex-situ ion treatment.

**RESULTS**

It was shown (ref. 4) that the CKVV spectra have inherent features to sp$^3$-, sp$^2$- bonds and as well as to the mixture of sp$^2$/sp$^3$-bonds. The different of experimental CKVV spectra from that of the standards suggests the presence of atoms with different bonds. To determine sp$^2$/sp$^3$ ratio, a synthesis of the original spectra with the sp$^3$ and sp$^2$ standards must be done. Fig. 1 shows the synthesis of CKVV Auger spectra of the sample N1. The polyethylene is standard of sp$^3$- bonds and fullerene is standard of nanocarbon with sp$^2$–bonds. Results of the synthesis for all samples are given in Table 1.

![Figure 1. Synthesis of the CKVV Auger spectra by that of fullerine and polyethylene.](image)

**Table 1. The results of the analysis of DLC by CKVV Auger spectra and EEL of C1s XPS**

<table>
<thead>
<tr>
<th>Type of treatment</th>
<th>Chemical state</th>
<th>CKVV Auger data</th>
<th>EEL of C1s XPS data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-4 Ex-situ deposited DLC</td>
<td>sp$^3$ ~ 70 %, sp$^2$ ~ 30 %</td>
<td>sp$^3$ ~ 70 %</td>
<td>sp$^2$ ~ 0</td>
</tr>
<tr>
<td>3 in-situ annealing (T = 800 K, t = 2 min)</td>
<td>sp$^2$ nanocarbon-like</td>
<td>sp$^2$ nanocarbon-like</td>
<td>sp$^2$ ~ 0</td>
</tr>
<tr>
<td>4 in-situ Ar etching (E = 1 kev, t = 4 min)</td>
<td>sp$^2$ graphite-like</td>
<td>sp$^2$ graphite-like</td>
<td>sp$^2$ ~ 0</td>
</tr>
<tr>
<td>5 ex-situ Ar ion etching (E = 3 kev, t = 60 min)</td>
<td>sp$^3$ ~ 60 %</td>
<td>sp$^3$ ~ 60 %</td>
<td>sp$^2$ ~ 0</td>
</tr>
<tr>
<td>6 ex-situ O ion etching (E = 3 kev, t = 45 min)</td>
<td>sp$^3$ ~ 60 %</td>
<td>sp$^3$ ~ 60 %</td>
<td>sp$^2$ ~ 0</td>
</tr>
<tr>
<td>HOPG in-situ Ar etching (E = 1 kev, t = 2 min)</td>
<td>sp$^2$ = 100%</td>
<td>sp$^2$ = 100%</td>
<td>sp$^2$ ~ 0</td>
</tr>
</tbody>
</table>

HOPG was used for study a modification of sp$^2$-bonds under Ar ion etching.

Thus the Auger analysis showed the presence of 70% of sp$^3$ on the DLC surface. The specimen heating leads to nanocarbon formation with sp$^2$ bonds and the ion etching – to graphite (Fig. 2).
Figure 2. Modification of the CKVV Auger on upper layers of DLC after in-situ Ar etching.

Fig. 3 shows comparison of C1s XPS spectra of DLC before and after in-situ Ar etching with that of HOPG and PcI - poly(cis-isoprene). The EEL of C1s feature of DLC have not π-plasmon. There is only a magnification of intensity spectra over the range 2 - 10 eV. But the CKVV spectra showed the C = C – bonds formation. The right part of CKVV spectra (Fig. 2) coincidences with that of HOPG. This implies the decomposition of DLC on upper layers and the formation of graphite.

Figure 3. Comparison EEL of C1s XPS spectra before and after Ar etching with that of HOPG and PcI - poly(cis-isoprene) -(-CH2 – CH = C –CH2-)n-CH3

One should suppose that the right part of C1s XPS spectra (Fig. 3) over the range 1 –10 eV are the sum of the next processes: I – inelastic extrinsic scattering (ref. 6); II – HOMO → LUMO shake-up transition (ref. 7); III - π-plasmon (ref. 2,7). Obviously, only the I and II processes are plausible reason of the intensity spectra of DLC over the range 2 - 10 eV.
The modification of chemical bonds after Ar etching of HOPG has been studied (Fig. 4). The disappearance of the π-plasmon after the ion etching is an unexpected phenomenon because some amount of C=C bonds should be formed after graphite decay in a certain region of ion influence. On the other hand, the CKVV spectra are not changed which show the evidence of the C=C bonds on the top two monolayers. It is possible that the primary Ar ion could give its energy to carbon atoms and the resulting in change of condition corresponds to that of the DLC deposition, but only under top layers. High sensitivity of the C1s XPS to the π-plasmon is illustrated on poly(cis-isoprene) spectrum. There is only 20% of C=C bonds in poly(cis-isoprene) but the π-plasmon has a significant intensity.

Fig. 5 and Fig. 6 show EEL of C1s and CKVV Auger spectra of DLC samples after ex-situ Ar-, O- ion etching. The last conditions of etching differ from that of in-situ etching by current strength. The spectra is showing evidence of π-plasmon absent as results of the etching.

Figure 4. EEL of C1s XPS spectra of HOPG before and after in-situ Ar etching.

Figure 5. EEL of C1s spectra of DLC after ex-situ Ar-, O- ion etching.
DISCUSSION

Our results are on the contrary to the XANES and EELS data (ref. 1) on C = C bonds in DLC. The difference in the mechanism of EEL of C1s spectrum formation from that of XANES and EELS should be noted. The π-plasmon is the main identifier of C=C bonds. It forms at the excitation of π-electrons and therefore is directly connected with the presence of C=C bonds (ref. 2,7). The Database (ref. 3) represents numerous experimental data that prove the π-plasmon to be the inherent feature of the C = C bonds whereas XANES and EELS are formed by the excitation of C1s-electron to π or σ empty state. At present we can not explain the reason of this discrepancy. Obviously a combined XANES and XPS investigations could reveal this reason. Diaz et al. (ref. 8) carried out the combined investigation of DLC but unfortunately they analyzed only the main C1s XPS line with no EEL of C1s XPS.

CONCLUSIONS

1. CKVV Auger data (DI ≈ 2 monolayers):
   - sp^3 bonds average to 60-70% on the surfaces of ex-situ prepared DLC;
   - the in-situ DLC ion etching and heating lead to 100% of sp^2 graphite-like state and sp^2 nanocarbon-like state respectively only in top-most layers.
   - the in-situ Ar etching of HOPG leads to the formation of amorphous graphite.
2. EEL of C1s XPS data (DI ≈ 7 monolayers):
   - the spectra of ex-situ prepared DLC have not the π-plasmon that is inherent to C=C bonds;
   - the in-situ Ar ion etching and heating do not lead to the formation of C=C bonds;
   - the ex-situ ion etching by Ar or O do not change significantly the chemical state of carbon atoms;
   - the in-situ Ar etching of HOPG leads to the disappearance of the π-plasmon.
3. The obtained data on the absence of C=C bonds in DLC conflict with the XANES and EELS data.
4. Obviously, our data are showing the evidence of absence of the sp^2-bonds in traditional understanding.
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ABSTRACT
Diamond-like carbon (DLC) films were deposited on Si substrates and high-carbon chromium bearing steel (SUJ2) substrates by a plasma-based ion implantation method using an electron cyclotron resonance (ECR) plasma source with a mirror field and a power supply to apply negative high-voltage pulses and a negative DC bias to the substrate. CH₄ gas was used as a carbon source. The plasma was produced from CH₄ gas with an ECR power supplier. Before the deposition process of DLC films, carbon ions were implanted into the substrate surface by applying the high-voltage pulses of -10 kV for the formation of a carbon mixing layer. The DLC films with a smooth surface and a low friction coefficient could be formed by applying the negative high-voltage pulses of -2 kV to a substrate with a low duty ratio of 1%. The wear resistance of the DLC films was improved by the formation of the carbon mixing layer. The effect of the mixing layer formed at the interface between the DLC films and the substrate will be discussed in this presentation.

Keywords: DLC, Plasma-based ion implantation; ECR plasma with a mirror field, Mixing layer, Tribological property
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ABSTRACT
Diamond is a valuable material for the industry because of useful properties including extreme hardness, wide-band optical transparency, and high thermal conductivity. Especially thick and large-scale diamond films can be used in various industrial applications. However, its practical use has been limited due to its relatively high cost and scarcity. Microwave plasma CVD using 915MHz is one of the most commonly used methods for synthesizing diamond films. Recently, the plasma transition state from glow discharge to arc discharge has been used for the synthesis of diamond. This system has a greater potential for upward scalability because of its multiple cathode structure [1]. The abnormal glow discharge plasma has the additional advantage of requiring only a very simple plasma generation system using direct current supply units, which results in a lower equipment cost. In the present study, we report the relationship between the obtained carbon materials and the results of optical emission spectroscopy (OES), including images of the first atomic hydrogen Balmer line and the C2(0,0) Swan band.
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ABSTRACT
We deposited amorphous multilayer thin films of boron carbide (BC) and tetrahedral amorphous carbon (ta-C) by pulsed laser deposition (PLD) using B$_4$C and graphite targets at room temperature. The laser beam (266 nm, 4-5 ns pulse width) from a Q-switched Nd:YAG laser was used to irradiate the targets at a constant laser fluence of 4 J/cm$^2$. The multilayer films consisted of bilayer structures with a bilayer period $\lambda$ in the nanometric range (1-128 nm). The hardness of BC/ta-C multilayer thin films measured by a nanoindentation technique were between 38 and 48 GPa, dependent on the thickness of the layer ($\tau = \lambda/2$). The highest hardness value was obtained for $\tau = 8$ nm. The coefficient of friction was in the range 0.1-0.27, which is lower than that of BC single-layer films (>1.0). We also deposited amorphous multilayer thin films of boron nitride (BN) and ta-C to compare with BC/ta-C multilayer thin films.
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ABSTRACT

The transformation of the semiconductor tetrahedral carbon (ta-C) films to semimetal nanostructures induced by ion beam implantation at high doses has been studied. The structural analysis shows that originally abundant sp³ carbon atomic bonding of ta-C is gradually converted to a graphitic phase during the course of ion bombardment. The atomic scale analysis of implanted amorphous films shows the formation of structure with the higher degree of order. The graphitic basal planes are formed preferably along the ion tracks. Studying the mechanism of the ion-beam structuring shows that the critical damage for the transformation onset is 0.24 atomic displacements per an incident ion. The displacement and subplantation of carbon atoms are tools of nanostructuring and driving forces for the conversion of short ordered sp³ bonding configuration to the higher degree of an ordered structure when proper ion energies and doses are applied. As a result the resistivity can be altered from the original resistivity of $10^{10}$ to $10^{-4}$ ohm-cm at highest doses. The modification in resistivity is consistent with the change from interband to intraband absorption due to band overlapping which suggests the transformation from semiconductor to semimetal. Interesting is that the implanted structure with remaining sp³ bonding retains its high harness which is about 20 GPa.
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ABSTRACT

The diamond-like carbon (DLC) films are of interest in connection with protective materials. Previously, we reported the deposition of DLC and carbon nitride films using an electron cyclotron resonance (ECR) plasma sputtering method. The deposited DLC film at low-pressure atmosphere showed low friction. In this paper, we investigated the deposition of carbon films under the condition of high plasma density and high-pressure atmosphere using ECR plasma sputtering. High density of plasma with low electron temperature was obtained in the neighborhood of the substrate by the control of the magnetic flux density. The nanocrystal graphite in size about few nm was deposited on the Si (1 0 0) substrates by the sputtering of graphite target in argon atmosphere at room temperature. The nanocrystal graphite films deposited at the high plasma density (5.0 x 10^{11} cm\(^{-3}\)) showed good tribological properties. New Raman peaks of G band were obtained. From the analysis of XPS, the nanocrystal graphite gives C1s binding energy of 284.8 eV. The electrical resistivity of the films was 10^{-2} \(\Omega\) cm.

Keywords: Carbon nanocrystal, ECR plasma, Raman, Tribology

INTRODUCTION

Electron cyclotron resonance (ECR) plasma can give the stable plasma at low pressure and the high plasma density easily (ref. 1 and 2). Previously, we investigated deposition of amorphous carbon film by using ECR sputtering methods (ref. 3). We found that the deposited film showed low-friction. Recently, Hirono et al. reported conductive carbon nanocrystallite using ECR sputtering method (ref. 4). In this paper, the deposition of nanocrystal films of graphite with the low-friction coefficient and low wear rate on Si substrates using ECR sputtering method was investigated. The properties of films were investigated on the basis of Raman spectra, XPS and tribological analyses.

EXPERIMENTAL

Plasma analyses were carried out by Langmuir probe (ref. 5). The schematic diagram of the experimental setup is shown in Figure 1. The probe was placed on the center of the ECR plasma and an applied voltage was scanned from -200 V to +200V. The plasma density, plasma potential and electron temperature were calculated from the I-V characteristics.

Films were deposited on Si (1 0 0) substrates by ECR plasma sputtering from a graphite target (Toyo Tanso, 99.99 %) in argon (Nippon Sanso, purity 99.9999 %) atmosphere. Microwave (2.45 GHz) was introduced into a plasma chamber and a negative bias was applied to a carbon target with DC power supply. The typical deposition conditions were as follows, pressure; 5.4 x 10^{-2} – 2.2 x 10^{-1} Pa, target bias; -300 V, microwave power; 400 W, substrate temperature; room temperature, deposition time; 15 min, and substrate bias; self-bias. The substrate was washed with acetone, ethanol and water in ultrasonic bath for 5 min, and then the surface was pre-sputtered by argon plasma for 10 min before deposition.
Films obtained by ECR plasma sputtering were characterized by Raman spectrometry. Raman analyses were performed using JASCO NRS-1100 system with 532 nm excited laser at 100 mW. The carbon configuration and chemical composition of films were determined using X-ray photoelectron scanning surface analysis system (XPS). These measurements were performed using ULVAC, model PHI 5600 and the valence band energy spectra were measured with an Al K$^{\text{x}}$ x-ray source operation at 100 W at pass energy 23.5 eV. The tribological properties of the films were investigated by means of ball-on-disk method. The friction measurements were conducted under humid air (30 – 40 %) at room temperature against SiC ball. The sliding speed was 100 rpm, and diameters was 3 – 5 mm. The ball was contacted with films at a load 0.1 – 0.2 N. The wear tracks were observed by AFM system (SEIKO Inst. Inc., Nanopics 1000). The electrical resistivity of films was measured by 4-point probe method (Mitsubishi Chem. Corp., MCP-T600).

**RESULTS AND DISCUSSION**

Films deposited in a high plasma density of $3.5 - 5 \times 10^{11}$ cm$^{-3}$ were investigated. The deposition rate was 4.5 – 6.3 nm/min. As shown in Table 1, low potential gaps (12 – 22 V) between plasma potential ($V_p$) and floating potential ($V_f$) were observed and the etching effect during the film deposition is low (ref. 6). Figure 2 shows SEM micrographs of the obtained films. Nano-particles of a size less than 60 nm on the surface of films were observed.

<table>
<thead>
<tr>
<th>Table 1. Deposition rate, plasma density, and $V_p-V_f$ at (a) 5.4x10$^{-2}$ Pa, (b) at 1.2x10$^{-1}$ Pa, and (c) at 2.2x10$^{-1}$ Pa.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deposition rate (nm/min)</td>
</tr>
<tr>
<td>plasma density (x10$^{11}$ cm$^{-3}$)</td>
</tr>
<tr>
<td>$V_p - V_f$ (V)</td>
</tr>
</tbody>
</table>

Figure 1. The schematic diagram of the plasma analyses setup.

Figure 2. SEM image of deposited film deposited at 1.2 x 10$^{-2}$ Pa.
The characterization of these films was investigated by means of XPS and Raman spectroscopies. The C1s XPS spectra were shown in Figure 3. The binding energy of three films appeared at the same position at 284.8 eV. The film has mainly sp² bonding component, because the binding energy of graphite is 284.5 eV (ref. 7). These films include a small amount of oxygen that came from absorbed water on the surface of plasma camber and carbon target.

![Figure 3. XPS spectra in the carbon 1s region of deposited films, (a) deposited at 5.4 x 10⁻² Pa, (b) at 1.2 x 10⁻¹ Pa, and (c) at 2.2 x 10⁻¹ Pa.](image)

In Raman spectra of the film deposited at 2.2 x 10⁻¹ Pa, fine structures of 1614, 1602, 1572, and 1522 cm⁻¹ at the G-band region were observed as shown in Figure 4. The assignment of these peaks is not clear. Robertson et al. reviewed the interpretation of Raman spectra of disordered and amorphous carbon (ref. 8). They indicated that the G band of nanocrystal graphite appeared at 1600 cm⁻¹. Furthermore, the I(D)/I(G) ratio depended on La (cluster diameter or in-plane correlation length). The estimated La from the I(D)/I(G) ratio of these films corresponds with the cluster diameter of 2-3 nm (ref. 8), although the fine structures appeared at the G-band region could not be explained. Therefore, it is considered that the obtained films have a nanocrystal graphite phase.

![Figure 4. Raman spectra of deposited films, (a) deposited at 5.4 x 10⁻² Pa, (b) at 1.2 x 10⁻¹ Pa, and (c) at 2.2 x 10⁻¹ Pa.](image)

The electrical resistivity of these films was about 10⁻² Ω cm. These results were consistent with the film having a nanocrystal graphite structure.
The result of ball-on-disk friction test is shown in Figure 5. The friction coefficient of the deposited film at 1.2 x 10^1 Pa kept less than 0.1 during friction test. The wear rates were estimated by AFM measurement of wear track. The wear rates are 2 x 10^-3 mm^3/N·m, 3.0 x 10^-7 mm^3/N·m and 3.0 x 10^-5 mm^3/N·m for the film deposited at 5.4 x 10^2 Pa, 1.2 x 10^1 Pa and 2.2 x 10^1 Pa, respectively. The film deposited at 1.2 x 10^1 Pa showed lower friction coefficient and wear rate compared with the values of glassy carbon (the friction coefficient of 0.15–0.2 and wear rate 10^-6–10^-7 mm^3/N·m (ref. 9 and 10)). It is considered that the good tribological properties were due to nanocrystal structure. Because of the reduction of the layer structure, the film’s wear resistance increased (ref. 6). The relationship between the film structure and plasma properties is not clear. However, in the previous work at lower plasma density (ref. 3), the nanocrystal graphite structure could not be obtained. Therefore, it is concluded that the film obtained at high plasma density of ECR plasma has nanocrystal structure and good tribological properties.

Figure 5. Friction coefficient of deposited films. The friction test was performed at 5.2 cm/s and 0.1 N.

CONCLUSION

ECR plasma density and electron temperature were controlled by magnet power, microwave power and pressure. The high plasma density (10^11–10^12 cm^-3) and low electron temperature (2–2.5 eV) were obtained. The carbon films deposited on the Si substrate were nanocrystal graphite which gives a new Raman spectrum at 1600 cm^-1 region. The film deposited at 1.2 x 10^1 Pa showed the low friction coefficient of 0.05 and the lowest wear rate of 3 x 10^-7 mm^3/N·m. It is concluded that the nanocrystal graphite film show good tribological property.
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ABSTRACT

Carbon nitride (CNx) films were deposited on Si(100) wafers by means of alternative irradiation of mass-separated low energy $^{12}$C$^+$ and $^{14}$N$^+$ ion beams at the ultra-high vacuum pressure $10^{-7}$ Pa. The influence of substrate temperature during deposition on the structure, composition, and chemical bonds of the films was investigated. The ion energy of both ion species was 50 eV. The Si substrate was kept at room temperature (RT), 460, 800, or 1130 K during deposition. The films were characterized by transmission electron microscopy (TEM), X-ray diffraction (XRD), electron energy-loss spectroscopy (EELS), and X-ray photoelectron spectroscopy (XPS). The carbon and CNx film prepared at RT was amorphous. The amorphous carbon films changed to a graphite-like one with the random crystal orientations when the substrate temperature is increased. The amorphous CN film prepared at RT consisted of sp$^2$ C—N, sp$^3$ C—N, sp$^2$ C—C, and sp$^3$ C—C bonds, whose bond angles were distorted. This distortion of the chemical bonds decreased, and the structure of the CNx film changed to a graphite-like one on increasing the growth temperature. The graphite-like CNx film has a highly preferential crystal orientation, and the c-axis of the graphite basal plane is parallel to the film growth surface. The basal plane is also curved and interlinked because of the presence of in-plane sp$^2$ C—N and three-dimensional sp$^3$ C—N bonds.

Keywords: CN film, chemical bond, structure, MSIBD

INTRODUCTION

The existence of superhard materials formed from carbon and nitrogen, which have a similar structure to $\alpha$-Si$_3$N$_4$, was theoretically predicted in 1989 (ref. 1). According to their calculation, this metastable compound $\beta$-C$_3$N$_4$ could have hardness, thermal conductivity, and thermal stability properties superior to those of diamond. Other phases of C$_3$N$_4$ have recently been reported, such as a $\alpha$-phase of trigonal structure (ref. 2), a defect zinc-blend structure (ref. 3), and a rhombohedral structure (ref. 4). Recently, there have been many reports of attempts to form a carbon nitride solid; however, most of the CNx films obtained were amorphous with some types of bonds between the carbon and nitrogen atoms. Amorphous carbon films with a disordered network of sp$^2$- and sp$^3$-bonded carbon atoms have also attracted much attention. The physical and chemical properties of films with high sp$^3$ bond fraction are similar to those of diamond. Hence, they are called diamond-like carbon (DLC) films. These films are characterized by extreme hardness, high electrical resistivity, optical transparency and high thermal conductivity, all of which are very attractive for a variety of applications.

Mass-separated ion-beam deposition (MSIBD) is the most suitable method for studying thin-film growth, because it can provide monoenergetic ion species, and because the deposition parameters are independently controllable. We have developed an MSIBD system with an ion current density greater than 0.20 mA/cm$^2$, and an ultra-high vacuum (UHV) of less than $8 \times 10^{-7}$ Pa. This system permits deposition without damage to the films from impact of high-speed neutral carbon species, which are produced by inelastic collisions of the fast carbon ions with residual gas molecules. We believe that such collisions are the cause of degradation of the sp$^3$-bonded fraction (ref. 5). In a previous paper, we have reported that a carbon film prepared at an ion energy of 100 eV on a room-temperature substrate had an sp$^3$ bond fraction of more than 80%, a hardness of 80 GPa, and extreme tribological properties (ref. 6). In this paper, we report the preparation of carbon nitride films by the alternative irradiation of mass-separated low energy $^{12}$C$^+$ and $^{14}$N$^+$ ion beams at the ultra-high vacuum pressure $10^{-7}$ Pa.
energy $^{12}\text{C}^+$ and $^{14}\text{N}^+$ ion beams. We also report an investigation of the effects of the substrate temperature on the structure of the films, and on the chemical bonds formed in the films.

**EXPERIMENTAL**

Carbon nitride films were prepared on the Si substrate by using mass-separated ion beams of $^{12}\text{C}^+$ and $^{14}\text{N}^+$. Our MSIBD system consisted of an ion source, a mass-separation magnet, a transport tube with magnetic lenses, a deflection magnet, deceleration electrodes, and a deposition chamber with a sample-exchange transporter. Details of the system have been given elsewhere (ref. 5). A mixture of CO2 and N2 was used as the source gas for the carbon and nitrogen ions. Alternating irradiation of $^{12}\text{C}^+$ and $^{14}\text{N}^+$ ions was accomplished by switching the extracted voltage of the ions. The ion energy of both ion species was 50 eV. The transport ratio of carbon ions to nitrogen ions at the substrate was 1. The Si(100) substrate, which had been cleaned with a solution of HF and HNO3, was introduced into the UHV deposition chamber, in which the substrate temperature was kept at room temperature (RT), 600 K, 800 K, or 1130 K during deposition. The base pressure in the deposition chamber was $1.0 \times 10^{-8}$ Pa, and the pressure during deposition was $6 \times 10^{-7}$ Pa. The current density of the carbon and nitrogen ions was 0.10 mA/cm².

The structures of the films were investigated by grazing-incidence X-ray diffraction (GI-XRD), with a copper Kα X-ray source and a parallel-beam optical system. The incidence angle was 0.5°. The micro-structural characterization of in-plane view specimens was carried out with an energy-filtering transmission electron microscope (EF-TEM) (Leo, EM-922). The microscope was equipped with an OMEGA-type energy filter, which allows the selection of electrons undergoing certain energy losses during their transmission through the sample. The electron acceleration voltage was 200 kV. The specimens for TEM observation were prepared by a conventional mechanical grinding and dimpling process, and were thinned by ion milling with Ar ions at an energy of 5 keV. The incident angle of the ions was 4° to the surface, which prevented the specimen from being damaged by ion irradiation. The composition and chemical bonds of the carbon nitride films were determined by using ex-situ XPS with monochromated Al Kα X-ray radiation and EELS. EEL spectra were obtained by EF-TEM mentioned above. The spectrometer was calibrated by using Au (4f7/2) = 84.0 eV, Ag (4d5/2) = 368.3 eV, and Cu (2p3/2) = 932.7 eV. Before XPS measurements were made, a sample surface was cleaned by Ar-ion etching. The energy of the Ar ion was 500 eV, and the etching time was 5 s, to prevent surface damage of the films.

**RESULTS AND DISCUSSION**

Structure

GI-XRD was used to investigate the structure of the obtained films. XRD patterns of the carbon nitride films deposited at the substrate temperature of RT and 1130 K are shown in Fig. 1. There was no difference between the two XRD patterns, and only a broad peak at 55° was observed. The peak position from the (004) reflection of graphite is 54.6°, but the (002) peak of graphite at 26.4 deg., which is usually observed as the strongest line for the graphite-like structure, was not observed. A possible explanation is that this broad peak is not the (004) line of graphite, but represents the contribution from the hybridization of sp²- and sp³-bonded carbon and nitrogen, with a short-range ordering. These XRD patterns suggest that the structure of the films is amorphous, or that the films have a strongly preferential crystal orientation. This is discussed further in the section below on TEM measurements.

The structures of the films produced were also examined with TEM. The high-resolution TEM images of the in-plane view of the CNx films deposited at RT and 1130 K are presented in Figure 2(a) and (b), respectively, along with the SAD patterns of the film. CNx film prepared at RT exhibited a typical amorphous structure, and crystalline grain was not observed. The selected-area electron diffraction (SAD) pattern of this specimen showed broad rings, in agreement with the result from XRD analysis. For CNx films deposited at 1130 K, layered structures, which were curved and interlinked, were clearly observed. A bright ring was apparent in the SAD pattern of this film, and was identified as the (002) reflection of graphite. Another ring, identified as the (004) ring of graphite, was also observed. As the other reflection of graphite was not observed in the SAD pattern, the c-axis of the graphite-like structure is parallel to the film surface, in agreement well with the results of XRD, which suggest that the film has a highly preferential crystal orientation. The curved basal plane contains the carbon and nitrogen atoms according to the EELS analysis, as discussed below.
Composition

The film composition was determined by ex-situ XPS after Ar\(^+\) ion etching. The compositions of the films prepared at various substrate temperatures are given in Fig.3. The oxygen content of all the films was less than 1 at. %. The CN films in this study were prepared from only two components, carbon and nitrogen ions, under ultra-high vacuum conditions. Therefore, the oxygen content is due to the presence of adsorbed molecules on the film surface, which were not be removed by the ion etching, because of the weak etching necessary to prevent surface damage.

The nitrogen content was 26.5 at. % for films formed at RT, and decreased slightly with increasing substrate temperature during deposition. The nitrogen content of the film prepared at 1130 K was 19.6 at. %. Note that the N content decreased rapidly, to below 10 at. %, at a substrate temperature of above 870 K in CN\(_x\) films deposited by reactive magnetron sputter deposition (ref. 7) or plasma-assisted laser deposition (ref. 8). In this study, the N content remained at about 20 at. % for substrate temperatures of up to 1130 K. It is well known that there is a threshold for physical sputtering for many materials, below which there will be no sputtering, and above which the sputtering process can increase markedly. It is thought that impact between ions and the growing CN film was prevented because an ion energy of 50 eV—a value close to the threshold for physical sputtering—was used for the film preparation.
Chemical bond

The C1s and N1s XPS spectra of CN thin films prepared at substrate temperatures of RT, 470 K, 800 K, and 1130 K are presented in Figure 1. The binding energy (BE) of graphite, which consists of 100% sp²-bonds, is 284.5 eV (ref. 9), and that of a polycrystalline diamond film after Ar⁺ ion etching is 285.3 eV (ref. 10). The BE of carbon in the C—N bond is 287.7 eV for sp³-hybridization, and 286.1 eV for sp²-hybridization (ref. 11). These values were determined with amorphous CN films. The peak position of the C1s spectrum of the film prepared at rt was 285.5 eV. This position shifted towards the lower-energy region with increasing substrate temperature. As the nitrogen content in the CN films prepared at 1130 K was about 20 at. %, it appears that there are two contributions—from the sp² C—C at 284.5 eV and from the sp² C—N at 286.1 eV—which vary with increasing substrate temperature.

Two main contributions were visible in the N1s spectra. The first, at 398.3 eV, corresponds to the sp³ C—N bond. The second, at 400 eV, is associated with the sp² C—N bond [11]. These values have also been previously found for amorphous CN films. Two main peaks at 398.3 eV and 400 eV were shifted to lower and higher regions, respectively, with increasing substrate temperature. The full width at half-maximum (FWHM) of each peak also narrowed with increasing substrate temperature. Therefore, it seems that the bond distance and bond angle between carbon and nitrogen shift in a manner corresponding to increased stability. In particular, we believe that the bonding of sp² C—N changes to the in-plane configuration, so that the peak position of the sp² C—N shifts from 400 eV to 400.9 eV.

Fig. 3 Dependence of nitrogen content in CN films on substrate temperature during deposition.

Fig. 4 XPS in the carbon 1s region (a) and the nitrogen 1s region (b) of the prepared CN films, depending on the substrate temperature.
EELS analyses were performed for CN$_x$ films prepared at RT and 1130 K. EELS spectra of both films in the carbon K-edge are reproduced in Figure 3(a). The peak at 292 eV can be attributed to the transition from 1s to the $\sigma^*$ state, and the shoulder at 284 eV is related to the transition from 1s to the $\pi^*$ state. The presence of the $\pi^*$ peak indicates the existence of carbon sp$^2$ or sp bonds in the structure. The $\sigma^*$ peak is broad for the film prepared at RT, because of its amorphous structure. Sub-peaks at 300 and 325 eV appear in the spectrum of the film prepared at 1130 K. The sub-peak at 300 eV is due to changes in the distances and the bond angles between carbon atoms. The broad peak at 325 eV indicates the near-edge structure of carbon. The presence of these peaks clearly indicates that the carbon atoms are ordered in a graphite-like manner. The agreement between this result and the results of the TEM and SAD analyses reveals that the structure of the films becomes graphite-like with a preferential orientation, at a substrate temperature of 1130 K.

EELS spectra in nitrogen K-edge are presented in Figure 3(b). The peak at 398 eV is attributed to the transition from 1s to the $\pi^*$ state, and the peak at 405 eV arises from the transition from 1s to the $\sigma^*$ state. The peak at 405 eV of the film prepared at RT is broad, owing to their amorphous structure. The FWHM of this peak narrows, and a new sub-peak at 400 eV appears in the film prepared at 1130 K. We believe that the film prepared at 1130 K has two kinds of configurations of the sp$^2$-nitrogen: as pentagonal and hexagonal rings of a graphite-like structure.

The carbon K-edge EELS spectra of films prepared at the ion energies of 50 as the function of he substrate temperature during deposition are shown in Figure 4. In our previous work, it has been clarified that the fraction of sp$^3$ bond in the film prepared at 50 eV and RT was 76%, which was calculated from EELS spectra.[5] These values are consistent with the results from a SAD, which reveals that the film prepared at 50 eV and RT has the diamond-like configuration of carbon atoms. The intensity of $\pi^*$ peak at 285 eV increases with increasing the substrate temperature during deposition, and the sp$^3$ bond fraction decreases. The $\sigma^*$ peak of the film prepared at RT is broad due to the amorphous structure. The sub-peaks at 300 and 325 eV are appeared for the films prepared under substrate heating. These clarify that the carbon atoms are ordered like graphite in the short range. This is in agreement with TEM and SAD analyses, which reveals that the structure of films changes to graphite-like one due to the substrate heating during deposition.

**CONCLUSIONS**

Carbon nitride films were prepared by alternating irradiation with mass-separated ion beams of $^{12}$C$^+$ and $^{14}$N$^+$ at various deposition temperatures. CN films prepared at RT have an amorphous structure containing 27 at. % nitrogen. The amorphous CN film consists of sp$^3$ C—N, sp$^3$ C—N, sp$^3$ C—C, and sp$^3$ C—C bonds, all of which have distorted bond angles. This distortion of the chemical bonds diminished, and the structure of CN film changed to a graphite-like one with increasing growth temperature. The graphite-like CN film has highly preferential crystal orientation, and the c-axis of the graphite basal plane is parallel to the film surface. The basal plane is also curved and interlinked because of the presence of in-plane sp$^5$ C—N bonds and three-dimensional sp$^3$ C—N bonds.
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Calculation of the electronic structure of SiCN crystal by LAPW method
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ABSTRACT

The excellent character and broad potential for application of Silicon Carbon Nitride Film have attracted many researchers in the fields of both condensed matter physics and materials science and engineering, etc. However, most of work concentrates on the preparation of SiCN. Scientists have prepared various SiCN materials, such as SiCN crystal [1], nanocrystalline[2], ceramics[3], etc. Thus we investigate the electronic properties of SiCN crystal using LAPW (linearized Augmented Plane Wave) method in order to give proper interpretation of its characteristic.

The LAPW method is among the most accurate methods for performing electronic structure calculations for crystals. It is based on the density functional theory. Because the structure of SiCN crystal is similar to that of _Si3N4 [4], in the course of calculation, we calculate the __Si3N4 firstly, then substitute C atom for Si. We could vary the Si:C:N ratio, and compare the electronic structures in the different ratios of Si:C:N. ( In experiment, the average [N] for the crystalline phase is about 50 at %, only slightly than the theoretical value for the C3N4 or Si3N4. the C:Si ratio varies between 5:1 and 1:1 with a mean value around 2:1.[1]). This method is used to investigate the intact crystal.

We also use supercells, which include several cells of __Si3N4 (or __C3N4) and substitute a Si (or C) atom in it with a C (or Si) as a defect atom. In this method SiCN is considered as a doped system. We use the GGA (Generalized Gradient Approximation) to do the exchange-correlation potential.
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Abstract

Boron-carbon-nitrogen (B-C-N) thin films have been synthesized using electron beam excited plasma (EBEP)-assisted rf magnetron sputtering system with boron nitride and graphite target. Compositions of the films were varied by controlling the rf power for the graphite target and determined by X-ray photoelectron spectroscopy. We obtained $B_xC_yN$ films, $x=1.0-1.1$ and $y=0.03-0.25$. The composition dependence of infrared transmission spectra showed that structure of the film was very sensitive to carbon content; a cubic phase was found only in a carbon-poor region and disappeared abruptly with increasing carbon content. Results of transmission electron microscope, electron diffraction, and electron energy loss spectroscopy measurements show that the films involve the cubic phase of carbon-poor B-C-N compound.
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FORMATION OF REFRACTORY COATINGS ON CARBON-BASED MATERIALS BY GAS PHASE TRANSPORT REACTIONS

N.I. Baklanova∗, V.N. Kulyukin, T.M. Zima
Institute of Solid State Chemistry and Mechanochemistry of Siberian Branch of Russian Academy of Sciences
Kutateladze st.18 Novosibirsk 630128 Russia
∗) E-mail: baklanova@solid.nsc.ru Phone: 7 3832 363839 Fax: 7 3832 322847

ABSTRACT

Increased oxidation resistance at high temperatures is one of the critical requirements for high-tech application of carbon materials including carbon and silicon carbide fibers, nanotubes, diamonds. Corrosion resistant coatings such as refractory carbides, nitrides, borides and oxides may improve the oxidation behavior of carbon-based materials. The aim of this work is to study theoretical and experimental aspects of the formation of refractory coatings on different carbon materials under chemical transport through the gas phase.

The formation of coatings composed from the carbides of metals of IV-V groups (V, Nb, Ta, Ti, Zr, Hf, Cr, Si) on carbon and SiC fibers, diamond and graphite substrates are considered. The coatings were examined by X-ray diffraction (XRD), scanning electron microscopy (SEM). The coatings obtained were found to be uniform and adherent to substrates. Under definite conditions the formation of refractory coatings as needles was observed. Oxidation of coated carbon fibers was studied.

Keywords: carbide coatings, RCVD, carbon materials, diamond, oxidation

INTRODUCTION

Carbon-based materials exhibit good mechanical properties, particularity at high temperatures. Despite their numerous advantages such as low density, superior mechanical strength at high temperatures, and excellent friction behavior, they exhibit a fatal drawback, e.g., a very poor oxidation resistance even at temperature as low as 500°C. As a consequence, the most of their applications are limited to nonoxidizing atmospheres, at least for those involving long exposure times. Therefore a reliable antioxidation treatment should be invented to apply to carbon-based materials. Further, carbon-based materials that are often used as reinforced components in composite materials with carbon and metal matrixes are reactive and /or non-wetting with many matrix metals, thus introducing many difficulties in the fabrication and high temperature application of these composite materials [1, 2].

One solution of this problem is to apply a suitable protective coating or diffusion barrier to carbon material. Possible coatings materials are refractory oxides, carbides, nitrides, borides. Carbides, nitrides and borides of refractory metals are oxidized at temperatures below 1000°C, thus exhibiting a not very high resistance to oxidation. However, they form a high melting, nonsoluble water and thermal stable oxides that can hinder to diffusion of oxygen towards to substrate. B-C, Si-B-C, SiC deposits on carbon fiber were fabricated in order to protect interfacial zone from oxidation [3,4]. It was shown that only boron-rich Si-B-C deposits form at interfacial zones a glassy compound that block efficiently carbon oxidation at 600°C. There are also several positive examples for using refractory oxides as promising coatings for carbon-based materials. Alumina and zirconia sol-gel coatings for protective barriers on carbon materials were investigated in refs.5, 6. It was reported problems in achieving a sol that could wet the carbon surface well and develop into a crack free coating. It was noted that the oxidation was delayed to higher temperatures as the coating thickness increased.

The aim of this work is to consider the theoretical (thermodynamic) and experimental aspects of the formation of refractory coatings on carbon materials by means of the gas phase transport reactions. The essence of chemical transport method is that the interaction of a solid with some gas phase substance results in the formation of only gaseous products which then transported into another part of reactor and under the changed equilibrium conditions either decompose with evolution of initial solid or interact with another solid as was shown in ref.7. Chemical
transport through the gas phase (RCVD) is a promising way because of its ability to uniformly coat complex shapes and its high infiltration capability.

**EXPERIMENTAL**

**Initial substances**

Different kinds of carbon materials were used in this study. Carbon fibers derived from polyacrylonitrile (PAN) and cellulose, graphite and synthetic diamond powders were used as initial substances. Before deposition process carbon fibers were cleaned by dipping in mixture of acetone/ethanol to remove of sizing agent, drying on an air and heating in furnace at 900°C in argon atmosphere. Cuttings or/and powders of tantalum, vanadium, titanium, zirconium, hafnium, molybdenum, and silicon were used to fabrication coatings on carbon substrates. Halogen and halogen-containing gases were used as transporting agents.

**Coating process**

Refractory coatings were obtained by RCVD in closed or flow reactor under different conditions (T, P, exposure time, flow rate). A horizontal flow quartz reactor with a length of about 1000 mm was connected to the vacuum system. A tube made of nickel was placed in the reactor to diminish the contamination of coatings by the products formed in the interaction of halogen-containing reagents with the walls of the quartz reactor. Metal cuttings were charged into reactor and packed. Chemically pure argon was used as the carrier gas. The process was carried out at 1200-1300K for 1-50 h, the total pressure in the flow reactor being 10^2 Pa and in closed reactor being about 10^3 Pa.

**Coating characterization**

Microstructural features and phase composition of coatings were studied with help of scanning electron microscopic analysis (SEM, JSM T-20) and X-ray diffraction (DRON-3; CuKα radiation). The mean diameter of initial single filament determined is approximately 7-8 µm for carbon fiber.

**Heat treatment in air**

Heat treatment of coated carbon fibers in air was performed in resistant-heated furnace. Samples were placed into preliminary heated at 500-700°C furnace and kept under static conditions for different time.

**RESULTS AND DISCUSSION**

**Thermodynamic approach**

Thermodynamic calculation of phase equilibria was performed for the Ta-C-Cl system in detail. The calculation was done within temperature range 300 –1500 K and pressure range 1.33 – 1.33⋅10^5 Pa using self-consisting thermodynamic data. A model of complex chemical equilibrium solid-gas was used in calculation. The model takes into account of the fact that the components present in the gas phase include tantalum chlorides TaCl_{n}, where n = 1, 2, 3, 4, 5, tantalum, molecular and atomic chlorine, carbon chlorides. According to phase diagram of the Ta – C system Ta+Ta₂C (A), Ta₂C+TaC (B), TaC+C (C) are solid phases that are in equilibrium with gas.

The results of thermodynamic calculations suggest that the total tantalum content in gas phase normalized to chlorine atom at constant pressure and temperature will decrease in the direction A →B →C, while the total carbon content will decrease in reverse direction. It follows from this fact that, first, that transport in closed reactor can be conducted under isothermal conditions, namely at equal temperatures of synthesis zone and source of transport agents. Second, Ta mass transfer will take place in the A →B →C direction and carbon will occur in the reverse direction. Quantitative characteristics of tantalum and carbon mass transfer strongly different from each other under the same conditions, so chemical transport of carbon through the gas phase can be neglected. The lower chlorides TaCl₄, TaCl₃, TaCl₂ content over A is higher than that over B or C. Thus, under isothermal conditions at constant total pressure tantalum mass transfer to carbon occurs via lower chlorides. It should be noted that these considerations are true only in case when the interaction of tantalum halides with the quartz walls of the reactor is excluded. Abovementioned scheme of process is true for all of the transition metal-chlorine -carbon systems and for halogen agents other than chlorine.
Experimental results of realization of gas phase transport in the metal-halogen-carbon systems

One can see that morphological characteristics of carbide coatings obtained are differ from each other (Fig. 1-4). But general observation is that the chosen experimental conditions (time of deposition and total pressure) provide a complete and uniform coating of each separate filament, besides splicing is excluded. The SEM image of coating obtained in the system Ti-C-halogen is represented in Fig. 1. One can see that the external surface is rather smooth, homogeneous and dense. It repeats the relief of the initial single filament. The XRD pattern only shows peaks of TiC. The average size of the crystallites is not more than 80 nm. Morphologies of VC coatings are represented in Fig. 2. One can see that in dependence on time deposition the external surface becomes rather rough and corn like. The distinct feature of coating obtained in the Mo-C-halogen system is appearance of a porosity. According to XRD data the composition of coating can be represented by Mo and Mo2C phases. It is important that the specific area in all cases remains high and comparable with those for starting materials (500-600 m²/g).

Figure 1. TiC coating on carbon fibers.

Figure 2. VC coating on carbon fibers.

Figure 3. SiC-Si₃N₄ coating on carbon fibers heat-treated at different temperatures.

Figure 4. Molybdenum carbide coatings.
The appearance of secondary porosity for Mo$_2$C coating appear to be due to interaction of gaseous molybdenum oxyhalogenides with carbon support. Besides, molybdenum can act as an active catalyst of carbon and oxygen reaction. The formation of secondary porosity is a special interest for catalytic applications of modified fibers. We studied the catalytic activity of molybdenum carbide coated carbon fibers. As a test reaction the liquid phase oxidation of c-hexane in c-hexanol in the presence of phosphormolybenic heteropolyacide has been chosen. The conventional Pt on support catalysts were used as references. From the results obtained it follows that the catalytic activity of Mo$_2$C-coated carbon fiber catalyst is more than 5 times higher than that of conventional catalysts under the same gas capacity of the both catalysts.

When the RCVD process in the system Me-C-halogen was carried out in closed reactor at total pressure $10^5$ Pa and at $1000^\circ$C we observed some interesting features of carbide coatings on different carbon materials (Fig.5a, b, c). The tantalum carbide layer starts to grow in the very first minutes of exposure. The layer is a fine-grained coating. At the first time TaC is predominant phase. Starting from one hour and a half, the formation of Ta$_2$C phase as thin needles becomes noticeable. One of the reasons of the appearance of Ta$_2$C as needles seems to be the ordering of carbon vacancies of nonstoichiometric tantalum carbide, as was noted in ref. 8.

![Figure 5. Tantalum carbide coatings as needles on carbon based materials: (a) carbon fiber, (b) graphite, (c) diamond powder](image)

Oxidation resistance of refractory carbide coated carbon materials

The study of oxidation resistance of refractory carbide coated fibers showed that these deposits are not efficient to protect carbon. A rapid mass loss is observed at the beginning of oxidation tests. Mass gain due to MeOn (where M= Ti, Zr, Hf, V,) formation is lower than mass loss due to CO$_2$ evolution. After oxidation, a hole is formed between the fiber and coating.

![Figure 6. The different stages of oxidation of VC-coated carbon fibers.](image)

SEM observation carried out at the end of the oxidation test on the ZrC-, HfC-, TiC-, VC-coated carbon fibers shows the formation of hollow tubes (Fig.7). The formation of hollow tubes was observed also for SiC-coated carbon fibers in ref. 3. According to XRD data the walls of tubes are composed of corresponding of oxides. The surface of tubes is very smooth and thickness is constant along their whole cross-section. No formation of hollow
tubes for the Mo$_2$C-coated carbon fibers was observed because of high vapor pressure molybdenum oxides at this temperatures. The most oxidation resistant among coatings under investigated by us is SiC-Si$_3$N$_4$ one.

Figure 7. TiO$_2$ and HfO$_2$ hollow tubes derived from coated carbon fibers.

CONCLUSIONS

Chemical transport of metals of the IV-V groups through the gas phase in the form of halogenides leads to the formation of carbide coatings on carbon materials. Carbide coatings are uniform in the thickness and possess a high adhesion to the carbon supports. Under definite conditions the formation of refractory coatings as needles was observed. Oxidation of coated carbon fibers was studied. The coatings are oxidized slower than the carbon and oxidation progresses between the fiber and the coatings. The most oxidation resistant among coatings investigated is SiC-Si$_3$N$_4$ one.
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DEPOSITION OF CUBIC BORON NITRIDE FILMS BY PLASMA BASED ION IMPLANTATION
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ABSTRACT

Cubic Boron Nitride (cBN) film depositions were performed by a radio frequency (RF) bias sputtering with a plasma based ion implantation (PBII). Effects of PBII conditions, such as pulse bias voltage and duty ratio, on the nature of the deposited BN films were investigated systematically. It is revealed that the high voltage pulse bias is detrimental to cBN nucleation while cBN growth can proceed with the high voltage pulse biasing. Effects of PBII conditions were also investigated on the compressive stress and the adhesion strength of the deposited films using the two step depositions methods.

Keywords: cubic boron nitride, plasma based ion implantation, two step deposition, stress, adhesion

INTRODUCTION

There have been many deposition techniques utilized for the synthesis of cubic boron nitride (cBN) (refs. 1 to 6), which is a promising material for a variety of coating applications due to its excellent properties, such as high hardness, chemical inertness and thermal conductivity. However, cBN films deposited by such methods have highly compressive stress (refs. 7 and 8) as well as insufficient adhesion strength, which results in adhesion failure at thickness above a few hundreds nm. This is one of the most serious problems which prevent the industrial applications of cBN film coatings. Many methods have been proposed and performed for the stress reduction and the adhesion improvement, such as high temperature annealing (ref. 9), buffer layer insertion (refs. 10 and 11), high temperature deposition (ref. 12) etc.

Stress reduction by high energy ion bombardment during deposition (ref. 13) or post implantation with 350 keV Kr ions (ref. 14), or 1 MeV N ions (ref. 15) has also been effectively demonstrated. Boyen et al. has reported that the alternative irradiation with assisting ions during deposition and high energy ions (300 keV Ar⁺) results in low stress cBN films (ref. 16). Moreover, Fitz et al. has successfully deposited low stress (1 GPa) cBN films by simultaneous irradiation with 35 keV N⁺ or 70 keV Ar⁺ ions and 500 eV assisting ions (ref. 17). In addition to the stress relaxation effect, high energy ion implantation results in atomic mixing at the interface between the film and the substrate, which leads to adhesion improvement (ref. 18).

These high energy ion bombardment techniques have been performed by conventional ion beam methods. Recently, as a new technique of ion implantation, plasma based ion implantation technique (PBII) has widely been studied for film depositions such as DLC (ref. 19) and TiN (ref. 20), and surface modification (ref. 21) etc. This technique has some advantages superior to the conventional line-of-sight ion beam methods: ability for three-dimensional coatings on complex shaped objects, high current density, and process time independent of area etc.

Thus we have employed the plasma based ion implantation for cBN deposition. Our goal is on the deposition of cBN films thick enough and durable for tribological applications. In this article, as a first step to adopt the PBII to cBN deposition, the purpose is focused on the survey of the optimal PBII conditions, such as pulsed high bias voltage, duty ratio, pulse duration and radio frequency self bias voltage simultaneously applied.
EXPERIMENTAL

The apparatus used was basically an unbalanced RF magnetron sputtering system with an RF substrate biasing (ref. 3), equipped with a high voltage pulse generator (fig. 1). The substrate electrode was immersed in the plasma diffusing from the target electrode by the unbalanced magnetic field. The pulsed negative high voltage was applied to the substrate electrode by the high voltage pulse generator (fig. 2(a)). RF bias voltage was also applied simultaneously to the substrate electrode through an inductor which suppresses interference from the RF bias source to the high voltage pulse bias generator (fig. 2(b)). The φ4” target used was a sintered hBN (99.7%). 30 mm x 30 mm Si (100) wafers were used as substrates and mounted on a φ90mm stainless holder. Substrates were heated during depositions only by irradiation from the plasma or the target or by ion/electron bombardment. The distance between the target and the substrate was approximately 110 mm, which is larger enough to hold the plasma between the target and the substrate than the Child law sheath thickness formed during the high voltage pulse duration. The working pressure was chosen so that the sheath was collisionless. When the chamber was evacuated below the pressure of 1x10⁻⁴ Pa, depositions were made with the target power (P) of 1200 W at a pressure of 0.13 Pa in a discharge of 95% argon and 5% nitrogen after sputter-cleaning of the target and substrate surfaces for 30 minutes. The pulsed negative bias voltage (V_pulse), the duty ratio (R_d), and the high voltage pulse duration (T_pulse) were varied from 0 kV to 20 kV, 0% to 10%, 6 µs to 300 µs, respectively (fig. 2(a)). The negative self bias voltage applied (V_s) simultaneously with V_pulse was 200 V in the experiments using the biasing in the fig. 2(b).

The deposited films were analyzed by fourier transform infrared spectroscopy, Xray photoelectron spectroscopy, and scanning electron microscopy. The internal stress was evaluated from the curvature of the specimen measured by a surface profilometer using Stoney’s equation.

RESULTS AND DISCUSSIONS

Figures 3(a) and 3(b) show the IR spectra of the deposited films with the pulse biasing in fig.2(a). The depositions were performed with a variety of V_pulse and R_d = 1 % (fig. 3(a)), and with a variety of R_d and V_pulse = 10 kV (fig. 4(b)). The condition of V_pulse = 0 kV or R_d = 0 % denotes the case without the biasing. In all cases, the spectra exhibited only the absorption peaks at around 1380 cm⁻¹ and 800 cm⁻¹, which correspond to sp² stretching vibration mode and sp² bending vibration mode, respectively. No cBN TO absorption peak was observed in those spectra. The peak around 1380 cm⁻¹ shifted to the lower wave number with the increased R_d, which resulted from amorphous or disordered sp² BN formed by high energy ion bombardment (ref. 22). Figures 4(a) and 4(b) show dependence of nitrogen-to-boron atomic ratio and deposition rate on V_pulse and R_d, respectively. The nitrogen-to-boron atomic ratio was almost constant irrespective to the pulse bias conditions, though it decreased slightly with an increase in V_pulse or

Fig.1 Schematic illustration of the sputter-PBII system

Fig.2 Substrate biasing used for PBII. (a) high voltage pulse biasing, (b) high voltage pulse biasing superimposed with RF self biasing. T_pulse: duration of the high voltage pulse, T_period: period of the repetition of the pulse, V_pulse: negative pulse bias voltage, V_s: RF negative self bias voltage, (c): conventional RF self biasing
The atomic ratio for all the cases was smaller than that of a cBN film deposited with $V_s = 200$ V, of which nitrogen-to-boron atomic ratio is also shown in figs. 4(a) and 4(b) (open circle). It has been widely recognized that stoichiometry is one of the necessities for cBN formation (ref. 23). Accordingly, nitrogen deficiency is one of the possible reasons for the inhibition of cBN formation. It is required for cBN formation to avoid the nitrogen deficiency by some methods, such as nitrogen addition with higher concentration. The deposition rate also decreased slightly with an increase in $V_{pulse}$ or $R_d$, owing to enhanced re-sputtering.

Since the PBII conditions adopted above led to the destructive effects on cBN formation, BN film depositions using the simultaneous biasing (fig. 2(b)) were made with reduced $R_d$ (0.2%), $V_{pulse} = 10$ kV and $V_s = 200$ V for the purpose of survey of optimal PBII conditions. From the results previously obtained in the other series of deposition experiments using the conventional RF biasing (fig. 2(c)), it was clear that cBN films could be deposited with $V_s$ above 100 V and that almost pure cBN films with $sp^2$ bonded initial layers adjacent to the substrates were able to be formed with $V_s = 200$ V and the deposition time of 600 s. Figure 4(a) shows the IR spectrum of the BN films deposited with the simultaneous biasing. Only $sp^2$ BN absorption peaks were observed in the spectrum. It is surprisingly that $R_d$ as low as 0.2 % resulted in the inhibition of cBN formation. In reference 17, the current density of high energy ions (35 keV N$^+$, 70 keV Ar$^+$) used for stress reduction is lower than the critical current density above which cubic-to-$sp^2$ phase transformation is induced, and is 10 % as large as that of assisting ions with low energy (5000eV Ar$^+$, N$^+$). The $R_d$ of 0.2 % is much smaller than that in the reference by two orders of magnitude. It should be noted that these results cannot be attributed to nitrogen deficiency because the nitrogen-to-boron ratio of the film was 0.88, which is as high as those of cBN films (0.87-0.94).

Figure 5(b) shows the IR spectrum of the cBN film deposited by the two step deposition technique shown in fig. 5(a). In the first step, a cBN template layer was deposited with the conventional RF biasing (fig. 2(c)), and then in the second step the pulsed high voltage was applied simultaneously with the RF self bias voltage. The dashed line in fig. 5(b) shows the IR spectrum of the cBN template layer. The bias conditions used for each step are as follow: 1st step: $V_s = 200$ V for 600 s, 2nd step: $V_{pulse} = 10$ kV, $R_d = 0.2$ %, $V_s = 200$ V for 600 s. The difference in the IR absorbance shows the contribution of the BN film deposited in the second step. Clearly the IR absorption corresponding to cBN TO (1080cm$^{-1}$) increased in the second step. This result shows that the high voltage biasing is detrimental for cBN nucleation while cBN growth can proceed even with such a high voltage biasing once cBN nucleates. In the present study, therefore, it is revealed that the cBN growth window expands into the higher energy side (at least up to 10 keV) as well as the lower side than the cBN nucleation window as reported in the literature (ref. 24). Unfortunately, the absorption peaks at 1390 cm$^{-1}$ and 790 cm$^{-1}$ corresponding to $sp^2$ BN bond vibrations were also enhanced in the second step. This indicates that a mixture of cubic and $sp^2$ phases was formed in the second step.

To investigate effects of PBII on cBN growth and internal stress, the two step deposition method mentioned above was performed. The conditions are as follows: 1st step : $V_s = 200$ V, deposition time 300 s, 2nd step: $V_s = 200$ V, $V_{pulse} = 10$ kV, 20 kV, $T_{pulse} = 6 \mu$s - 300 $\mu$s, $R_d = 0.02$ % - 0.5 %, deposition time 600 s. Figures 6(a), 6(b) and 6(c) show changes in the compressive stress and the IR absorbances of $sp^2$ bonding vibrations and cBN TO of the deposited films with $R_d$. The compressive stress decreased with an increase of $R_d$ in all cases, showing that the high energy ion bombardment reduced the compressive stress. However, the IR absorbance of cBN also decreased while those of $sp^2$ BN increased with an increase of $R_d$ for all $T_{pulse}$ conditions. Figure 7 shows a relationship between the curvature of the deposited films and the IR absorbance of cBN TO. The curvature of the cBN films monotonically increased with an increase of the IR absorbance of cBN TO, and all the marks lie in an identified master curve. In addition, the mixture of cBN and $sp^2$ BN, which was deposited with the conventional RF biasing (fig. 2(c), $V_s = 100$ V, closed circles), also obeyed the relationship. Since the curvature is proportional to a product of the compressive stress and the film thickness, these results mean that the stress reduction by PBII with the two step deposition method is attributed to the phase transformation of cBN with a large compressive stress to $sp^2$ BN with a low stress, and that PBII didn’t affect stress reduction in cBN phase, in contrast with the case reported in reference 17 using spontaneous irradiation of high and low energy ion guns. Though the reason for the discrepancy is not clear, that might be due to the difference in the substrate temperature or the ionic species.

To utilize the interface mixing by PBII for the improvement of the adhesion strength, BN film depositions were performed with the pulse biasing ($V_{pulse} = 10$ kV, $T_{pulse} = 60 \mu$s, $R_d = 10$ %) for 1200 s in a discharge of 95% Ar and 5% CH$_4$ in the first step (mixing step), and then with the conventional RF biasing ($Vs = 200$V) for 2000 s in the Ar–5%N$_2$ discharge in the second step (growth step). Though the film was delaminated just after the exposure to the air, the delamination behavior was quite different with the cBN films deposited without the mixing procedure. For the case with the pulse biasing the delamination traces were directed vertically and horizontally (fig. 8), while the cBN films deposited without the mixing procedure were delaminated uniformly. The directions of the traces correspond to the cleavages of the silicon substrate. Evidently the delamination occurred in the silicon substrate, not at the interface,
resulting from the adhesion improvement by the interface mixing. The cBN film with the mixing procedure with Ar-5%N₂ showed almost the same delamination behavior as the cBN films without the mixing. Consequently, PBII can be effectively utilized for the purpose of the adhesion improvement with the insertion of the “glue layer” which enhances the interface mixing with the substrate and the film. However, what to extent the pulse biasing improves the adhesion strength, or what materials could be used for the “glue” buffer layers for various substrate materials should be clarified in the further study.

CONCLUSIONS

Cubic Boron Nitride (cBN) film depositions were performed by a radio frequency (RF) bias sputtering with a plasma based ion implantation. High voltage pulse biasing was detrimental for cBN nucleation even if the deposited film was almost stoichiometric. In contrast, once cBN nucleation occurred, the mixed phases of cBN and sp² bonded BN were able to be formed even with high voltage pulse biasing. The stress reduction of the cBN films deposited by the two step deposition procedure using PBII is attributed to the cubic-to- sp² phase transformation due to the high energy ion bombardment. The adhesion was improved by the interface mixing using PBII when the “glue” layer was inserted at the interface which enhanced the mixing.
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Fig. 3  IR spectra of BN films deposited by PBII: (a) with $R_d = 1\%$ and various $V_{\text{pulse}}$, (b) with $V_{\text{pulse}} = 10 \text{ kV}$ and various $R_d$.

Fig.4 IR spectra of BN films deposited by sputter-PBII for 1200s. (a): with high voltage biasing superimposed with RF self biasing (fig. 2(b)), $V_{\text{pulse}} = 10 \text{ kV}$, $V_s = 200 \text{ V}$ and $R_d = 0.2 \%$. (b):conventional RF bias sputtering: $V_s = 200 \text{ V}$ and without high voltage pulse biasing (fig. 2(c)).

Fig. 5  cBN film deposition by the two step deposition method. (a) deposition procedure of the two step deposition, (b) IR spectrum of the cBN film. The conditions of the steps are as follow: 1st: $V_s = 200 \text{ V}$ for 600 s, 2nd: $V_{\text{pulse}} = 10 \text{ V}$ and $V_s = 200 \text{ V}$ for 600s. The dashed line shows the IR spectrum of the template cBN film deposited with the condition of the 1st step.
Fig. 6 Changes in the absorbances and the internal compressive stress of BN films deposited by two with the two step deposition. 1st, 2nd with the duty ratio. (a) $T_{\text{pulse}}=6 \mu$s, (b) $T_{\text{pulse}}=60 \mu$s, $V_{\text{pulse}}=10$ kV, 20 kV, (c) $T_{\text{pulse}}=120 \mu$s, 300 $\mu$s.

Fig. 7 Relationship between IR absorbance of cBN TO and the curvature of the films deposited by PBII.

Fig. 8 Surface photograph of the cBN films deposited with the interface mixing by PBII.
NUCLEATION MECHANISM OF CUBIC BORON NITRIDE IN VAPOUR PHASE DEPOSITION
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ABSTRACT

Cubic boron nitride (cBN) thin films were deposited on ultrathin Si flake substrates by inductively coupled plasma-enhanced chemical vapor deposition. The prepared films were sufficiently thin for direct HRTEM observation without inducing damage in the cBN films. Isolated cBN nuclei as small as 1 nm layer were observed on the textured tBN. The surface of cBN films was pure cubic phase without sp2-bonded BN, contrary to the so-called subsurface growth mechanisms. The chemical species responsible for cBN growth were analyzed by quadrupole mass analysis with ion energy analyzer (QMA-EA). QMA-IE analyses revealed that the boron source, B2H6, was totally ionized under the deposition conditions, while N2 was only partly ionized. The existence of neutral species such as N2 molecules inhibited cBN nucleation and growth. The introduction of Ar into the deposition system increased the N2 ionization yield markedly, which reduced the sp2-bonded BN formation from neutral N2 molecules on the growth surface and promoted cBN growth.

In summary, both damage-free HRTEM observations and QMA-IE analyses suggest that cBN nucleates at a top surface rather than in subsurface region in vapor phase deposition.

Keywords: Cubic boron nitride, CVD, HRTEM, QMA-EA, mechanism
A NANOINDENTATION STUDY OF THICK CUBIC BORON NITRIDE FILMS PREPARED BY CHEMICAL VAPOR DEPOSITION
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ABSTRACT
The mechanical properties of high-quality cubic boron nitride (cBN) films deposited using fluorine chemistry were systematically investigated by nano-indentation measurements performed in both cross-sectional and plan-view directions. The large film thickness (~5 µm) allows the effective suppression of both substrate and indenter size effects. The hardness and elastic modulus values were found to be 70 and 800 GPa, respectively, which are the highest values ever obtained on cBN films deposited by either PVD or CVD methods so far (comparable to those reported for cBN crystals synthesized by high-pressure high-temperature methods). The variation of hardness across the cBN film thickness was investigated using a cross sectional configuration. In conjunction with the transmission electron microscopic observations, the relationship of the hardness measured with the crystallinity and crystal size/grain boundaries was discussed.

Keywords: cubic boron nitride, chemical vapor deposition, nano-indentation, hardness, elastic modulus
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Influence of Impurities on the Morphology and the Raman Spectra of cubic Boron Nitride
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Abstract

It is still a challenging problem to understand the growth mechanisms of cubic boron nitride (c-BN) in the high pressure high temperature (HPHT) synthesis as well as to develop film deposition techniques (CVD- or PVD-methods) of microcrystalline c-BN layers for protective or abrasive applications. It is possible to grow cm- sized diamond single crystals by HPHT- methods and to achieve microcrystalline diamond films by CVD- or PVD-methods with good mechanical properties, but regarding c-BN, even in the HPHT- process it is not possible to obtain well grown, large single crystals and up to now, film deposition methods lead only to the formation of nanocrystalline c-BN layers of weak quality. The structural analogy between carbon- and boron nitride sp²-and sp³-phases is only valid regarding their physical and mechanical properties, but there is a significant difference in their syntheses. In order to enhance and modify c-BN growth, the understanding of the growth mechanism is of significant importance.

A detailed Raman spectroscopic characterization of HPHT- c-BN samples with distinct morphology and facettation indicates a correlation between crystal impurities and the resulting morphology. The results reveal a strong anisotropy of <100>- and <111>- growth directions of c-BN, which are affected by crystal impurities and their nature will be discussed (fig. 1). The presented study reveal significant information to modify c-BN growth and to realize the growth of microcrystalline films of cubic boron nitride.

Fig. 1: Micro- Raman measurement of individual facets of a c-BN crystal
a) center of <100>- facet b) center of <111>- facet

Persistence of graphite phase in G-ball under high pressure showing metallic behavior
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Abstract

Graphitic-carbon polyhedrons “G-balls” are supposed to have a closed-shell framework of graphite according to TEM image. It is expected that high-pressure structural-change of G-balls is topologically different from that of graphite. High-pressure x-ray powder-diffraction measurements of G-balls has been carried out at room temperature. In addition, the temperature dependences of electrical resistances were obtained in order to investigate the relationship between structures and electronic properties. The graphite phase in G-balls is very stable and does not have the phase transition even if the pressure is higher than 40 GPa. The volume reduces by 29 % at 43 GPa. The value of bulk modulus, B0, is determined to be B0=41.5 GPa. G-balls are geometrically difficult to cause the side-splitting between graphene sheets in comparison with graphite, resulting in absence the phase transition. Electrical resistance measurements exhibit the metallic behavior of G-ball at the pressure above 20 GPa at room temperature. The c-axis length shortens by 18 % at 20 GPa, which means the extraordinary overlapping between carbon pi-orbitals.
CUBIC BN SINGLE CRYSTALS AND SINTERED BODIES SYNTHESIZED AT HIGH PRESSURE
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ABSTRACT

Single crystals and sintered bodies of cBN were synthesized under high pressure and high temperature. For the growth of single crystals, temperature gradient method was applied at 5GPa and 1600 °C for 20-100 hrs. Be doped crystals exhibit p-type semiconducting properties and S-doped and unintentionally doped crystals exhibit n-type properties, as characterized by Hall measurements. Although the origin of the donor level is not qualified yet in the unintentionally doped crystals, oxygen, carbon, or nitrogen vacancy may be the candidate for the donor. It was found that additive of Be atoms were localized as acceptor in particular growth sectors of the crystals. Consequently, self-organized p-n domains were realized in the Be-doped crystals showing ultra-violet light emission by inducing current across the sector boundaries. Some advancement has also been achieved to obtain colorless crystal, which has very high electrical resistivity and exhibiting band edge nature in optical properties.

In view to practical application of cBN, improvement of the mechanical properties of the sintered body is important. It can be seen that optimization of sintering conditions, such as pressure, temperature, and initial grain size will allow us to fabricate binder-less bodies with fine-grained structure. Recent progress of synthesis of fine-grained cBN sintered body without binder will be also described.

Key Word: cBN, Single crystal, Semiconductor, Binderless sintered body, High pressure.
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ABSTRACT

Graphite-like B/C/N materials, g-BC\textsubscript{x}N, are chemically prepared in very high yields using a polymer pyrolysis system of boron trichloride and commercially available N-containing materials such as tetracyanmethene and polyacrylonitrile. Using the g-BC\textsubscript{2}N materials, a series of new diamond materials, B/C/N heterodiamond, are shock-synthesized.

The Lewis acid-base reaction initially occurs between BCl\textsubscript{3} gas and the basic organic compounds, is followed by polymerization, carbonization and heat-treatment. The g-BC\textsubscript{x}N materials over the almost entire range of compositions can be prepared: the g-BC\textsubscript{3}N material is obtained in ca. 75 % yield from polyacrylonitrile, and the g-BC\textsubscript{4}N is in nearly 100 % yield from tetracyanmethene. The materials have a miscible blend (hybrid) structure consisting of CN\textsubscript{x} and (BN)\textsubscript{y} segments and have turbostatic hexagonal structures similar to the structure of the chemical vapor deposition g-BC\textsubscript{2}N. The g-BC\textsubscript{x}N materials obtained are explosively shock-compressed and successfully phase-transformed into their almost allotropic heterodiamond materials.

Keywords: polymer pyrolysis, carbonization, shock-compression, boron carbide nitride, heterodiamond

INTRODUCTION

Over the past two decades, the new carbon-based BC\textsubscript{x}N and CN\textsubscript{x} materials combined with graphite-like sp\textsuperscript{2} and diamond-like sp\textsuperscript{3} bonds have been prepared for the purpose of their unknown high potentials as hard materials and high temperature semiconductors. Many researchers have prepared a variety of graphite-like BC\textsubscript{x}N (g-BC\textsubscript{x}N) materials by solid-gas reaction (ref.1 and 2), precursor pyrolysis (ref. 3 to 5) and mainly by chemical vapor deposition (CVD) (ref. 6 to 9). A few g-BC\textsubscript{x}N materials prepared by CVD have been transformed into cubic BCN (ref. 10) and cubic BN/C mixed crystals (ref. 11) under static high pressure and high temperature conditions. In 1993, we prepared for the first time a single phase of diamond-structured BC\textsubscript{2.5}N material (heterodiamond) by explosive shock compression of the CVD-synthesized g-BC\textsubscript{2}N. It was confirmed that the shock-synthesized heterodiamond exists as polycrystalline nanoparticles and possesses desirable characteristics of both diamond and cubic BN, i.e., a good high thermal oxidation resistance superior to diamond, the highest bulk modulus next to diamond and very small thermal expansion (ref. 12 to 14). In particular, the heterodiamond sinter has all of the ideal properties for steel-cutting tools (ref. 15).

For the purpose of industrial uses of the heterodiamond materials, bulk synthesis of their precursors, g-BC\textsubscript{x}N, is essential and chemical synthetic methods must be most effective for this purpose. However, useful methods were almost unknown. Recently, we developed a series of C\textsubscript{3}N\textsubscript{4}-like polymers composed of heptaazaphenalene nuclei (ref. 16 to 18). The polymers were found to react with boron halides and change into new g-BC\textsubscript{x}N materials of high BN contents. This reaction system was further extended to various organic Lewis bases such as amines and nitriles (ref. 19). The chemically synthesized g-BC\textsubscript{x}N materials were investigated in terms of appropriateness as the precursors of the heterodiamond. In this conference, the bulk synthesis of the g-BC\textsubscript{x}N materials and shock-synthesis of the heterodiamond are reported.

EXPERIMENTAL

Preparation of the g-BC\textsubscript{x}N materials

Commercially available materials such as melamine, melamine-formaldehyde resin, urea-formaldehyde resin, hexamethylenetetramine (hexamine), acetonitrile, adiponitrile, malononitrile, acrylonitrile (AN), tetracyanoethylene (TCNE), polycyromonitrile (PAN), dianinomaleonitrile and dicyanodiamide were used as the N-containing starting materials. Boron trichloride (BCl\textsubscript{3}) was used as B-source. The B/C/N samples were prepared according to the synthetic procedure reported previously (ref. 19). The initial reaction between the...
starting material and BCl₃ and successive polymerization of the initial product were carried out in a three-necked separable quartz flask equipped with a gas-admitting tube, mechanical quartz stirrer and vent tube and a furnace. Gaseous BCl₃ from a pressure bomb was directly introduced into the apparatus containing the starting material. From acetonitrile, malononitrile, acrylonitrile and tetracyanoethylene (TCNE), white adducts sensitive to moisture were initially formed at room temperature. The adducts underwent autocatalytic polymerization at ambient temperatures below 373 K. The polymeric intermediates were carbonized at 1273 K under an inert atmosphere until all volatile products were expelled, and followed by heat treatment at 1773 K in a stream of N₂ gas. Bulky and brittle black solids were obtained.

Preparation of the BCₙN heterodiamond materials

The above bulky solids were mechanically crushed into fine powders. The fine powders (12 g) were mixed with copper powders (188 g), pressed into disks of the apparent density of 5.6-5.8 g cm⁻³, followed by shock compressed. Fig. 1 shows a cylindrical shock compression apparatus used in the experiment. The apparatus was constructed with an inner steel cylinder filled with the disks and an outer steel flyer surrounded by an explosive on the outside. A TNT-mixed explosive (2 kg) with a detonation velocity of 5.0-5.5 km s⁻¹ was used. The incident shock pressure and temperature on the sample were estimated to be 35 GPa and 3500 K, respectively. The recovered sample was machined, immersed in conc. HNO₃ to dissolve copper matrix, boiled in an acid mixture of conc. H₂SO₄ (70 parts) and conc. HNO₃ (30 parts) to decompose an unreacted material, boiled in a 30 % NaOH solution to dissolve trace amounts of contaminants, washed with distilled water and dried at 473 K. Bluish black fine powders were obtained.

Characterization

The chemical compositions of the samples were determined by CHN elemental analysis and ICP-mass analysis for boron contents. The analysis was carried out three times and the results were averaged. Trace amounts of metallic contaminants were detected by an electron probe X-ray microanalyser. The structures of the materials were investigated by IR, Raman scattering, X-ray photoelectron spectroscopy (XPS), X-ray powder diffraction (XRD), high-resolution transmission electron microscopy (HRTEM) equipped with parallel electron energy-loss spectroscopy (PEELS) and electron diffraction (ED), and field emission scanning electron microscopy (FE-SEM). The heat resistance to oxidation in a stream of air was investigated by thermogravimetry (TG) in the range 300-1573 K at a heating rate of 20 K min⁻¹.

RESULTS AND DISCUSSION

Bulk synthesis of the g-BCₙN materials

All the B/C/N samples contained large amounts of carbon, nitrogen and boron. The contents of hydrogen were below 0.1 %, a detection limit of the CHN analyzer. IR spectroscopy measured no NH stretching bands. Chemical compositions and yields of the BCₙN materials greatly depended on the starting materials as shown in Table 1. The materials are described with a formula of CNₓ(BN)ᵧ and CBₓ(BN)ᵧ, consisting of a large portion of BN pairs and slight excesses of N or B elements. The B/N atomic ratio to carbon is widely ranging from 1 to 10. The aromatic amines such as melamine and its derivatives that are resistive to nitrogen evolution during carbonization produced small amounts of B/C/N materials exhibiting very high B/N content. On the other hand, the aliphatic N-rich amines and nitriles gave low B/N content. Nitriles such as AN, TCNE, PAN and malononitrile that are easily polymerized (or cyclopolymerized) gave them in very high yields.
Table 1. Compositions and yields of the chemically synthesized BCxN materials.

<table>
<thead>
<tr>
<th>Starting materials</th>
<th>Reaction systems</th>
<th>BCl₃ Temp(K)</th>
<th>B/C/N Composition</th>
<th>Yield (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melamine</td>
<td>Solid-gas</td>
<td>473</td>
<td>CB₀.97N₁.01</td>
<td>10</td>
</tr>
<tr>
<td>Melamine resin</td>
<td>Solid-gas</td>
<td>673</td>
<td>CB₀.40N₀.60</td>
<td>19</td>
</tr>
<tr>
<td>Urea resin</td>
<td>Solid-gas</td>
<td>473</td>
<td>CB₀.27N₀.28</td>
<td>15</td>
</tr>
<tr>
<td>Hexamine</td>
<td>Solution-gas</td>
<td>RT</td>
<td>CB₀.22N₀.27</td>
<td>35</td>
</tr>
<tr>
<td>Acetonitrile</td>
<td>Liquid-gas</td>
<td>RT</td>
<td>CB₀.50N₀.50</td>
<td>30</td>
</tr>
<tr>
<td>Adiponitrile</td>
<td>Liquid-gas</td>
<td>RT</td>
<td>CB₀.16N₀.18</td>
<td>50</td>
</tr>
<tr>
<td>Malononitrile</td>
<td>Liquid-gas</td>
<td>323</td>
<td>CB₀.31N₀.25</td>
<td>60</td>
</tr>
<tr>
<td>AN</td>
<td>Liquid-gas</td>
<td>RT</td>
<td>CB₀.32N₀.32</td>
<td>70</td>
</tr>
<tr>
<td>TCNE</td>
<td>Solution-gas</td>
<td>RT</td>
<td>CB₀.16N₀.22</td>
<td>98</td>
</tr>
<tr>
<td>PAN</td>
<td>Solution-gas</td>
<td>473</td>
<td>CB₀.22N₀.22</td>
<td>75</td>
</tr>
<tr>
<td>Diaminomaleonitrile</td>
<td>Solution-gas</td>
<td>RT</td>
<td>CB₀.32N₀.29</td>
<td>70</td>
</tr>
<tr>
<td>Dicyanodiamide</td>
<td>Solution-gas</td>
<td>RT</td>
<td>CB₀.16N₀.18</td>
<td>10</td>
</tr>
</tbody>
</table>

IR spectra of all the B/C/N materials were similar in appearance to the spectrum of a mixture of carbonaceous CNₓ and boron nitride as shown in Fig.2. The B-N bonds at 1400 cm⁻¹ are, however, shifted 27 cm⁻¹ to higher wavenumber from the peak of h-BN. This shift is much larger than those arising from fine carbon particles present in h-BN. The large shift indicates chemical bonds between the CNₓ and BN segments. X-ray powder diffraction patterns of the B/C/N materials are similar to those of turbostratic hexagonal carbon-based materials such as g-BCN, g-BC₂N and g-CNₓ. A half width of the (002) peak was 4-5 degrees similar to that of the CVD-synthesized BC₂N.

Fig. 2 IR spectrum of the chemically synthesized BC₂N.

Shock-synthesis of the heterodiamond

The chemical compositions of the purified materials obtained by shock compression of the starting BC₂N and BC₃N samples were BC₂.₅N and BC₃.₅N, respectively. Little amounts of carbon, boron and nitrogen elements probably volatile during passing of shock-wave. The purified materials were assigned to the heterodiamond materials by XRD and IR measurements. Table 2 shows the compositions and yields of the shock-synthesized materials. The yield of the heterodiamond having large B/N content was a little lower in comparison to the yield of the shock diamond.

Table 2. Compositions and yields of the shock-synthesized materials.

<table>
<thead>
<tr>
<th>Starting samples Composition</th>
<th>Shock-synthesized materials Composition</th>
<th>Yield (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCN</td>
<td>BC₁.₅N</td>
<td>5</td>
</tr>
<tr>
<td>BC₂N</td>
<td>BC₂.₃N</td>
<td>7</td>
</tr>
<tr>
<td>BC₃N</td>
<td>BC₃.₅N</td>
<td>7</td>
</tr>
<tr>
<td>BC₅N</td>
<td>BC₆.₃N</td>
<td>10</td>
</tr>
<tr>
<td>Control: Graphite</td>
<td>C</td>
<td>10</td>
</tr>
</tbody>
</table>
Fig. 3 shows the XRD pattern of the shock-synthesized material of composition BC$_{2.5}$N. This pattern is assigned to a cubic crystal system. The (100), (200), (222) and (420) reflections are absent similar to the pattern of the diamond structure obeying the extinction rule. The lattice constant estimated from the (111) peak position was $a_0 = 0.3611$ nm between those of diamond and cubic BN and close to the value of cubic BN rather than that of diamond. Fig. 4 shows the IR spectrum of the same material. The material indicates a very broad peak due to sp$^3$ bonds at 1088 cm$^{-1}$ that is shifted 12 cm$^{-1}$ lower wavenumber from the peak of diamond. The peak position of the heterodiamond materials tends to approach more and more closely to the position of diamond with decreasing B/N content, however, is much lower than that of cubic BN.

![Fig. 3 XRD pattern of the shock-synthesized material of composition BC$_{2.5}$N.](image)

![Fig. 4 IR spectrum of the shock-synthesized material of composition BC$_{2.5}$N.](image)
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PROPERTIES AND APPLICATIONS OF DLC
Resonant Raman spectra of Carbon Systems
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Abstract
Raman spectroscopy is a non-destructive means to characterise many carbon systems, including diamond, graphite, nano-diamond, carbon nanotubes, diamond-like carbon and carbon nitride alloys. Raman at a single wavelength excitation gives only limited information. We review here how multi-wavelength Raman gives much more information on these phases, because it uses the resonant Raman condition.

Introduction
Raman is the inelastic scattering of light by phonons in a crystal, or equivalently, the differential change in the dielectric constant by a Raman active vibrational mode. A perfect crystal of diamond has a single Raman active mode at 1332 cm^-1. This peak has been used for 15 years as the key indicator of the quality of diamond in polycrystalline diamond grown by chemical vapour deposition (CVD). The width of the peak is used as an indicator of the diamond quality and the shift of the peak indicates the presence of stress.

CVD diamond can also have two or three other modes, centred on 1590 cm^-1, 1350 cm^-1 and sometimes 1140 cm^-1. These are from sp^2 bonded carbon. Graphite consists of hexagonal sp^2 bonded sheets and is a zero band gap semiconductor. A single layer of graphite has one Raman active mode at 1580 cm^-1 due to in-plane vibrations of E_2 symmetry, labelled ‘G’. The Raman spectrum of microcrystalline graphite has another peak, called ‘D’, at about 1350 cm^-1. Diamond-like carbon (DLC) and its alloys contain both sp^2 and sp^3 bonded carbon. The Raman scattering efficiency of sp^2 sites is 50-260 times higher than sp^3 sites. This means that even those types of DLC containing the maximum sp^3 content of ~90%, their Raman spectrum is dominated by the sp^2 bonding features, the G and D peaks.

Resonant Raman
The Raman scattered intensity is given by [1],

\[ C = \left| \langle 0 | H_{eR}(\omega_i) | a > > a | H_{e-ion} | a > > a | H_{eR}(\omega_s) | 0 \rangle \right|^2 \]

\[ (E_a - \hbar \omega_i)(E_a - \hbar \omega_s) \]

where |0> is the initial state, H_{eR} is the electronic interaction at constant atom position R H_{e-ion} is the electron-lattice interaction, |a> is an intermediate state, \omega_i is the incident photon energy and \omega_s is the scattered photon energy. Resonance occurs when the intermediate state |a> corresponds to an actual electronic state. There can be a single resonance or a double resonance.

First order Raman scattering in systems such as silicon [2,3] are relatively independent of excitation energy because the excitation is over the band gap into a continuum of states, so there is resonance but with no particular enhancement. There is a different situation in diamond. The excitation (unless for photons over 5.5 eV) is from the valence band to a virtual state in the gap, so there is no resonance. In contrast, in sp^3 systems, the excitation energy can always resonate with a particular band gap, because graphite is a zero gap semiconductor. This realisation finally led to a proper understanding of the origin of the D peak in graphite [4].

Graphite
The D mode in graphite is a symmetric breathing mode of A_1 symmetry of the hexagonal arrays of carbon atoms [5,6]. It corresponds to a mode at the K zone-boundary and only appears with disorder. An unusual feature of the D peak is that its wavenumber disperses with laser energy [7,8].

Fig 1 shows the band structure of graphite which has a zero gap at the K point of the Brillouin zone, with valence and conduction bands that vary linearly away from K. This means that constant energy surfaces are circles around K in the 2D zone. An incident photon of a given energy will always find a direct transition from the valence to the conduction band. The electron of wavevector k can now be scattered by a phonon to the band at -k. It can then be scattered back to the left, by a defect. The electron then recombines with the hole to emit the outgoing Raman photon. The condition for this process is that the electron wave-vector, k, is related to that of the phonon, q, by [4]
Thus, as the excitation energy increases, the phonon wavenumber moves away from K at twice the rate of the
electron wavenumber, and this increases the phonon wavenumber at a rate of about 55 cm\(^{-1}\)/eV, the observed
dispersion [7,8].

It is slightly more complicated than this because k and q are measured from the K point, not the zone centre
\(\Gamma\). When this factor is included, it is realised that in principle all Raman transitions in graphite could be a double
resonance, not just the D modes [9]. This can be used to map out the phonon dispersion curves of graphite.

This ties up most of the Raman questions in graphite. However, there remains the question of which mode
is the D mode. It should have \(A_1\) symmetry [5,10]. But the above assignments take a mode of E symmetry at K [11].
There are no experimental data from neutron scattering or energy loss to settle this point. It is not clear if the
calculated phonon dispersion curves (Fig 2)[12] can take an \(A_1\) mode at the required wavenumber of 1350 cm\(^{-1}\).

\[ 2k = q \]

Fig. 1. Schematic band structure of graphite showing
double resonance condition [5].

Fig. 2. Phonon dispersion curves for graphite [14].

Carbon nanotubes

Carbon nanotubes are rolled sheets of graphite, either single walled or multi-walled. In single walled
nanotubes (SWNTs), the wrapping vector or chirality determines their structure [13]. The wrapping vector is
expressed as a pair of integers (n,m) times the graphite bond length, a. Raman has been extremely valuable in
determining the properties of nanotubes [13-15]. This is because their one-dimensionality creates large van-Hove
singularities in the electronic density of states (DOS), which in addition to resonance, enhances the Raman cross-
section. A single CNT can in fact be observed [16,17]. The Raman of SWNTs shows three main features, a ‘radial
breathing mode’ (RBM) at around 200 cm\(^{-1}\), the D peak, if it has defects, and the G tangential modes. The RBM is
very valuable because its wavenumber varies inversely with tube diameter [15],

\[ \omega = \frac{A}{d} \]

where A = 222 nm/cm\(^{-1}\).

As the \(\pi\) electron states of a SWNT are derived from graphite’s by zone folding, the energy difference of
the van Hove singularities in the DOS also varies inversely with tube diameter. Raman is at resonance when the
photon energy matches these transitions. The resonance conditions on the G modes can be used to determine the
(n,m) values [17]. This is a much simpler process that the alternative of using scanning tunnelling microscopy.

There are still some questions about mode assignments in SWNTs. The G peak of tangential modes is split
into a pair. The upper mode was attributed modes along the tube axis and the lower mode to circumferential modes.
Warping is expected to lower the stiffness of bonds around the tube [12]. However, Raman active modes in a long
thin shape must have \(A\) not E symmetry, and a different assignment is then given [15].

Diamond-like Carbon

Diamond-like carbon is a metastable form of amorphous carbon (a-C) or hydrogenated amorphous
carbon (a-C:H) containing a significant fraction of sp\(^3\) bonds [18,19]. Raman is also a very popular characterisation
method of DLC. This follows the ability to understand the trends in the behaviour of the G and D peaks with degree of amorphous character, along the so-called amorphisation trajectory of 3 stages, from single crystal graphite to fully sp\(^3\) bonded DLC [11](Fig 3). Recall that the Raman spectrum will only depend on how the sp\(^3\) component of the bonds varies along this trajectory, so it can be described in terms of the correlation length of the sp\(^3\) bonding, \(L_a\).

Stage 1 is the disordering of single crystal graphite into micro-crystalline graphite, but retaining the hexagonal sheets of atoms. \(L_a\) decreases from infinity to about 1 nm. Stage 2 is the topological disordering of hexagonal sheets of graphene to give sp\(^2\) bonded amorphous C. \(L_a\) decreases from 1 nm to 0.2 nm. Stage 3 corresponds to the transformation of sp\(^2\) a-C to sp\(^3\) a-C, during which the configuration of the sp\(^2\) sites changes from aromatic to olefinic. \(L_a\) remains at 0.2 nm. The first thing to notice is that the peak widths (eg of the G peak) vary inversely with \(L_a\) [20], see Fig 4. This factor can be used to check which stage you are in.

Fig 3 shows the variation of G position and D to G intensity ratio \(I(D)/I(G)\) through these stages [10]. The G peak moves up slightly through stage 1, due to phonon confinement, and to the upward phonon dispersion curve of graphite away from \(\Gamma\). \(I(D)/I(G)\) increases to a maximum following the Tuinstra-Koenig relationship, \(I(D)/I(G) = k/L_a\). In stage 2, the G peak moves down, as the bonds on average get weaker with the introduction of disorder. \(I(D)/I(G)\) decreases to zero following the relationship \(I(D)/I(G) = k'(L_a)^2\). In stage 3, the G peak becomes much broader and asymmetric. When fitted by a Breit-Wigner-Fano line shape, not a Gaussian, the peak position moves up towards 1580 cm\(^{-1}\). This is its graphite position, but the mode is not like in graphite, it is localised on a pair of sp\(^2\) carbon atoms. The D peak remains at zero intensity.

Raman only measures the sp\(^2\) configuration. We have so far assumed a unique relationship between the sp\(^2\) configuration and sp\(^3\) fraction. However, this need not always hold. For example, annealing or deposition at high temperatures causes sp\(^2\) sites to cluster, while the sp\(^3\) fraction is like that at lower temperatures. This non-uniqueness has been called hysteresis [10]. It is not possible to resolve this question using Raman at a single wavelength.

There are many interesting features to the excitation of Raman of DLC over a range of photon energies [21]. Fig. 5 shows the multi-wavelength Raman spectra of tetrahedral amorphous carbon (ta-C), a highly sp\(^3\) bonded version of a-C. Firstly, a new mode appears around 1040 cm\(^{-1}\) when the photon excitation exceeds about 4.5 eV or 300 nm. This ‘T’ peak is due to sp\(^3\) bonded sites, which are now directly excited by excitation of the \(\sigma\) states [22,23]. Second, the G and D peaks, both due to sp\(^2\) sites, both show dispersion. The G dispersion is shown in Fig 6. In this case, the rate of dispersion increases with the amount of disorder [21]. There is no dispersion for graphite and microcrystalline graphite, some dispersion in sp\(^2\) bonded a-C, and a very large dispersion in ta-C.

The second point is that the electronic states and vibrational modes of sp\(^3\) aromatic clusters map onto a graphite lattice by folding the Brillouin zone [10]. Thus, similar resonance effects are expected in the amorphous carbons and graphite. The G peak dispersion arises because the photon energy resonates with the band gap of a particular sp\(^2\) bonded cluster. For aromatic clusters, the band gap varies inversely with the size of the cluster [18]. The G mode frequency varies with the cluster size, and increases strongly when the bonding moves from aromatic to...
olefinic. This causes the very large G peak dispersion seen in ta-C, as infra-red photons resonate with the few large aromatic clusters while the UV photons will resonate with C=C bonded pairs with the highest vibrational frequency [21]. The D peak behaves differently. The D peak disperses in perfect graphite, as we noted above. Interestingly, the frequency dispersion of the D peak gets less as the disorder increases.

Fig. 5. Raman spectra of ta-C excited at different wavelengths.

Fig. 6. Dispersion of G peak in various carbons, as function of disorder.

Carbon Nitride Alloys

The original objective of research in carbon nitride was to synthesise crystalline C3N4, which is predicted to have a hardness comparable to diamond. However, this has not happened. There is nevertheless considerable interest in the amorphous phases a-CNx and a-CNx:H because they can show different mechanical properties than simple nitrogen-free DLC. An example is their use as a protective coating of magnetic storage disks.

Fig. 7. Ternary phase diagrams of a-C:N and a-C:N:H [24].

We have recently classified the bonding in carbon nitride alloys into four categories, high sp2 and high sp3 unhydrogenated alloys and high sp2 and high sp3 hydrogenated alloys [24]. Their compositions follow the ternary phase diagrams shown in Fig 7.

There has been considerable effort to use Raman to determine the bonding in carbon nitride systems. The addition of N promotes the appearance of a vibrational mode around 2200 cm\(^{-1}\), which is due to the -C=N group, seen for example in the spectra of a ta-C:N:H sample in Fig. 8. Otherwise, we believe that no unique features in the IR or Raman spectra in the 500-2000 cm\(^{-1}\) range can be attributed to specific C-N bonding. This is because the C-N
vibrational modes are not localised, and therefore they are mixed with the other C-C modes. In this way, the vibrational features of the 500-2000 cm\(^{-1}\) range can be interpreted using the same framework as that used for N-free diamond-like carbon.

The main features are the G and the D peak. The dispersion of the G peak is very useful in showing the type of carbon nitride under study. Let us assume that it is known if the carbon nitride does or does not contain hydrogen, from the IR spectrum in the 3000-3300 cm\(^{-1}\) range. The question is then whether it is sp\(^2\)-rich or sp\(^3\)-rich. The behaviour of nitrogen is opposite in the two cases. If N is added to sp\(^2\)-rich a-C or a-C:H, for example formed by sputtering, then N tends to increase the C sp\(^3\) bonding [25], by encouraging the network to cross-link. The network also becomes less graphitic with more topological disorder, so the sp\(^2\) bonded units which dominate the Raman scattering become smaller. On the other hand, if N is added to sp\(^3\)-rich a-C, for example formed by cathodic arc, the N tends to reduce the amount of sp\(^3\) bonding, and to make the sp\(^2\) sites more graphitic [26].

![ta-\(\text{CN}_x\)](image1)

![a-\(\text{CN}_x\)](image2)

**Fig. 9.** Variation of G peak with N content, excited at 244 nm and 514 nm.

**Fig. 10.** Raman spectrum of typical nanocrystalline diamond excited at different wavelengths.

These trends are clear in the multi-wavelength Raman spectra, which thereby become the simplest method to observe this [24]. Fig 9(a) shows that the variation of G peak wavenumber with N addition for the high sp\(^3\) ta-C:N. The G peak lies at 1620 cm\(^{-1}\) for 244 nm excitation and at 1540 cm\(^{-1}\) for 514 nm excitation, as expected for ta-C. It moves to 1600 and 1560 cm\(^{-1}\) respectively for 30% added nitrogen. This decrease in dispersion with added N indicates that the bonding has become more sp\(^3\) and graphitic, if one compares with Fig 8. In contrast, Fig 9(b) shows that the G peak in low sp\(^3\) a-C:N lies at 1600 and 1582 cm\(^{-1}\) for 244 nm and 514 nm excitation. It moves to 1595 and 1567 cm\(^{-1}\) respectively, when 15% of N is added. This increase in dispersion with added N indicates that the aromatic character of the sp\(^3\) bonding has decreased, probably because of an increase in the sp\(^3\) content.

The final thing about Raman and carbon nitride is that it could be used to prove that a sample was C\(_3\)N\(_4\). Crystalline C\(_3\)N\(_4\) is difficult to make probably because the competing phases are more stable. It differs from the competing phase because it is fully σ bonded, whereas the competing phases are sp\(^3\) and π bonded. In fact, nitrogen is known in chemistry to promote sp\(^3\) bonding of the adjacent carbons. The presence of empty π* states can be determined by Electron energy loss spectroscopy or equivalent methods like XANES [27]. The other problem is that the presence of Si from the substrate can stabilise the β- C\(_3\)N\(_4\) structure, as in β- Si\(_3\)N\(_4\). Now, Raman from π bonds will always show dispersion, whereas Raman vibrations of σ bonds will not. Thus, the proof of the existence of C\(_3\)N\(_4\) is that it should not contain Si and that none of the Raman modes should show dispersion.

**Nano-crystalline diamond**

Poor growth conditions during CVD diamond lead to the production of ‘nano-crystalline’ diamond. However, this material is now of interest in its own right, as it is a form of polycrystalline diamond with a smooth
surface. The formation of nano-crystalline diamond coincided with the appearance of a Raman peak at 1150 cm\(^{-1}\) as in Fig. 13. Raman scattering in small crystals leads to the participation of phonon modes away from the zone centre. Ultimately, there is the loss of k selection, all phonon modes become allowed, and the Raman spectrum will become the vibrational density of states. It was natural to assign this peak to nano-crystalline diamond \cite{28} because the peak intensity seemed to correlate with the fraction of nanocrystalline diamond and because the wavenumber 1150 cm\(^{-1}\) corresponds roughly to the peak in the vibrational density of states (VDOS) of diamond.

This assignment was questioned on two main grounds \cite{29}. First, although it is called nanocrystalline diamond, the grain size is actually 100 nm or more, not 1 nm. Thus, there is little phonon confinement and little loss of k-selection. Second, the 1150 cm\(^{-1}\) mode is found to disperse with laser excitation energy, as seen in Fig 4. A VDOS feature cannot disperse. On the other hand, this is just as expected for a mode from sp\(^2\) bonded sites, for example in a grain boundary.

Interestingly, by subtracting the G and D peaks from the Raman spectrum, the underlying spectrum was recovered, and it was found to fit that of trans-polyacetylene (trans-PA)\cite{29}. The peak’s dispersion also fitted. Thus, the 1150 cm\(^{-1}\) is attributed to intensified scattering from an sp\(^2\)-like grain boundary phase. However, the assignment to trans-PA was not fully accepted for two reasons. First, the correlation between the 1150 cm\(^{-1}\) peak and the nanocrystalline fraction is observed, and it is unclear why this should relate to the intergranular phase. Second, trans-PA contains hydrogen and it decomposes at about 400°C. Nevertheless, the assignment has been verified because (a) the 1150 cm\(^{-1}\) peak is removed by thermal annealing in vacuum at 800-900°C \cite{30}, as expected for a H-related peak (but at much higher temperature than for external trans-PA), and (b) the mode is found to be red-shifted in deuterium substituted samples \cite{31}.

References
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ABSTRACT

This paper gives an overview on diamond-like carbon (DLC) coatings in biomedical research and applications. DLC is a class of materials with shows an excellent biocompatibility as well as very good tribological properties. By the incorporation of additional elements into the DLC all of these properties can be changed within a certain range. The amount of different proteins adsorbed on the surface can be influenced by the concentration of additional elements in the DLC film. These adsorbed proteins will then subsequently influence cell attachment, cell proliferation and cell differentiation. Certain toxic elements such as Cu, Ag, V, embedded in the DLC will, when exposed to a biological media, be released and cause toxic reactions. This allows the preparation of surfaces with a tunable antibacterial effect. Concerning the wear of UHMWPE cups operated against DLC coated hip joint balls, depending on the experimental setup, different results are found in the literature. Especially, the proteins adsorbed on the joint surfaces strongly influence the wear results obtained. DLC coatings have an excellent haemocompatibility, which is expressed in a decreased thrombus formation. DLC coated cardiovascular implants such as artificial heart valves, blood pumps and stents are already commercially available.

Keywords: DLC, biomaterials, biomedical applications, hip joint, haemocompatibility.

INTRODUCTION

The implantation of biomaterials into the human body allows it to re-establish biological and mechanical functions and therefore to increase the quality of life. The load bearing properties of the implants are mainly controlled by the bulk properties of the implant whereas the interaction with the surrounding tissue is governed by the implant surface. The implant surface influences in particular the interaction and adsorption of different proteins which, in turn, control the cell adhesion and behavior. However, the overall reaction of the body on an implant is a system property that includes many different aspects, such as surface chemistry and texture, implant movement, biodegradation and surgical aspects. The highly corrosive environment and the low tolerance of the body to some dissolution products restrict the materials to be used for implants. These are alloys based on titanium, iron (surgical steel), cobalt, chromium, nickel (may cause allergies), zirconium, tantalum, the noble metals and carbon in its different forms, as well as ceramics such as alumina and zirconia. Additionally different polymers such as PTFE (Teflon), PEEK (polyetheretherketone) and polyethylene are also used for implants. For an introduction to biological process at surface see the overview articles by Castner and Ratner [1] and by Kasemo [2]. To create a surface for desired bioreactions, a promising approach is to start from an existing biocompatible coating (to prevent inflammatory reaction or repulsion) and to alloy it with adequate elements. Additionally, it has to be considered that the bioreactions and the in-vivo behavior of an implant are influenced also by the surface texture as described by Boyan [3]. Due to its bio- and haemocompatible nature [4,5], there is a growing interest in the application of DLC on orthopedic and other implants [6]. Additionally, DLC is an excellent base coating to be alloyed with different elements. The amorphous nature of DLC opens the possibility to introduce certain amounts of additional elements, such as Si, F, N, O, W, V, Co, Mo, Ti, and their combinations, into the film and still maintain the amorphous phase of the coating. By this technique, different film properties such as tribological properties, electrical conductivity, surface energy and biological reactions of cells in contact with the surface can be continuously adapted to a desired value. Today two main fields of biological applications of DLC can be seen. The application of DLC in blood contacting implants such as heart valves and stents and the use of DLC to reduce wear in load bearing joints. However, whereas DLC coated heart valves and stents are already commercially available, the situation for DLC coated load bearing implants is contradicting. For an introduction to DLC see the review articles by Robertson [7-9] and Butter and Lettington [10,11].
Several research groups confirmed the biocompatibility of DLC by growing different cell types in-vitro on DLC and studying the cell response. Macrophages, fibroblasts, human myeloblastic ML-1 and other cell types have been grown on DLC under different conditions and cell responses such as proliferation rate, viability, cell adhesion, differentiation, cell morphology and cytoskeletal architecture have been monitored [12-14]. In-vitro experiments as well as the in-vivo reaction of DLC coated CoCr cylinders, implanted for 90 days in the lateral femoral cortex of sheep, showed that the DLC coated surfaces are well tolerated by the body [15]. Mohanty et al. [16] confirmed the biocompatibility on DLC coated Ti samples which stayed in the skeletal muscle of rabbits for up to one year. An overview on the reaction of different cells on DLC can be found in review articles [10,17,18].

Bioreactions can be tuned by tuning the surface chemistry of an implant to create a specific surface yielding a defined biological response. This can be done by alloying or by surface treatments, for example plasma exposure, ion implantation or chemical attachment of specific molecules. DLC as a biocompatible base material can be easily alloyed with other biocompatible materials such as titanium as well as with toxic materials such as silver, copper and vanadium. By varying alloy element concentration, it should be possible to tailor the bioreactions to any desired point between the bio-properties of DLC and those of the added element. In the last years only a few papers present experiments where bioreactions on DLC have been changed by alloying [19-25]. In [19] the addition of SiO₂ to DLC reduced the induction of inflammatory reactions, as described below in the section “blood contacting applications”. Similarly, some companies (Sulzer CarboMedics and St. Jude Medical) use silicon-alloyed pyrolytic carbons (Pyrolite®), a material proved to be resistant to clotting, also indicating an improved biocompatibility by the addition of Si. Dorner-Reisel et al. [20] demonstrated that the addition of Ca-O to DLC decreased the film hardness, the wetting angle and the fraction of sp²/sp³ bonded carbon. Cell tests with mouse fibroblast showed, with respect to the pure DLC, a increased number of cells and an improved cell viability for the Ca-O-DLC films. Which one of the changed film properties had the main contribution for the improved cell behavior was not determined. A correlation of the number of adhering blood platelets, which influences the blood compatibility of a surface, with the ratio of the Raman D/G band signals, which depends on the fraction of sp²/sp³ bonded carbon, is shown in [26].

For applications where no cells or bacteria should attach to a surface, such as catheters, sensors and temporary implants, surfaces that inhibit cell proliferation and differentiation are required. DLC films containing different amounts of the cytotoxic elements silver, copper or vanadium can be made by standard DLC deposition and simultaneously magnetron sputtering. When such films are exposed to biological media, the metallic element is, within days or weeks, slowly released out of the film causing adverse reactions in the cells attached to the surface. By this approach, cytotoxic reaction as well as cell differentiation can be continuously tuned between the bioreactions on the pure metals and the biocompatible behavior of DLC. Above the surface a sufficient concentration of the toxic element has to be obtained to prevent cell growth. The toxic elements will then usually be distributed in the body and the total amount of the toxic element released has to be well tolerated by the body. As an example, the total number of cells, taking the total amount of DNA in BMC (bone marrow cells) cultures after 14 days in-vitro as an index, is displayed in figure 1a [25]. With increasing silver content an increasing tendency of BMC cells to differentiate into osteoclast (bone resorbing cells) cells was determined by the TRAP (tartrate resistant acid phosphatase)/DNA ratio as can be seen in figure 1b. Similar effects were also obtained by copper containing DLC [25] and vanadium containing DLC [22].

Ti-DLC Films have been produced to obtain a biocompatible surface which is enhancing bone ingrowth and in addition is harder than titanium to prevent abrasion and scratching. The Ti-DLC films containing different amounts of titanium (Ti-DLC) films were produced using a PACVD deposition system and simultaneously running a titanium magnetron sputter process [22]. When Ti-DLC is exposed to a biological environment, the adsorption of different proteins was

![Figure 1: a) number of BMC cells monitored by the total amount of DNA and b) relative osteoclast activity after 14 days in-vitro for Ag-DLC films containing different amounts of silver. Data from [25].](image-url)
altered as a function of the Ti content in the DLC film [23,25]. The chemical composition of the Ti-DLC films exposed to air were determined by XPS at the surfaces. A pure Ti film after air exposure consisted of only 23 at.% of Ti on the surface and the balance was oxygen and adventitious carbon. The surface of different Ti-DLC films was covered with human plasma, the proteins were allowed to adsorb for 30 minutes and where then separated according to their size by SDS-polyacrylamide (sodium dodecylsulfate) gel electrophoresis. As an illustration, fig. 2 compares the protein adsorption on various Ti-DLC films on cpTi and glass. Certain protein bands, marked by arrows, were missing, enhanced or diminished depending on the surfaces subjected to protein adsorption tests. Commercially pure titanium and DLC surfaces showed a different protein pattern. By increasing titanium concentration in the carbon matrix, the band pattern of proteins eluted DLC shifted towards that of cpTi eluates.

Since cells interact with the adsorbed proteins, differences in protein adsorption are expected to result in differences in cell attachment, cell proliferation and cell differentiation. Bone marrow cells can, depending on the environment, differentiate into osteoblast (bone producing cells), or into osteoclast (bone resorbing cells). Since osteoclast cells resorb bone material their presence disturbs the ingrowth of implants. The relative number of bone marrow cells which differentiated into osteoblasts was determined for the different surfaces by the ratio of ALP (a marker for the osteoblast activity) to the relative cell number (amount of DNA present) and is shown in figure 3a [21,22]. The cells on the Ti-DLC films showed no significant difference to the glass reference sample and a slightly higher differentiation of osteoblasts was only observed on the titanium film (23 at% Ti). The relative activity of bone resorbing cells, i.e. osteoclasts, on the different surfaces was determined by the ratio of TRAP (a marker for the osteoclast activity) relative to the total number of cells (amount of DNA) and is shown in figure 3b. The differentiation of bone marrow cells into resorbing cells, i.e. osteoclasts, on the other hand was, with reference to the glass sample, inhibited on all Ti-DLC films especially the Ti-DLC (7 at%) film and similarly on the titanium film (23 at% Ti). The differentiation of bone marrow cells into bone resorbing cells, i.e. osteoclasts, is inhibited by the addition of Ti into the DLC, making Ti-DLC a valuable coating for implants requiring a hard surface and an improved fixation by improved osseointegration [21,22].

When introducing a coating into the body, the beneficial properties of the coating have to be weighted against the unknown long-term behavior and danger of delamination. Materials that are well tolerated in bulk form are able to induce toxic reactions if present in particulate form. To investigate the bioreactions induced
by DLC particles, bone marrow cell cultures have been incubated in-vitro with particles from a deliberately delaminated ca. 300 nm thick DLC film. The cells were able to internalize most of the particles within a few days (see figure 4) and the appearance of the cells was after seven days not different from the control cultures with no particles. Furthermore, the addition of particles did not have any effect on the lysosomal activity of the cells nor on the proliferation or differentiation, indicating that no toxic or inflammatory reaction of the body to delaminated DLC particles may be expected [25,27].

BLOOD CONTACTING APPLICATIONS

For implants in direct contact with blood, a key issue is the ability of the implant surface to prevent thrombus formation. The reactions of the body to a blood contacting implant crucially depends on the surface of the implant, especially the chemical situation present at the surface, the surface texture, the local flow conditions as well as other factors. It is generally known, that increased platelet adhesion, activation and aggregation on implant surfaces exposed to blood precede the formation of a thrombus. Therefore in-vitro analysis of these properties is usually performed as a first test of the haemocompatibility of a surface. Additionally, the platelet morphology (circularity and area) can be taken as an indication of the ability of the surface to support thrombus formation. A high ratio of the proteins albumin/fibrinogen, adsorbed on a implant surface prior to cell or platelet attachment, can be correlated with a low number of adhering platelets and therefore with low tendency of thrombus formation. However, some materials may show contradicting results between the in-vitro experiments described above and the in-vivo behavior, as shown in [28] for polyurethane and parylene. Several papers of in-vitro essays on DLC surfaces indicate that this material may have the ability to suppress thrombus formation similar or even better than glassy carbon, a material widely used for heart valves. For illustration, in figure 5 in vitro experiments of blood platelets attached to DLC and Formvar (polyvinyl formal) are displayed. On the DLC surface no platelet activation or aggregation can be observed [29]. Blood platelets on Formvar show a aggregation of the activated blood platelets, a behavior which is usually preceding thrombus formation [30]. An introduction to DLC coatings and plasma surface treatment of mechanical heart valves is given in the review article by Tran et al. [31].Using whole human blood and a parallel plate flow chamber, Krishnan et al. [32] showed that the adherence of platelets depends on the shear rates that the material is exposed to. Compared to a Ti surface, the platelet adhesion is reduced on DLC. In-vitro experiments by Jones et al. [29,33] showed that the DLC surfaces expressed a decreased area coverage of platelets compared to titanium, TiN and TiC. Whereas on the Ti containing surface platelet activation, clotting of platelets and thrombus formation was observed, no such reaction took place on the DLC surface.

A higher ratio of albumin/fibrinogen adsorption was observed on the DLC surfaces, compared to Ti, TiN and TiC which is an indication of the ability of DLC to prevent thrombus formation [29]. A higher albumin/fibrinogen ratio was also observed on DLC
compared to silicone (a polymer widely used for implants) by Dion et al. [34]. Cui and Li state in their review article [17] a good tissue- and blood-compatibility for DLC and amorphous CN films from in-vitro experiments, with DLC also showing a high albumin/fibrinogen ratio. The albumin/fibrinogen ratios from the different research groups are summarized in figure 6. It can be seen that DLC has the best albumin/fibrinogen ratio among all the materials tested.

Gutensohn et al. [35] analyzed the intensity of the platelet activation antigens CD62p and CD63. In their in-vitro experiment they showed that the DLC coating of a 316L stainless steel coronary artery stents resulted in a decrease of the CD62p and CD63 antigens indicating a low platelet activation on DLC and therefore a low tendency for thrombus formation. Additionally, they showed the metal ion release from the stainless steel stents, which may negatively influence the haemocompatibility of a surface, could be suppressed by the DLC coating. Similarly, the ability of DLC to have a low percentage of platelets adhering to the surface was shown by Alanazi et al. [36] in an in-vitro experiment using a flow chamber and whole human blood. However, the results obtained varied with the deposition conditions used for the DLC production. Analogous results can be found in many other papers, confirming that DLC and also ta-C have a good biocompatibility and lower number of adhering platelets compared to pyrolytic carbon, Ti, 316L stainless steel and other implant materials [10,37-39].

Only a few papers present in-vivo results of DLC coated implants. Scheerder et al. [19] report on DLC and DLN or Dylyn™ (diamond like nanocomposite) coated stainless steel stents, which were implanted into pigs for six weeks. The DLN or Dylyn™ coatings were produced by Bekeart, Belgium from siloxane precursors. In [40], Dylyn™ is described as a Si:O containing DLC where the Si atoms are present as SiO or in different oxidation states and also as SiC. Their histopathological observation on the explanted stents showed a decreased thrombus formation for the DLC and the DLN coated stents compared to the uncoated stents. However, the inflammatory reactions, monitored by the number of inflammatory cells on the stent surface, were significantly higher on DLC than on DLN [19]. If the addition of Si:O to DLC generally results in a reduced inflammatory reaction and therefore an increased biocompatibility of DLC should be further investigated. In his Ph.D. thesis [41] Yang studied the haemocompatibility of different surfaces implanted for two hours into the intrathoracic venae cavae of Swedish native sheep. The results showed that there was significantly more thrombus on pyrolytic carbon and methylated titanium than on titanium, cobalt-chromium [42] and DLC [41]. The lowest coverage of thrombus was obtained for a TiN coated sample [41]. The diamond like coating center in UK reports on their home-page on DLC coatings in a blood flow accelerator. They showed, by in-vivo experiments, that on an uncoated device significant thrombus deposits occur, both on the accelerator device and artery wall, whereas an inhibition of thrombus formation and platelet deposition was observed in the DLC coated device. A DLC coated centrifugal ventricular blood pump device (made by SunMedical Technology Research Corporation, Nagano, JAPAN) coated with DLC was implanted in calves and, even without post-operative anticoagulation, only minor evidence of thrombosis was found on the DLC coated surfaces after explantation [43,44].

Due to the good haemocompatibility of DLC a few companies have DLC coated implants already commercially available or in the state of development. The Cardio Carbon Company Limited states that it has the following two DLC coated titanium implants under development or in clinical trials. An “Angelini Lamina-flo” mechanical heart valve (displayed in figure 7) and an “Angelini Valvuloplasty” ring which is used for heart valve repairs. The ring is sutured round the valve orifice to reshape it and to retain the natural functions and structure of the valve. The company Sorin Biomedica produces heart valves and stents which are coated by a ca. 0.5 µm thick Carbofilm™. This coating is produced by PVD from a carbon target and the company states that Carbofilm™ has a turbostratic structure equivalent to that of pyrolytic carbon. However, deposition by PVD from a carbon target usually results in a-C (amorphous carbon) coatings. A clinical study on coated...
stents, implanted in 122 patients, resulted in a low restenosis rate of 11\% after six month [45]. The company PHYTIS sells DLC coated stents (displayed in figure 7) on which they report a reduced rate of restenosis due to the DLC coating and that target revascularisation has been necessary in only 3.27 \% of the lesions treated. Probably, none of the worldwide key players in commercial production of heart valves and stents is selling DLC coated implants up to now. However, in recent years, drug-eluting polymer coating on stents have become the main area of interest and showed a large potential in preventing restenosis in the time after implantation, see for example the overview article by Garas et al. [46]. Therefore, a excellent implant surface may be obtained by coating with DLC to obtain a good long term behavior, in combination with a additional biodegradable drug eluting polymer to prevent restenosis during healing time after implantation. However, this combination is already patented by Herbst and Klein (PCT Patent WO 02/080996 A1).

HIP JOINTS AND LOAD BEARING IMPLANTS

In prosthetic hip replacements, polyethylene wear debris is identified as the main factor limiting the lifetime of the implants. Especially debris from the joint can induce tissue reactions and bone resorption that may lead to the implant loosening. An overview of different materials and surface-treatments used in bearing surfaces in human joint replacements was published in 1999 by Dearnley [47]. It is known that DLC shows a low wear and also low friction coefficients between 0.05 and 0.2 in atmosphere against most materials except some polymers. DLC, in some cases also modified by alloying with different elements, has, due to its outstanding properties, been studied extensively as a tribological coating as described in the review articles by Grill, Donnet and Gangopadhyay [48-51] and is also established in several industrial applications [52-55]. Under tribological conditions, usually the softer of the two materials will be worn. In the case of DLC the situation may be different since the wear of DLC, which has a graphitic nature, can be deposited onto the partner surface forming the so-called transfer layer. Then DLC slides against its own transfer layer and, although it is the harder surface, only DLC is worn at a very low wear rate, whereas the softer partner surface will not be worn. However, it is questionable if this situation is also present in an in-vivo joint where body fluids are capable of removing the wear products out of the tribological contact area. Due to it’s excellent biocompatibility and it’s low wear and friction, DLC was a promising candidate, tested as a coating in orthopedic applications by several research groups.

There are many papers reporting on experiments using a hip simulator to determine friction and wear of DLC coated hip joint balls sliding against UHMWPE (ultra high molecular weight polyethylene) or of metal/metal joints with both sides coated with DLC. Tiainen [56] as well as Lappalainen et al. [57] reports that hydrogen free DLC, also named tetrahedral amorphous carbon (ta-C), coated metal hip joint balls tested in 1wt\% NaCl water by pin-on-disk and in a hip joint simulator reduce the wear of the UHMWPE cup by a factor of 10-100. In the case of a metal /metal joint with both sides coated, the wear could be reduced by a factor of 10^5. Additionally, an increase in the corrosion resistance of the metallic material was obtained by the coating [56]. Tested in a knee wear simulator using distilled water as a lubricant, Oñate et al. [58] obtained a decrease of a factor of five in wear of the UHMWPE by coating the cobalt chromium counter face with DLC. Dong et al. [59] tested different coatings in a pin-on-disk tester, also using distilled water as a lubricant, and obtained a large decrease in UHMWPE wear with all the
coatings. However, the thermally oxidized Ti6Al4V coating still performed about eight times better than the DLC coating. Analogously, Dowling et al. [6] coated a stainless steel femoral head with DLC and determined the wear of the UHMWPE cups in a hip joint simulator using distilled water. They obtained a decrease of wear by a factor of six due to the DLC coating. The same low wear of the UHMWPE was also obtained when using a zirconia femoral head under the same test conditions.

Sheeja et al. [60] prepared multilayer ta-C (tetrahedral amorphous carbon) films by the filtered cathodic arc method from pure C targets. The wear tests of the CoCrMo/UHMWPE and DLC/UHMWPE sliding pairs have been made in water and simulated body fluid on a pin-on-disk apparatus and, in contradiction to the results presented above, no significant difference in wear could be measured between the coated and the uncoated samples [61].

Saikko et al. [62] compared the wear of UHMWPE cups operated against CoCr, alumina and DLC coated CoCr hip joint balls in a biaxial hip wear simulator in the presence of diluted calf serum. For all three combinations tested, they obtained wear rates of the UHMWPE cups between 48 and 57 mg per one million cycles. This is no significant difference in the wear due to the DLC coating and all wear values obtained are in the range known from clinical observations with CoCr and alumina hip joint balls. Similar results have been obtained also by Affatato et al. [63]. Femoral heads made from 316L stainless steel, alumina, CoCrMo and DLC coated TiAlV have been tested in a hip joint simulator using bovine calf serum as a lubricant. They obtained wear rates of the UHMWPE cups between 25 and 37 mg per million cycles for all four material combinations tested.

From the results shown above it can be seen that apparently contradicting results on the wear of DLC coated joints are obtained. There are several issues presented below which may explain these differences found in the literature. The liquid lubricant used in a tribological test has a crucial influence on the friction and wear values obtained as well as on the type of wear particles produced [64-66]. It was suggested that when bovine serum or synovial fluid was used as a lubricant, the different proteins, especially phospholipids, adsorbed on the surfaces, strongly influences the tribological behavior in the joints [64,66]. Also, the surface texture has a decisive influence on the wear behavior of a joint. It was shown that even single scratches, which may not be detected by an average surface roughness measurement, are capable of increasing the wear rate of UHMWPE by a factor of 30-70 [67]. As a summary, it can be stated that wear tests on load bearing implants should be made in an adequate implant joint simulator. As a lubricant, a supply of synovial fluid (or any other fluid containing an adequate distribution of proteins) has to be maintained to compensate for the proteins decomposed due to high pressures between contact spots of the bearing [68]. Additionally, the surface texture of the areas involved in the tribological process must be characterized carefully.

From the literature presented above, it can be said that the superior properties, which DLC shows in air or vacuum, can probably not be transferred to hip joints and other load bearing implants. The build up of a transfer layer does not seem to take place, and the UHMWPE counterpart still shows wear. Perhaps DLC coated load bearing implants sliding against ceramics or against DLC coated counterparts may show good “ceramic like” tribological properties, but it is questionable if a real improvement in wear against the existing ceramic/ceramic or metal/ceramic bearings can be obtained.

Dearnley [47] states in his review article, published in 1999, that he is unaware of any commercially available DLC coated bearing surfaces for joint replacements. To my knowledge, to date, only the French company “M.I.L. SA (Matériels Implants du Limousin SA)” commercially offers DLC coated titanium shoulder-joint balls and ankle-joints with both parts (the tibial and the talar component) made from a nitrided AISI Z5 CNMD 21 steel and coated with DLC.

CONCLUSIONS

Two main fields of biological applications of DLC can be found in the literature. The application of DLC in blood contacting implants such as heart valves and stents and the use of DLC to reduce wear in load bearing joints. Additionally, it is possible to tune the biological properties of DLC by alloying with different elements. DLC coatings can also be used to reduce the release of metal ions (especially nickel, which is the most common contact allergen) from metallic implants.

For blood contacting applications of DLC, the different in-vitro and in-vivo experiments showed a high albumin/fibrinogen ratio, a low number of platelets adhering to the surface, a decreased platelet activation and a decreased tendency of thrombus formation for DLC surfaces confirming the excellent haemocompatibility of DLC. Additionally, the reported decrease in inflammatory reactions by the addition of Si:O into the DLC matrix [19,40] has to be further examined. Since it is possible to add different elements into the DLC matrix and to continuously
adjust the different biological properties, it should be possible to improve the excellent blood compatibility of DLC even further.

For DLC coated load bearing implants, the different in-vitro experiments showed contradicting results, due to the different experimental setups (pin-on disk, hip or knee simulator, different surface roughness) and the different liquids used as lubricants. The low wear properties known from the tribological behavior of DLC in air could not be adapted to load bearing joints operated in a biological fluid. No in-vivo experiments on DLC coated load bearing implants could be found in the literature.
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EXTENDED ABSTRACT

The technical function of numerous engineering systems—such as vehicles, machines, and instruments—depends on the processes of motion and on the surface systems (ref. 1). Many processes in nature and technology depend on the motion and dynamic behavior of solids, liquids, and gases. Smart surface systems are essential because of the recent technological push toward higher speeds, loads, and operating temperatures; longer life; lighter weight and smaller size (including nanotechnology); and harsh environments in mechanical, mechatronic, and biomechanical systems (ref. 2). If proper attention is not given to surface systems, then vehicles, machines, instruments, and other technical systems could have short lives, consume excessive energy, experience breakdowns, result in liabilities, and fail to accomplish their missions. Surface systems strongly affect our national economy and our lifestyles. At the NASA Glenn Research Center, we believe that proper attention to surface systems, especially in education, research, and application, could lead to economic savings of between 1.3 and 1.6 percent of the gross domestic product (ref. 1).

Wear coatings and surface systems continue to experience rapid growth as new coating and surface engineering technologies are discovered, more cost-effective coating and surface engineering solutions are developed, and marketers aggressively pursue, uncover, and exploit new applications for engineered surface systems in cutting tools and wear components (ref. 3). Wear coatings and smart surface systems have been used widely in industrial, consumer, automotive, aerospace, and biomedical applications (refs. 3 and 4). This presentation expresses the author’s views of and insights into smart surface systems in wear coatings (refs. 2 and 5 to 10).

A revolution is taking place in carbon science and technology (ref. 11). Diamond, an allotrope of carbon, joins graphite, fullerenes, and nanotubes as its major pure carbon structures. It has a unique combination of extreme properties: hardness and abrasion resistance; adhesion and friction; thermal conductivity; chemical and thermal inertness; corrosion and wear resistance; radiation resistance and biocompatibility; electronic, acoustic, and electrochemical characteristics; and environmental compatibility. These properties make diamond attractive for a wide range of diverse applications. In particular, chemical-vapor-deposited (CVD) diamond coatings offer a broad potential, since size and cost are not as limiting. The production of large, superhard diamond films or sheets at low cost make designer materials possible (ref. 2).

This presentation is divided into two sections: properties and applications of hard coatings. The first section is concerned with the fundamental properties of the surfaces of CVD diamonds and related materials. The surface properties of hard coatings with favorable coefficients of friction (≤0.1) and dimensional wear coefficients (≤10⁻⁶ mm³/N·m) in specific environments are discussed. The second section is devoted to applications. Examples of actual, successful applications and of potential challenging applications of the coatings—such as CVD diamond, diamondlike carbon, and cubic boron nitride—are described. Cutting tools coated with CVD diamond are of immediate commercial interest. Other applications, such as microelectromechanical systems (MEMS), valves, and bearings of CVD diamond, are being developed, but at a slow pace. There is a continually growing interest in commercializing
diamondlike carbon for wear parts applications, such as biomedical parts and implants, forming dies, transport guides, magnetic tapes and disks, valves, and gears. Cubic boron nitride films are receiving attention because they can be used on tools to machine ferrous materials or on wear parts in sliding contact with ferrous materials.
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Abstract

Tribological performance of a recently developed hard carbon material (Diamonite™) was evaluated. The samples of new carbon ceramic were sintered from fullerene C_{60} under high pressure. Pin-on-disc experiments were performed without lubrication between 440C stainless steel balls and the superhard carbon disc samples at 200-400 rpm, with loads of 0.25 N, 0.5 N and 1.00 N. The testing environments include humid air (40 % RH) and dry nitrogen atmospheres. Microstructural analysis of the as-sintered carbon ceramic, wear scar analysis on the carbon discs, and material transfer to the steel balls were examined using a scanning electron microscope. The coefficients of friction obtained were 0.15-0.17 in lab air. In dry testing condition, the material showed surprisingly low coefficients of friction (0.05-0.12). Raman analysis was used to determine the chemical bonding of the as-polished materials and the changes in sp³ to sp² ratio of carbon bonding before and after wear tests. Comparisons of the tribological performance of new carbon ceramic with diamond ceramic will be presented. The results demonstrated the feasibility of using this fullerene-derived carbon material with a low coefficient of friction for self-lubricating antifriction applications.

Keywords: friction, self lubricating, diamond, fullerenes, Diamonite™, carbon ceramic.
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ABSTRACT

DLC (Diamond-Like Carbon), a kind of the hard carbon film, has such features as the lowest friction coefficient among various ceramic coating materials, high hardness, and less damage in the counterparts. Because of these features, many developments regarding application for various kinds of sliding parts are in progress. However, people now call other films DLC, too, even though they are different from those defined in '80s. Moreover, new manufacturing methods such as sputtering and cathodic arc ion-plating are now used in addition to the conventional ones such as the radio frequency (rf) plasma assisted chemical vapor deposition (PACVD) and the ion beam deposition. It is required to use these DLCs properly for each usage. Another topic in these days is a flexible DLC film that uses rubber as the substrate material instead of the generally used substrate materials such as metals and ceramics. This new DLC film is applied to the rubber seal ring (O-ring) for zoom lens system of 35 mm compact cameras.

This paper reviews the technological trend of various applications of the recent DLC films including flexible DLC films coated on rubber components.

Keywords: DLC, application, rubber, flexible-DLC, O-ring

INTRODUCTION

Among various thin film coating materials, DLC (Diamond-Like Carbon) has such features as the lowest friction coefficient, high hardness, superior wear resistance, and less damage in the counterparts. Because of these features, many types of DLCs have been developed and easily available in the global market.

Historically, in the early 70’s, amorphous pure carbon film deposited using ion beam deposition was the first DLC, which was called “i-C” (ref. 1). After that, hydrogen-containing (hydrogenated) amorphous carbon film deposited using ionized beam of hydrocarbon gas was developed in the late 70’s (ref. 2). Radio frequency plasma assisted chemical vapor deposition (RF-PCVD) was also developed for hydrogenated amorphous carbon film. Non-hydrogenated amorphous carbon film is also deposited using cathodic arc physical vapor deposition (CA-PVD), cathode sputtering or laser ablation. In the middle 80’s, metal containing amorphous carbon film was developed using simultaneous sputtering of metal and carbon targets (ref. 3). In the 90’s, plasma immersion ion implantation and deposition (PIII&D) method was developed for hydrogenated amorphous carbon film.

Thus, many types of amorphous carbon, which are classified as DLC, have been developed and have been put in practical use. However, each DLC shows different characteristics such as friction coefficient, electric conductivity, and the degree of transparency, and so on, according to the hydrogen and/or metal content and sp3/sp2 ratio. Hence, today’s DLC market is, so to speak, in a state of confusion. Generally, film properties are strongly depended on the film contents. Also, film contents are strongly depended on the source material and the principle of deposition process. So, we must use each DLC properly taking the essential information written above into consideration.

TYPICAL PROPERTIES OF DLC AND IT'S TENDENCIES

As generally said, among the various thin film materials, DLC has superior friction properties such as low friction coefficient, superior wear resistance, less damage in the counterparts, and good non-sticking properties against the counterparts. In dry (no lubricant) sliding condition, these characteristics can not be obtained in the case when more popular ceramic coating films such as titanium nitride (TiN) and chromium nitride (CrN) are applied.
Many researchers have tried to clarify why DLC shows such low friction coefficient and good tribological properties. In the early stage of such researches, it was reported that graphitization of DLC could have been the reason (ref. 4). Graphite itself is a solid lubricant material. During friction, DLC is thought to be transformed or decomposed to generate thin graphite layer at the sliding surface of DLC. Recently, it was found that the highly hydrogenated DLC showed extremely low friction coefficient in ultra-high vacuum or in dry nitrogen (ref. 5, 6, 7). These results indicate that hydrogen, which is contained in DLC, plays an important roll during friction (ref. 8, 9).

Fukui and his co-workers investigated the surface of DLC (a-C:H) after friction test in ambient air using the time-of-flight secondary ion mass spectroscopy, and they found the evidence of hydrocarbon material which was generated during friction (ref. 10). This “friction polymer” or “transferred layer” is thought to act as the lubricant material during friction. Hydrogen in the DLC film also affects the film hardness and so on.

The content of diamond-like (sp3) C-C bonding state is also the essential parameter of DLC (ref. 11). The higher the sp3/sp2 ratio in the DLC, the higher the hardness and transparency of DLC. Using CA-PVD, relatively high sp3/sp2 ratio can be obtained, and such DLC is called tetrahedral amorphous carbon (ta-C). On the other hand, graphite-like carbon film with relatively low sp3/sp2 ratio, which is called amorphous carbon (a-C), is obtained using conventional cathode sputtering.

Recently, unbalanced magnetron sputtering (UBMS) has been widely used to deposit DLC (ref. 12). Generally, graphite cathode and inert gas, such as argon, are used to deposit the a-C film. But, in many cases, some kind of hydrocarbon gas, such as acetylene, is simultaneously used to deposit the a-C:H film. Furthermore, metal carbide cathode, inert gas and hydrocarbon gas are used to deposit the metal containing a-C:H film. Therefore, UBMS is a useful technique to obtain the various kinds of DLCs including multi-layered or composite structured DLCs.

Some kinds of metallic or non-metallic additives produce unique properties. Silicon containing a-C:H shows very low friction coefficient under dry (no-oil) condition (ref. 13). Tungsten containing DLC, such as WC/C, shows lower internal stress, hence thick coating more than 3 μm can be obtained. But, also the film hardness is generally low, it is possible that the wear resistance property tends to fall down.

Hence, deposition methods and source materials are determined by the film properties. We must use proper DLC for each usage taking the required characteristics and the properties of DLC into consideration. Other requirements than the tribological properties, such as reliability and low cost, are simultaneously needed recently.

From the viewpoint of the general friction parts such as automobile engine parts, oil-based lubricant is usually used. In such conditions, low friction coefficient of DLC, it is the biggest advantage of DLC, disappears. Figure 1 shows interesting results of friction coefficients for many kinds of bulk or thin film materials with and without engine oil lubrication (ref. 14). DLC shows low friction coefficient without lubricant. But, under oil lubrication, all other materials show almost same friction coefficient as that of DLC. This is thought to be the reason why the DLCs’ market has not expanded explosively in spite of its excellent properties. If the friction coefficient of DLC decreases remarkably even under the oil lubrications, huge market will be expected.
TYPICAL APPLICATIONS

Figure 2 shows various characteristics and applications of DLC. These features enable DLC film to apply to friction parts, cutting tools, molds, jigs, and various kinds of protection films for many uses.

Acoustic diaphragms for loudspeakers, which utilize the high elastic modulus of DLC, were our first commercial mass-production in late 80’s. In 90’s, DLC coated valve seats for single lever faucet were developed (ref. 15). Many other machine parts were also produced for automobile engine, semiconductor processing apparatus, and so on.

In the early stage of DLC production, adhesion strength of DLC film was not so high. On the other hand, from the viewpoint of substrate material, polymer or rubber material, which is not enough to endure the DLC coating process temperature, could not be coated with DLC. Therefore, we developed two new DLCs for each requirement.

**HIGH ADHESIVE DLC FOR HEAVY DUTY USE**

In order to enhance the reliability of DLC, new PVD process was developed. We call this DLC as “HA-DLC (high adhesive DLC)”. Figure 3 shows the comparison of Rockwell C scale indents for conventional DLC and HA-DLC. There is no delamination around the edge of indent for HA-DLC (figure 3, (b)), while large delamination is observed for conventional DLC (figure 3, (a)). Using other evaluation test, too, we concluded that the adhesion strength of HA-DLC is a few times higher than that of conventional DLC. HA-DLC does not contain hydrogen. The hardness of HA-DLC is higher than that of conventional DLC, and is up to 45 GPa. Superior wear resistance can be obtained due to its high hardness and high adhesion strength. Heat resistance is also better than the hydrogenated DLC (a-C:H). HA-DLC can be used up to 773 K in ambient air and 873 K in nitrogen environment. HA-DLC shows interference color, because of its good transparency.

HA-DLC is most suitable for heavy-duty use, such as cutting tools for aluminum machining, molds, machine parts, and so on. Especially, HA-DLC coated cemented carbide and high-speed steel cutting tools show superior performance for aluminum dry machining.
Figure 3. Optical microphotographs of Rockwell C scale indents for (a) conventional DLC and (b) HA-DLC.
Substrate material is carburized steel (AISI 4115, HRC58). Film thickness is 0.8 μm for both cases. Film hardness is Hv 15 GPa for conventional DLC and Hv 32 GPa for HA-DLC.

FLEXIBLE DLC FOR RUBBER PARTS

Generally, in order to improve the surface lubricity and to mix up with carbon black, oil is so far added to polymer materials such as rubber. When oil runs dry, however, drawbacks such as gradual increase in the friction coefficient arise. For instance, windshield wipers of the automobile become noisy in a half year or so. Components and products made of rubber also tend to cling to the other materials used together therein. We wondered if we could eliminate such oily additives that could cause such bad effects. We have proceeded to coat onto the polymer materials such as rubber and resin while making the best use of the features of DLC.

We thought that three issues have to be resolved. (1) Low heat resistance of the polymer materials such as rubber and resin, (2) pollution of the polymer material surface by oil, resin, and oxidation prevention agents, etc., and (3) easy deformation of the polymer materials. To resolve these possible problems: (1) We have developed a processing method using the amplitude-modulated RF plasma CVD method which enables coating at lower temperature (below 333 K) and does not allow the processing temperature to rise any higher. (2) To prevent the pollution, we need to clean the polymer surface without solvent. However, lengthy washing using organic solvent causes dissolving out of the oily additives that are contained in rubber. Cleaning in a short time cannot sufficiently remove the pollution. We have therefore decided to clean the polymer surface by hydrogen plasma. (3) To prevent the detachment of thin hard film in the transformation of soft substrate, the film should be flexible enough to follow the polymer material transformation. We have modified the DLC film structure to permit both expansion and contraction. Hardness of this film is lower than that of usual DLC films (Hv 15 GPa or higher). Because of the above mentioned characteristics of this film, we have named it "Flexible DLC (A trade mark in Japan)."

The details of this “Flexible DLC (F-DLC)” have been reported in other papers (ref. 16, 17). Consequently, we established the mass-production apparatus for this F-DLC. Major features of F-DLC are as follows: (1) Low friction coefficient (0.25), (2) better wear resistance, (3) no detachment of thin DLC film even after the soft substrate is deformed, (4) no deterioration of rubber and polymer substrate due to the extreme low process temperature of 333 K or less, (5) good water repellent effect, and (6) good gas barrier effect. Using these unique features, extensive marketing activities have been carried out.

One of the typical applications of F-DLC is that to the rubber seal ring (so called “O-ring”). F-DLC coated O-ring was successfully applied to the sealing parts of zoom lens system of 35mm compact film cameras (ref. 18).

F-DLC coated O-ring for compact zoom camera

This type of compact cameras has special feature of waterproof against a splash (all weather design), and is equipped with 4.5x zoom lens system. Therefore, this zoom lens system requires the sealing system to protect from both water and light. Figure 4 shows the schematics of the zoom lens system. Each O-ring (lip seal) is fixed at the inside edge of zoom sleeve, and touches with the outside of inner sleeve. If the friction coefficient of rubber lip against the zoom sleeve (painted) is high, large power consumption arises during zooming action to shorten the battery life.
Before applying the F-DLC to the O-rings, polytetrafluoroethylene (PTFE) coating was used to provide the slippery characteristics. However, since PTFE coating was carried out using spray, it was difficult to control the film thickness and to obtain the non-coated area precisely. Furthermore, the elastic property of PTFE film is not enough, PTFE film is occasionally broken during assembling the camera. These phenomena lead to the inferior of assembled camera.

In order to reduce such troubles, F-DLC coating was applied to the O-ring. It was confirmed by the preparatory test that there was no negative effect, and the expected performances were realized. This camera equipped with F-DLC coated O-ring was put into commercial production in March 2001. After the production of 400,000 cameras in a year, it became clear that there was no inferior which was caused by the trouble of the F-DLC coated O-ring.

**SUMMARY**

Today’s situation of DLC was summarized as above. There are various types of DLCs available in the global market. But it is required for us to use each DLC for each application considering the film properties, which are strongly depended on the film contents and the deposition process.

Our HA-DLC, whose adhesion strength is remarkably improved compared to the conventional DLCs, is developed for heavy-duty use. HA-DLC coated cutting tools show superior performance for the aluminum dry machining.

Our F-DLC is specially designed for rubber and resin components using very low temperature deposition process. The F-DLC coated O-ring was successfully applied to the sealing parts of zoom lens system of the 35mm compact film camera in the commercial production. As a result, F-DLC contributed to reducing the occurrence of inferior product.
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ABSTRACT

In Japan, a national project called the "Frontier Carbon Technology (FCT)" project has been in existence from 1998 with a five-year plan for development. This project included Research and Development of processing technologies with materials that had highly desirable mechanical properties such as low friction, high wear resistance, and high adhesion. Diamond-Like Carbon (DLC) films with excellent friction and wear properties were prepared using thermal electron excited plasma Chemical Vapor Deposition (CVD) system. This system was characterized by a pulse-bias technique. The DLC film deposited under the appropriate conditions exhibited low friction coefficients (0.03 to 0.07), and a small specific wear rate of 3*10^{-9}-mm^3/Nm; these values were superior to the desired targets of the FCT project. Adhesion of DLC film to the substrate was improved using a process consisting of Electron Cyclotron Resonance (ECR) plasma-enhanced CVD combined with high-energy ion implantation. The DLC film deposited by this system exhibited stability (i.e., without peeling) under severe sliding conditions that included a 100-N load (maximum contact pressure of 2.6-GPa). DLC films were synthesized on complex-shape substrates by a plasma-based ion implantation (PBII) system developed for the FCT project. The thickness uniformity of the DLC film deposited on a substrate which simulated a complex-shape was within a distribution of ±10 %. A journal bearing unit was coated by a CVD diamond-film. The bearing unit, which was accurately finished by high speed grinding, demonstrated very low friction.

Keywords: DLC film, Diamond film, Tribology, Friction, Wear, Adhesion, Bearing

INTRODUCTION

In Japan, a national project on highly functional carbon and related material technology, "Frontier Carbon Technology (FCT)" has been conducted since 1998, following a five-year plan. The FCT project consisted of two
types of R&D, i.e., new materials synthesis technologies and material processing technologies. R&D on material processing technologies included two processing technologies for electrically and mechanically functional materials (Fig. 1). Synthesis technologies for materials with excellent tribological properties or corrosion resistance at high temperatures were developed as part of the R&D effort on mechanically functional materials processing. Film deposition technologies were also developed on complex-shape substrates and large-area substrates. This paper details the results of this R&D effort on mechanically functional materials processing, focusing on those results with excellent tribological properties.

**DLC FILMS WITH BOTH LOW FRICTION AND HIGH WEAR RESISTANCE AND EXCELLENT ADHESION**

DLC films with low friction and high wear resistance

DLC films were prepared using a thermal electron excited plasma CVD system, characterized by a pulse bias technique (Fig. 2). The material gas used was benzene and the substrate was a silicon wafer and an alloy steel. The films were deposited using the following pulse bias conditions; a frequency of 1-kHz, a bias voltage from -0.5 to -3-kV, and a duty ratio from 1 to 100 %. The duty ratio is the ratio of the time when the voltage was turned-on to the total time of one cycle. The film thickness varied from 0.6 to 1.7-µm.

Friction and wear properties of the films were examined using a ball-on-disk friction tester consisting of a SiC ball in dry air. Fig. 3 shows the friction and wear of DLC films on silicon wafers, evaluated under 2-N load. The

![Fig. 2 Thermal electron excited plasma CVD](image)

![Fig. 3 Friction and wear of DLC films deposited by a pulse-bias technique](image)
friction coefficient exhibited very low values of between 0.03 and 0.07, independent of the duty ratio. The specific wear rate, however, depended substantially on the duty ratio and exhibited a minimum value of $3 \times 10^{-9} \text{mm}^3/\text{Nm}$ at a duty ratio of 10%; the wear depth was extremely shallow as shown in Fig. 3. These values of friction and wear were superior to the targets of the FCT project; a friction coefficient of < 0.1 and a specific wear rate of $10^{-8} \text{mm}^3/\text{Nm}$. Analysis of DLC films showed that the hydrogen content increased and the internal stress decreased with a decreasing duty ratio. A decrease in internal stress generally brings an increase in adhesion between the film and substrate. When the DLC film was deposited, using the pulse bias technique, however, the decrease in internal stress seemed to affect wear as well as adhesion. The excessive hydrogen content must produce a polymer-like carbon film with a lower wear resistance, although the internal stress decreases.

Another approach was conducted to develop a DLC film with superior friction and wear properties. DLC multilayer films, consisting of alternating sub-layers of soft and hard DLC films, were deposited using the same plasma CVD system. A soft DLC sub-layer, which had a relatively low hardness, good adhesion and low internal stress, was deposited on a substrate with a relatively high dc bias voltage, along with argon incorporation in the first layer. A second hard DLC film with relatively high hardness and high internal stress was deposited with a low bias voltage and without argon incorporation. The soft and hard sub-layers were alternately laminated by sequential deposition. The outmost sub-layer was formed with the hard DLC sub-layer.

The tribological properties of DLC multilayer films were investigated using a ball-on-disk friction tester, using a SiC ball. Fig. 4 shows the friction-and-wear behavior of the DLC multiplayer with both a four-layer and single layer films under a 2-N load in different environments (dry air, O$_2$, and vacuum). The friction coefficient was controlled by the environment. The multilayer structure had little influence on the friction coefficient of the DLC films. Compared to the DLC single layer film, there was only small increase in the friction coefficient with the DLC multilayer film. However, the wear of the DLC single layer film was obviously influenced by the environment. The specific wear rate of the DLC single layer film was very high, in the range of $10^{-7} \text{mm}^3/\text{Nm}$ when sliding in O$_2$ and air. The specific wear rate of the multilayer films under different environments, on the other hand, was almost the same, and exhibited a low and stable value of $1 \times 10^{-8} \text{mm}^3/\text{Nm}$ for all three environments. The DLC multiplayer film with a further improvement in the deposition process showed excellent tribological properties and good adhesion even under a high load of 20-N.
DLC films with excellent adhesion

DLC film adhesion to a substrate was improved using an apparatus consisting of ECR plasma-enhanced CVD, combined with high-energy ion implantation (Fig. 5). The advantage of this apparatus is that it can CVD-coat and ion-implant simultaneously. The substrates chosen were practical materials such as alloyed steel and a nickel-based alloy. An interlayer of C-Si was first deposited on a substrate using implanted carbon ions and then a gradated DLC film.

Fig. 6 shows the friction behavior of DLC films on an alloy steel substrate that was measured with a ball-on-disk friction tester consisting of a SiC ball under a heavy load of 100-N. This is equivalent to a maximum contact pressure of 2.6-GPa. The DLC film with both an interlayer deposition and ion implantation, maintained a low friction coefficient of < 0.05 until more than 41,000 revolutions were achieved. The DLC film with interlayer only ruptured at a lower revolution count. These results suggest that both interlayer and ion implantation together is very effective method to improve film adhesion.

DLC FILMS DEPOSITED ON COMPLEX-SHAPE SUBSTRATES

DLC films were synthesized on complex-shaped substrates using a plasma-based ion implantation (PBII) method developed for the FCT project (Fig. 7). ECR plasma with a mirror field was used to generate a high-density plasma. A negative DC and high-voltage pulse-bias were simultaneously supplied to the substrate. DLC films were deposited to substrates placed on the surface of a concave or a convex holder, which simulated a complex-shape, machine part.
The normalized thickness of DLC films deposited on convex and concave holder substrates is shown in Fig. 8. The film thickness formed on a convex face (microwave incident angle > 0) was almost constant, and independent of the deposition conditions. The DLC films with both DC and a 5-μs pulse-bias, had a good thickness uniformity even on the substrates held the concave holder (microwave angle < 0). The thickness uniformity of DLC films deposited on the substrate for both holders was within a distribution of ±10 %. This result suggests that all substrates were immersed in a uniform plasma density. The DLC films with both DC and a 5-μs pulse-bias showed a low and constant friction coefficient of 0.02 under a high load of 20-N, and irrespective of the microwave incident angle.

A precise, diamond-coated bearing unit was developed. Diamond films were deposited on the outer surface of the shaft and the inner surface of a journal bearing composed of Si₃N₄, using a hot filament-CVD method. The size of shaft was 8-mm in diameter and 30-mm in length, the size of bearing was 8-mm in bore and 9-mm in length. Film thickness on both shaft and bearing was 25 to 30-μm and 7 to 10-μm, respectively. The surface roughness and cylindrical accuracy after deposition were over acceptable limits. The application of a high speed grinding technique to the diamond coated bearing unit gave a smooth surface and an accurate cylindrical shape. After grinding, the roundness, cylindrical accuracy, and maximum surface roughness of the shaft were 1.2, 1.5, and 0.5-μm, respectively.
With the journal bearing, a high speed grinding gave a roundness and maximum surface roughness of 1.9 and 0.1-μm, respectively. This finishing was acceptable for the quality expected of a journal bearing unit. The friction test of this bearing unit gave a friction coefficient < 0.01, although it was fairly high at the early stage of test.
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ABSTRACT

Frictional behavior of nano-undulated diamond-like carbon (DLC) films deposited by plasma assisted chemical vapor deposition (PACVD) process was investigated. In order to prepare the nano-undulated DLC film, a Si wafer with nano-sized Ni dots was prepared by rapid thermal annealing of Ni thin films. Since the structure of DLC film deposited by PACVD was independent of the substrate materials and that the size of Ni nano dots could be controlled in a systematic way by changing the thickness of the Ni film, we could investigated the effect of nano-scale surface roughness on the tribological behavior of DLC films. The friction coefficient between steel ball and undulated DLC films of the roughness varying from 0.6 to 13.7 nm was measured by using a ball-on-disk type wear rig in ambient environment. The friction coefficients were in the range from 0.15 to 0.2, independent of the surface roughness. Wear of the steel ball was much enhanced with higher content of Fe in the debris as the roughness increased. However, the size of the debris decreased with increasing roughness. Raman spectrum analysis revealed that the chemical bond structure of the debris is significantly dependent on the surface roughness. The friction behavior was discussed in terms of the chemical compositions and the agglomeration behavior of debris.

Keywords: Nano-undulated surface, Friction behavior, Diamond-like carbon film

INTRODUCTION

Surface roughness of materials has been considered to affect significantly on their tribological behaviors (ref. 1). In macro-scale tribology, it was reported that the surface roughness could reduce the friction coefficient by suppressing the wear particle generation, removing the wear particle from sliding interface or/and preventing the wear particle agglomeration (refs. 2 and 3). This artificial rough surface has the potential for artificial joint because of the low friction coefficient and the suppression of the wear particle generation (refs. 4 and 5). However, systematic investigation on the dependence of the tribological behaviors on the surface roughness in nano-scale was yet to be reported.

Recently, we suggested a method to manipulate the microstructure of tetrahedral amorphous carbon (ta-C) films deposited by filtered vacuum arc process (ref. 6). By incorporating the nano-sized Ni dots on the substrate surface, we could obtain nano-sized graphitic phases grown from the Ni dots to the surface. In addition to the possibility of nano-scale manipulation of the ta-C films, this method can also be used to control the surface roughness in nano-scale by adjusting the size of Ni dots. In contrast to the filtered vacuum arc process, PACVD deposition resulted in the homogeneous microstructures of carbon regardless of the substrate materials. By employing PACVD method for carbon deposition, nano-scale undulated surface of the DLC film could be obtained. In the present work, the DLC film of nano-scale undulated surface was used to investigate the tribological behaviors for various values of surface roughness. In the present range of the surface roughness (from 0.5 to 14 nm), the tribological behavior was independent of the roughness presumably due to the smaller size of debris and suppressed tribo-chemical reactions in rough surface.
EXPERIMENTAL PROCEDURE

Nano-sized Ni dots on Si substrate were prepared by annealing Ni thin films of thickness ranging from 3 to 14 nm. The Ni thin film was deposited on the 600-µm-thick Si (100) wafers by DC magnetron sputtering method. In order to change the deposited Ni film to nano dots, the specimen was annealed in a rapid thermal process (RTP) at 800°C for 15 min in hydrogen environment. Hydrogen pressure during the annealing was kept at 1 Torr by adjusting the flow rate of hydrogen. Ni dots of diameter ranging from 15 to 90 nm were uniformly distributed on the substrate. The average size of nano Ni dots monotonically increased with the thickness of the Ni film.

![Figure 1. SEM microstructure of DLC films surface. (a) rms=0.6nm (b) rms = 5.1 nm (c) 13.7 nm](image)

DLC film was deposited by radio frequency plasma assisted chemical vapor deposition (r.f.-PACVD) using methane as precursor gas. The film was deposited at the negative bias voltage –150V and deposition pressure 1.33 Pa. Thickness of the film was fixed at 100 nm in all samples. Roughness of the film measured by an atomic force microscope ranged from 0.6 to 13.7 nm depending on the thickness of the Ni films. SEM microstructure of the surface was shown in Fig. 1. Tribological properties were characterized by using ball-on-disk type wear rig using steel ball (AISI 52100) of diameter of 6 mm as the counter face materials. Normal load was fixed at 4 N (0.53GPa) and the sliding speed 17.3 cm/s. The test environment was in ambient air at room temperature. After the tribological characterization, SEM, Auger electron spectroscopy and Raman spectroscopy were employed to analyze the morphologies and chemical bond structure of the debris and the wear track.

RESULTS AND DISCUSSION

![Figure 2. TEM cross-sectional microstructure of the specimen of Fig. 1 (c).](image)

![Figure 3. Raman spectra of DLC films for various surface roughness.](image)
Microstructure of the DLC films and the interface was investigated by cross sectional TEM microscope. Figure 2 shows the TEM microstructure of the sample of Fig. 1 (c). In contrast to the case of ta-C films, growth of second phase on Ni catalyst could not be observed in the present work. Instead, amorphous layer was uniformly covered both Si substrate surface and Ni nano dots. EDS analysis showed that the composition of the deposited film was pure carbon. Homogenous single phase of carbon film deposition could also be confirmed by Raman spectroscopy. Figure 3 shows the Raman spectra of the films. All the spectra were essentially same regardless of the thickness of Ni film, i.e. the size of Ni dots. No significant change in wetting angle of pure water, electrical resistivity and residual compressive stress could be observed. These results thus showed that the homogeneous DLC films of different surface roughness could be prepared by the present method.

Figure 4 is the evolution of friction coefficient with increasing the number of contact cycle. After the initial transient period, steady state of the friction occurs after 2,000 cycles. Even if the increase in the friction coefficient to the steady state coefficient occurred earlier in the roughest film, the steady state friction coefficients were independent of the surface roughness. However, the roughness of the surface significantly enhanced the wear of the steel ball. The wear rate of the ball increased from $3.8 \times 10^{-10}$ to $1.8 \times 10^{-9}$ mm$^3$/cycle as the roughness increased from 0.6 to 13.7 nm. Composition analysis by Auger electron spectroscopy also showed that the amount of Fe in the debris increased with the surface roughness.

SEM microstructures of the debris near wear track were shown in Fig. 5. The SEM microstructure showed that the debris agglomeration was suppressed with the surface roughness. Raman spectra of the debris shown in Fig. 6 revealed a significant difference in the chemical bond structures of the debris, Raman peak near 700 cm$^{-1}$ is the characteristic line of Fe oxide. D and G peak, centered at 1300 and 1550 cm$^{-1}$ respectively, composed the carbon Raman peak. As the roughness increased, intensity of Fe oxide peak decreased. This result implies that the tribo-chemical reaction to oxidize Fe originated from the wear of steel ball was considerably suppressed in rough surface. Another significant observation in Raman spectra would be the changes in carbon Raman peak. The shape of carbon peak changed from that of typical DLC films to graphitic one with decreasing the surface roughness. This observation also confirmed that the tribo-chemical reaction was suppressed in the case of rough surface.
It was reported by the present authors that the debris composition and their agglomeration during sliding play an important role to determine their tribological behaviors (ref. 7). The humidity dependence of the friction between DLC film and steel ball was shown to be due to the Fe oxide debris and their agglomeration. In high humid environment, Fe oxide debris dominates in the sliding environment, resulting in higher friction coefficient. The present observation can be understood based on the same conjectures. Increasing surface roughness can resist the sliding as can be deduced from the increased wear of the ball. However, smaller debris of DLC structure might have an opposite effect on the friction coefficient. Furthermore, reducing amount of Fe oxide with increased surface roughness could decrease the friction coefficient. These two opposite effects seem to result in the friction behavior independent of the surface roughness.

**CONCLUSIONS**

Nano-scale undulated DLC films prepared by PACVD using Ni nano dots on the Si substrate made it possible to investigate the friction behavior of DLC films for various surface roughness in nano-scale. Although the friction coefficient appeared independent of the surface roughness, the tribo-chemical reactions such as debris shape, composition and chemical bond were intimately related with the surface roughness. Surface roughness enhanced the wear of counter face materials, which might increase the friction coefficient. However, oxidation of Fe and graphitization of the debris were suppressed by the surface roughness, which would suppress the agglomeration of the debris. These changes in the case of rough surface might reduce the friction coefficient. These two opposite effects seem to be balanced in the present experimental condition resulting in the friction behavior independent of the surface roughness. More elaborate experimental work is in progress to separate the opposite effects.
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ABSTRACT

Diamond-like carbon (DLC) have been widely recognized as a tribo-coating material with a high wear resistant solid lubricant with a low friction coefficient. The tribological behavior of DLC films depends on the environmental conditions, the nature of the coating, and mechanical properties of a substrate. Particularly, when the DLC films are distorted with the deformation of the soft substrate, it is apparent that fragile DLC films are strongly damaged. In this study DLC films have been deposited by RF-plasma CVD with a methane gas on the soft material substrates, such as a rubber and aluminum, and the friction and wear tests were conducted using a ball-on-disk test. In the case of rubber substrate, DLC films show relatively low friction coefficient from 0.2 to 0.3, despite of large substrate deformation. Observation results of the surface of the rubber substrates suggest that the DLC film forms a “segment structure” automatically, then “segment structure coating” was applied to aluminum substrate. Ball-on-disk test results revealed that wear resistance of the segment-structured DLC film was about two-fold higher than that of a conventional continuous DLC coating.

Keywords: Diamond-like carbon, soft substrate, Tribology, Friction, Deformation, segment-structure

INTRODUCTION

The tribological properties of diamond-like carbon films have been widely studied (refs. 1 to 3). Their high hardness, low friction coefficient and high chemical stability have made them great candidates for wear-resistant coatings for many applications (refs. 4 to 5). In order to enlarge the application field of DLC films, there are many technical requirements. For example, optimization of internal stress to improve in adhesion, preparation of thick films, deposition on the substrate which has three-dimension complicated shapes, are mentioned. Especially improvement of adhesion is important problem (refs. 6 to 8). When DLC films deposited on the steel substrate which is well used in industry, fabrication of Si interlayer between substrate and DLC is effective in improvement of adhesion. Furthermore the addition of Si or Ti into the coatings reduces internal stress of DLC films and the DLC film has good adhesion to a substrate (ref.9). Internal stress improves film hardness, however it makes the DLC film brittle (ref.10). When substrate is a soft material such as rubber, DLC film is distorted with the deformation of substrate, and then DLC film is damaged. At this time DLC coatings are successfully applied to hard materials. If DLC coating can be applied to a soft substrate, the application field of DLC will be enlarged.

The purpose of this paper is to present a new coating method which can be applied to soft material substrates. First, first, tribological property of DLC films prepared on a rubber substrate by RF-plasma CVD are discussed using a ball-on-disk test. Observation results of the substrate led us idea that segment structure is formed automatically. Based on these results, a new coating method: “segment-structured DLC coating” is proposed. Segment-structured DLC films are prepared on a soft Al (purity 99.6%) substrate. Tribological properties are discussed comparing with conventional continuous DLC films.

EXPERIMENTAL

Figure 1 shows a schematic of a RF-plasma CVD apparatus used for preparation of DLC films. The apparatus consist of a magnetron electrode, a substrate holder and a vacuum chamber. The magnetron electrode and the substrate holder can be applied RF power and they are water-cooled. Methane was used as a source gas. By applying RF (13.56 MHz) power, the substrate holder or the magnetron cathode is negatively charged. Maximum RF power supply was 500 W. The substrate biasing voltage $V_{dc}$ by self-biasing was varied from 0 to -500V. Si interlayer can be prepared by RF-magnetron sputtering before deposition if necessary. Si target of 60 mm in
diameter was placed on the magnetron cathode. Substrate was rinsed in acetone and mounted on the substrate holder. After substrate introduction, the chamber was pumped to the base pressure of $10^{-3}$ Pa. Then, argon plasma was initiated at the substrate holder to remove contaminated layer at the surface of the substrate. The standard condition of argon flow introduced into the chamber was about 10 cm$^3$/min. After the substrate pretreatment, the argon gas valve was closed and methane gas with a standard condition flow rate about 5.5 cm$^3$/min was then introduced into the chamber regulated to 10 Pa. Subsequently, glow discharge was generated to prepare DLC films on the substrate.

Figure 2 shows a schematic drawing of wear test. Friction and wear properties were evaluated in dry sliding tests using a conventional rotational ball-on-disc (BoD) apparatus. The specimen was mounted on the rotational table and mirror-polished steel balls 6mm in diameter were slid against the DLC films deposited on a substrate with no additional lubrication. A sliding speed of about 0.1 m/s and normal load range of 0.5-5 N were used. Friction coefficient was calculated from the normal load and the frictional force measured by load cells.
RESULTS AND DISCUSSION

Preparation of DLC films on a rubber substrate and its tribological property

Deposition parameters of DLC films on a rubber substrate are shown in Table 1. The butyl rubber substrate used in this study was about 15x50x1mm³. RF-power was 100 W and self-biasing voltage was 300V. Under this condition, the deposition rate was estimated to be about 50 nm/min and DLC films were about 0.8 µm thick after 15min deposition.

Typical Raman spectrum of the DLC films grown at the rubber substrate is shown in Fig.3. It can be seen that the spectrum is consisting of a G peak and a D peak, indicating that this is DLC films. The lower line is the Raman spectrum of the rubber substrate.

Figure 4 (a) shows the effect of the load on the friction coefficient between the stainless steel ball and a rubber coated with DLC films. Normal load was varied from 0.98N to 4.9N. The friction coefficient of films is approximately constant (from 0.1 to 0.2) during 9,000 cycles at the load of 0.98, 1.96N. However, At the load of 2.94, 4.90, high coefficient is observed and then friction coefficient is increase suddenly at around 200cycles because the rubber substrate was fatally damaged due to the high load rather than DLC films peeled off. Secondly wear test was performed under adding the large strain to the substrate. Figure 4 (b) shows the effect of the substrate deformation on the friction coefficient. The normal load was kept at 0.49N and a tensile strain added to the substrate was 0.25,0.5. Although the result indicate the friction coefficient of each films is slightly increase from 0.15 to 0.25 during 25,000 cycles, low friction coefficient is maintained. It should be noted that the fiction coefficient of DLC films on the rubber substrate does not depend on the tensile strain. It is generally believed that DLC film is damaged if large strain is added, nevertheless the friction coefficient is constant in this experiment. This means that DLC films prepared in this study have a certain degree of plasticity and moreover do not completely peeled off from the substrate even if large tensile strain is added. Thickness of DLC films was about 1 µm, which is almost the same as the surface roughness of a rubber substrate. It is likely that by adding the tensile strain, DLC films are fractured at the concave parts of the substrate and remain at the convex part. This schematic illustration is shown in Fig.5.

<table>
<thead>
<tr>
<th>Table 1 Deposition condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substrate</td>
</tr>
<tr>
<td>RF power</td>
</tr>
<tr>
<td>frequency</td>
</tr>
<tr>
<td>Self biasing</td>
</tr>
</tbody>
</table>

![Fig.3 Raman spectrum of DLC films on a rubber substrate](image-url)
Fig. 4 Friction coefficient vs. rotation number in a ball-on-disc test for different conditions

Fig. 5 Schematic illustration of micro segment model

Preparation of segment-structured DLC films on an Al substrate and its tribological property

Segment structure

Figure 6 illustrates the concept of segment structure. DLC films are intentionally separated into contiguous small segments shown in the right-hand figure. When a substrate is deformed, continuous DLC films are ordinarily damaged by the strain ($\varepsilon$), shown in the left-hand figure. On the other hand, it is expected that segment-structured DLC films cope flexibly with the deformation of a substrate even if large strain is applied to the film. This structure is expected to reduce the strain of DLC films.

Figure 7 (a) shows the preparation method of segment-structured DLC films. Tungsten mesh wire was set above the substrate for masking as a grid-like structure. Tungsten wire of 0.1mm in diameter was used and grid interval was 1mm. DLC films with the segment size of 1x1mm² and interval of 0.1mm between segments was obtained. Figure 7(b) shows the optical microscopic view of the segment-structured DLC film prepared.

Preparation of segment-structured DLC films

Tungsten mesh wire was set above the substrate after the substrate was placed on the substrate holder. After the sputter etching with argon plasma, Si interlayer was prepared on the substrate by RF-magnetron sputtering to
increase the adhesion. Si interlayer was about 100nm in thickness. Then, segment-structured DLC films were prepared. Deposition parameters were about the same in the case of a rubber substrate shown in Table 1. The Al substrate used in this study was 99.6% purity and its surface roughness was about 50-200nm. The Young’s modulus of the substrate is 70GPa. RF-power applied was 110 W and self-biasing was about -400V. Under this condition, the deposition rate was estimated to be about 50 nm/min and DLC films were about 1.0 µm thick after 20min. deposition.

Fig.6 Schematic illustration of segment-structured DLC films

Fig.7 Coating method of segment-structured DLC films and the overview of “segment-structured DLC films”

Tribological property of segment-structured DLC films

Properties of segment-structured DLC films with Si interlayer (a), continuous DLC films with Si interlayer (b) and continuous DLC films without Si interlayer (c) were compared in order to investigate the effect of segment-structure and Si interlayer.

Raman spectra of the DLC films are shown in Fig.8 (i). Each spectrum is consisting of a G peak and D peak, indicating that these films are DLC films. The shape of the three spectra are similar, indicating that the difference in the quality of these DLC films is negligible.

Tribological properties were investigated by the BoD test. A mirror-polished stainless steel balls 6mm in diameter were slid against the DLC films at the normal load of 0.7N. The results are shown in Fig.8 (ii). In this test DLC films without Si interlayer (c) were peeled off immediately after starting the test, and so it was tested again with reduced normal load of 0.16N. On the other hand DLC films with Si interlayer (b) shows low friction coefficient at the normal load of 0.7N until 6,000 cycles. This result shows that the adhesion between DLC and the substrate is improved by Si interlayer. Furthermore, segment-structured DLC film (a) shows low friction coefficient until 12,000 cycles, which is two-fold longer than (b). This result led us to the conclusion that the fracture of the DLC film can be successfully avoided by applying the segment structure. Additionally, abrasive wear seems to be
decreased because the debris were grabbed into the space between segments, and fracture of the film is stopped at the gap between segments.

![Raman spectra of DLC films](image1.png)

![Friction coefficient vs. rotation number](image2.png)

(i) Raman spectra of DLC films  
(ii) Friction coefficient vs. rotation number in a ball-on-disc test for different condition

**Fig.8 Tribological properties of DLC films prepared under different condition**

**CONCLUSION**

Deposition of DLC films on the relatively soft substrate by RF-plasma CVD was carried out. The friction and wear test were performed using a ball-on-disk test. In the case of a rubber substrate, good tribological property was obtained under the large deformation of substrate, and micro segment model is suggested. In the case of an Al substrate, segment-structured DLC films were prepared with Si interlayer by a new coating method. In this test low friction coefficient was observed and the wear resistant was significantly improved in comparison with the conventional continuous DLC.
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ABSTRACT

Ion-beam-assisted deposition is an efficient technique to synthesize metastable hard materials. However, it is difficult to apply this technique to surface modification of three-dimensional or complex shaped objects because of the line-of-sight process of ion beams. A new surface modification technique called “Plasma Based Ion Implantation (PBII),” is currently being studied. This is a surface modification technique that applies negative high voltage pulses to the object immersed in a plasma, and ions in a plasma are able to irradiate in any direction to the object. In this study, carbon films were formed by the application of pulse and DC bias. The relationship between the deposition conditions, such as voltage and duty ratio, and the tribological properties of carbon films were investigated.

DLC films with a low friction coefficient (0.02) and a low wear rate (6×10⁻⁸mm³/Nm) under high conducted load (20 N) could be formed by the simultaneous application of the pulse (-2kV) of duty ratio (1%) and the DC bias (-200V) for the surface of convex and concave faces with high uniformity. The uniformity of the film thickness, structure and the mechanical property was much improved over the conventional deposition technique that uses an ion beam.

Keywords : plasma based ion implantation, ECR plasma with a mirror field, DLC film, tribological property
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ABSTRACT

Diamond-like carbon (DLC) films have good tribological properties such as a low friction coefficient and high wear resistance. However, the tribological properties of DLC films are significantly affected by other factors, such as the deposition technique, deposition conditions, and sliding conditions (velocity, normal load, and atmosphere). In this work, DLC films were deposited by a hot filament plasma Chemical Vapor Deposition (CVD) technique onto silicon wafers using a variety of source gases. The tribological properties of DLC films were investigated using a reciprocating friction tester under different sliding conditions in dry air, and the effects of test conditions, mating materials and source gases on the tribological properties of the DLC films were investigated. The tribological properties of DLC films were relatively unaffected by velocity and normal load, while mating materials had a considerable effect. The transfer layers formed on the mating material surfaces seems to play a significant role on the resulting tribological properties.

Keywords: DLC, Friction, Wear, Mating materials, Velocity, Normal load

INTRODUCTION

In most studies of DLC film properties, desirable properties have been noted, such as low friction, high wear resistance, high hardness, and high corrosion resistance (refs. 1, 2). It is known, that tribological properties are strongly affected by various factors such as deposition technique, deposition conditions, and test conditions (velocity, normal load, and atmosphere) (refs. 3 to 5). However, the study that the detailed tribological properties of DLC films have been examined widely changing the effecting factors such as deposition conditions and sliding conditions have been insufficient.

In this study, DLC films were prepared with a hot filament plasma CVD system with different source gases. The tribological properties of these films were examined, using a ball-on-plate reciprocating friction tester in dry air while under a wide variety of test conditions. To determine the mechanism of good tribological properties, the friction surfaces were examined using optical microscopy and micro-laser Raman spectroscopy. Comparative studies were also conducted of films prepared by RF plasma-CVD and ECR plasma-CVD coupled with the PBII technique.

EXPERIMENTAL

DLC film deposition

DLC films were deposited on silicon wafers by a hot filament plasma CVD technique. The carbon source gas was CH₄ in most cases, but C₆H₆ and C₇H₈ also were used for a comparison. In addition, DLC films were prepared by RF plasma-CVD and ECR plasma-CVD coupled with PBII. Film thickness was measured by a surface profilometer. Film hardness was measured by a nanoindenter. The film structural analysis was done with laser Raman spectroscopy (Ar ion laser, λ=514 nm). Hydrogen content of the DLC film was analyzed with an elastic
recoil detection analysis (ERDA). The deposition conditions and some resulting mechanical properties are summarized in Table 1.

**Tribological tests**

All tribological tests were conducted using a ball-on-plate reciprocating friction tester. Friction force was monitored using a strain gage. The plate specimen was a DLC film and the mating ball specimen was either a steel or ceramic ball, 4.76 mm in diameter. Prior to testing, specimens were cleaned with petroleum benzine and acetone in an ultrasonic cleaner, and then dried in desiccators.

Tests were conducted under a load of 0.6 to 4 N (Hertzian maximum stress, 0.6 to 1.2 GPa) and at reciprocation speeds of 30 to 120 cycles per minute and at a stroke length of 5 mm (linear velocity, 5 to 20 mm/s). The environment was dry air (humidity < 20%) and the total sliding distance was 72 m. The mating balls used were AISI 440C in most cases. For some tests, Al₂O₃, Si₃N₄ and AISI 52100 balls were also used. The wear scar morphology of DLC films and mating balls were observed using optical microscopy. Transfer materials on the wear scar of the mating ball and on the wear tracks of DLC films were analyzed using micro-laser Raman spectroscopy.

**RESULTS AND DISCUSSION**

**Effect of source gas**

Figure 1 shows the effect of source gas chemistry on friction and wear properties. The CH₄-grown DLC films exhibited a low friction coefficient and relatively high wear rates. On the other hand, DLC films deposited using C₆H₆ and C₇H₈ showed a relatively high friction coefficient and low wear rates. In all cases, the transfer was observed with mating balls, but the amount of transfer differed. These results suggest that DLC films with moderate

<table>
<thead>
<tr>
<th>Table 1. Deposition conditions and some mechanical properties</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Deposition techniques</strong></td>
</tr>
<tr>
<td>Source gases</td>
</tr>
<tr>
<td>Substrate</td>
</tr>
<tr>
<td>Bias</td>
</tr>
<tr>
<td>Hardness (GPa)</td>
</tr>
<tr>
<td>Thickness (nm)</td>
</tr>
<tr>
<td>Hydrogen content (at. %)</td>
</tr>
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</table>
hardness show good tribological properties. For DLC films with higher hardness, the transfer amount is insufficient because of the low DLC wear rate. Therefore, the lubrication effect is insufficient. On the other hand, the wear-resistance of DLC films with lower hardness is poor.

Effects of mating materials

The effect of mating materials on friction and wear properties of DLC films is shown in Fig. 2. With all cases, the friction coefficient began with a high value of > 0.3. The friction coefficient when sliding against AISI440C and Al₂O₃, rapidly decreased to values of 0.05 and 0.1, respectively. For AISI52100 and Si₃N₄, however, the friction sharply decreased to < 0.1; in a short time, it increased gradually, and then stabilized to ~ 0.18. Large differences were not observed among the specific wear rate of DLC films against Al₂O₃, Si₃N₄ and AISI52100 balls, and the specific wear rate value was 1-3×10⁻⁷ mm³/Nm in all cases. On the wear surface of AISI 440C and Al₂O₃ balls, transfer materials were observed. For AISI 52100 and Si₃N₄ balls, on the other hand, no transfer material was observed. These transfer materials seem to be a key factor and are the subject of the next section.

Effects of normal load and sliding speed

The effect of normal load on friction and wear properties is shown in Fig. 3. With the exception of a light load (0.6 N), DLC films showed a low friction coefficient. At a light load of 0.6 N, the friction coefficient was always high (µ=0.35-0.4). The friction decreased monotonously with increasing sliding distance at first, and then attained a steady-state value. The specific wear rate of DLC film under a light load, on the other hand, was too small to be detected. For loads of > 2 N, the specific wear rate of DLC films were hardly affected by normal load and it was 1×10⁻⁷ mm³/Nm. The specific wear rate of the mating ball was difficult to determine due to the transfer from the DLC film.

Fig. 2 Friction coefficient and specific wear rate of DLC films, sliding against different mating balls

Fig. 3 Friction coefficient and specific wear rate of DLC films versus normal load
The effect of sliding speed on friction and wear properties of DLC films is shown in Fig. 4. A steady-state friction coefficient was hardly affected by sliding speed. Frictional behavior was similar to those shown in Fig. 3. The specific wear rate slightly increased when increasing the sliding speed.

Figure 5 shows wear scars of ball and DLC specimens observed with an optical microscopy. With loads of 2 N, some portions of wear scars appeared to be covered by transferred materials; in this case, the friction coefficient was low. With high friction (0.6 N), however, the transferred materials were not found in the center of the ball specimen wear scars. This suggests that transferred materials on the ball wear scars caused a low friction coefficient. With the wear scar of DLC films, the obvious difference was observed between films under 0.6 N and 2 N. The film wear clearly occurred with loads of 2 N, although the film wear was hardly recognized with loads < 0.6 N. The observation of a friction surface suggests that the transfer materials on the ball surface came from the wear debris of the DLC film.

To verify this observation, we analyzed the wear scar using a Raman instrument (Fig. 6). Under a light load, no clear peak was recognized in the wear scar of the mating ball. For a load of 2 N, on the other hand, the Raman

![Fig.4 Friction coefficient and specific wear rate of DLC films versus sliding velocity](image1)

![Fig.5 Wear surface of AISI 440C and DLC films after the tests](image2)
spectra of transferred materials on the mating ball were clearly different from those of the DLC film. The spectrum analysis showed that the structure of transfer materials changed from DLC to other structures. This suggested that the transferred materials on the mating ball strongly affected the friction and wear behavior of DLC films. The friction coefficient must be high when the transfer materials on the mating surface are negligible at the early stage of friction. With progress of friction, the transfer materials accumulate on the mating ball and then graphitization occurs. The graphitization lowers the friction and wear of DLC films.

Tribological properties of DLC films deposited using different methods

Figure 7 shows the friction and wear of three types of DLC films. In each case, a low friction coefficient (under 0.1) and a good wear-resistance ($1 \times 10^{-7}$ mm$^3$/Nm) were obtained. Optical micrographs of wear scars of DLC films and mating balls resembled each other. The wear scars of DLC films appeared flat and the transferred film existed on the wear scar of mating materials. These facts again suggest that the transfer materials are the key factor controlling the tribological properties of these films and are independent of the deposition technique. However, further investigation will be necessary to understand the lubrication mechanisms of transfer materials.

CONCLUSIONS

DLC films were prepared by a hot filament plasma CVD technique and their tribological properties were determined using a ball-on-plate reciprocating friction tester in dry air under various conditions. For AISI 440C and Al$_2$O$_3$ balls, the friction coefficient was low, but the friction for AISI 52100 and Si$_3$N$_4$ had relatively high values. From the dependence of the tribological properties on the source gas, it is thought that there is adequate film
hardness for good tribological properties. When the normal load and sliding speed was changed, desirable tribological properties were obtained, except under a light load. DLC films deposited using the three different techniques showed good tribological properties, irrespective of the deposition technique. The results of optical microscopy and micro-laser Raman spectroscopy suggested that both the transfer of DLC to the mating ball and the structural change of transferred materials are necessary to achieve excellent tribological properties.
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ABSTRACT

Hydrogenated amorphous carbon films have been prepared on Si substrates in plasma CVD system by using pulse bias techniques. ERDA analysis showed that pulse-biased film prepared at a duty ratio of 10% included large amount of hydrogen compared to the dc-biased films prepared at the same bias voltage of –1kV. Mechanical properties showed that the density, hardness and internal stress of pulse-biased films decreased compared to the dc-biased films. The film hardness decreased from 33 Gpa of dc-biased one to 15.5 Gpa in pulse-biased one. Film stress decreased from 2.9 Gpa for dc-biased one to 0.5 Gpa for pulse-biased one. Tribological properties by a ball-on-disk friction tester in the dry air condition showed that friction coefficient of dc-biased film with a counterpart of SiC ball was 0.06 and that of pulse-biased films was 0.045, which did not show clear difference. However the specific wear rate had a much difference between these two films. The wear rate of dc-biased films was 6 x 10⁻⁸ mm³/Nm and that of pulse one is 5 x 10⁻⁹ mm³/Nm showing the extremely low wear in dry air condition. The reason was thought to be due to the decrease of internal stress of the films because of the increase of hydrogen content and the existence of mixed structures of hydrocarbon bonding.

Keywords: Hydrogenated amorphous carbon, plasma CVD, pulse bias, tribology.

INTRODUCTION

Amorphous carbon films showing the high hardness and low frictional properties are currently of great interest for wear protection and friction reduction to the various mechanical applications. Pulse-biased technique during the deposition of these films are well known as a plasma source ion implantation (PSII) techniques and much attention have been paid to coating studies for complicated shape materials. However tribological properties of the amorphous carbon films by this technique also show the attractive characteristics. Baba showed the adhesive properties of the pulse-biased films in RF plasma CVD system and the structure change of pulse-biased films at different bias voltage (ref.1, 2). Los Alamos group prepared the pulse-biased amorphous carbon films from C₂H₂ and Ar gas in RF plasma CVD. They showed the structural and mechanical changes of the films with different gas mix ratio and different duty ratio from 30 % to 0 %, optical properties changes with different bias voltage, and wear rate of pulse biased films was 6.1x10⁻¹¹ mm²/Nm in dry air condition (ref.3, 4, 5). Through these studies, however it has not still been clarified the mechanism of superior tribological properties of pulse-biased films compared to the dc-biased carbon films. In order to clarify these points, we prepared pulse biased films at different duty ratio of 100 % (dc), 30 % and 10 % at the same bias voltage of –1 kV, and measured the tribological properties. As a result we found that pulse biased amorphous carbon films showed very low wear rate due to its low internal stress attributed to high hydrogen content and the mixed structure of hydro-carbon molecules accumulated at pulse-on time and pulse-off time. In this article
we argue the difference of dc-biased films and pulse biased films showing the relation of mechanical properties, chemical properties and tribological properties.

**Experimental**

Deposition of amorphous carbon films was carried out on a Si (100) wafer in thermal electron excited dc plasma CVD system, which included an ion source gun comprising a hot filament and anode. Prior to the deposition, silicon wafer was sputter-cleaned by Ar plasma applying the negative bias voltage of 2kV to the wafer for 15 minutes. After that procedure C₆H₆ gas was introduced into the chamber at constant flow rate of 5sccm to produce hydrocarbon plasma. The deposition was executed by applying pulse bias voltage to the substrate with fixed pulse voltage of −1 kV and fixed frequency of 1 kHz for 3 hours. Four kinds of films were prepared at different duty ratio of 100 % (dc), 30 %, 10% and 0% (no bias). Substrate temperature was about 150 °C. The chemical bonding state of the carbon atoms was analyzed by Ar laser used RAMAN. And the hydrogen content and film density was calculated from the results of elastic recoil detection analysis (ERDA) measurements for hydrogen atoms and Rutherford backscattering spectrometry (RBS) measurement for carbon atoms. The film hardness was measured by a Nanoindenter at a constant stiffness mode from the surface of the films to the 300nm depth. The internal stress was calculated by Stoney’s equation from the curvature of the deposited substrate measured by an optical interferometer.

**Results and Discussion**

Fig.3 shows the comparison of a measured deposition rate and calculated deposition rate of the pulse biased films. The calculation was done by the simple summation of the deposition rate at pulse-off time and pulse-on time in accordance with the pulse duty ratio. Although measured deposition rate is slightly smaller than calculated one, both deposition rate showed almost same curves demonstrating that the pulse–biased deposition process was basically done by the repetition of the pulse-on deposition and pulse-off deposition. The slight difference of these two curves however indicates that certain amounts of molecules accumulated at non-bias time were sputtered out by the energized ions impinging during pulse-on time. Fig.4 shows the RAMAN spectra of dc-biased film, pulse-biased films and non-biased film respectively. The spectrum of non-bias film shows the broad band spectrum with highly intensive background which is attributed to the polymer structure of hydrocarbon molecules. On the other hand dc-biased film shows the two peaks, which consists of broad G (1544 cm⁻¹) and D (1343 cm⁻¹) band. The spectra of pulse-biased films also show convoluted line of broad G (1560 cm⁻¹) and D (1382 cm⁻¹) band. The intensity of spectra is larger than that of dc-biased film. Although pulse-biased films are thought to include the mixed structure of dc-biased hydrocarbon and non-biased hydrocarbon bonding, these results indicate that their structures are rather similar to that of dc-biased film. RBS and ERDA measurements were done to estimate the hydrogen content in each films based on the comparison of the number of carbon atoms measured by RBS and that of hydrogen atoms by ERDA system. Fig. 5 shows the amount of the hydrogen content at different pulse duty ratio. The hydrogen content increased from 26 at.% to 33 at.% by decreasing the duty ratio from 100 % (dc) to 10 %. Non-biased film included
50 at.% of hydrogen. These data indicate that the structure of non-biased film is different from the dc-biased and pulse-biased films. RAMAN results support this idea since spectrum of non-biased film is different from other ones. Fig. 6 shows the hardness of each film. The hardness decreased from 33 GPa to 15.5 GPa by reducing the pulse-duty ratio from 100% to 10%. The hardness of the non-biased film could not be measured since it was easily removed during the measurement. Generally the hardness of ta-C, a-C and a-C:H films depend on the sp$^3$/sp$^2$ ratio of carbon structure and the amount of hydrogen content (ref.6). The sp$^3$/sp$^2$ ratio of carbon bonding significantly changed in terms of the bias voltage and ion energy (ref.7). In our case dc-biased and pulse-biased films were prepared at the same bias voltage. Therefore it is assumed that hardness difference of pulse-biased films and dc-biased films was mainly attributed to the hydrogen content shown in Fig. 5. The residual stress was estimated from the curvature of the coated Si wafer. Every film shows the compressive stress and it decreased from 2.9 GPa to 0.5 GPa by reducing the duty ratio from 100% (dc) to 10%. The residual stress of the non-biased film was 0.01 Gpa. It is obvious that the stress of pulse-biased film is quite low compared to the dc-biased films. Since the stress was also affected by the amount of hydrogen content, these low stress values of pulse-biased films was attributed to the high hydrogen content. However other factor also should be considered. When dc-biased film was deposited at the bias voltage of –150 V, hardness of that film shows 15.5 Gpa, almost same value as pulse-biased films of 10% duty ratio. Hydrogen content reached to 42.5 at.% and compressive stress was 1.26 Gpa. Therefore it is clear that the stress of the pulse-biased film is low compared to the dc-biased film at the same hardness level. The reason was assumed that mix structure of hydrocarbon molecules has the effect to release the high compressive stress of dc-biased structure. The density of films decreased from 2.0 g/cm$^3$ to 1.6 g/cm$^3$ by reducing the duty ratio from 100% (dc) to 10%. The density of the non-biased film is 1.1 g/cm$^3$. The tendency of the density variation has related to the hardness and stress variations.
Friction coefficient has been measured in ball-on-disk tribology tester using SiC ball in dry-air condition. Fig.7 shows the friction coefficient of dc-biased and pulse-biased films at the 2 N load during the test of 10000 cycles. In dc-biased film friction behavior was unstable compared to that of pulse-biased films. Friction coefficients were 0.065, 0.045 and 0.045 for the dc-film, pulse-biased film of 30 % and film of 10%, respectively. Since the friction coefficient value has certain fluctuations in each experiment. It is difficult to point out the difference of friction coefficient between dc-biased films and pulse-biased films. On the other hand the specific wear rate shows clear difference between the two kinds of films shown in Fig.8. The wear rate of dc-biased film was $6 \times 10^{-8}$ mm$^3$/Nm and that of pulse one was $5 \times 10^{-9}$ mm$^3$/Nm showing the extremely low wear in dry air condition. The depths of wear track were 40 nm in dc-biased films and 2 nm in pulse-biased of duty ratio of 10 %. As shown in Fig.7, friction coefficient of dc-biased films shows unstable movement. Therefore it was speculated that dc-biased film had small destruction at inside the films during the friction test. In our experiments these kind phenomena can be observed in the film, which has high compressive stress. Therefore it can be concluded that relatively high hydrogen contests and the mixture of C-H bonding in pulse-biased films leads to the quite low stress, which contributes to the significantly low wear value.

CONCLUSIONS

Hydrogenated amorphous carbon films have been prepared on Si substrates in plasma CVD system by using the pulse bias techniques. Pulse-biased films prepared on the duty ratio of 10% include much hydrogen compared to the dc-biased films and film density, hardness and internal stress of pulse-biased ones decrease compared to the dc-biased films. Although friction coefficient of dc-biased film and that of pulse-biased films did not show much difference, specific wear rate shows complete difference in these films. Wear rate of dc-biased films was $6 \times 10^{-8}$ mm$^3$/Nm and that of pulse one is $5 \times 10^{-9}$ mm$^3$/Nm showing the extremely low wear in dry air condition. The reason was thought to be due to the decrease of internal stress of the pulse-biased films attributed to the increase of hydrogen content and mixed structure of hydrocarbon bonding. This work was supported by FCT (Frontier Carbon Technology) project of Japanese government, which was consigned to Japan Fine Ceramics Center by NEDO
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**ABSTRACT**

To improve the lubrication properties of DLC (Diamond-like Carbon) films, DLC films were deposited by adding additive materials such as titanium (Ti), iron (Fe), molybdenum (Mo) and titanium dioxide (TiO$_2$) with using by magnetron sputtering, and its friction properties were evaluated by oscillation type scratch tester, and ball-on-disk type tribometer in oil lubricant. In the scratch test, it is found that the critical loads of ferrous and titanium containing DLC films were larger than DLC film without metal. Friction coefficient of DLC film without metal is nearly 0.10 when using oil lubrication containing MoDTC (molybdenum dithiocarbamates). On the other hand, all materials containing DLC films show lower friction than DLC film without metal does. Especially, DLC film deposited with adding appropriate quantity of titanium exhibits a low friction coefficient $\mu = 0.03$. In order to know mechanism of lower friction of titanium contained DLC film, the viscoelastic properties of sliding and no-sliding areas were evaluated by force modulation method of AFM (Atomic Force Microscopy). The viscoelastic properties of sliding areas increased as comparing with that of no-sliding areas. It is thought that reactor of lower friction have been formed in sliding track of titanium containing DLC films in oil lubrication containing MoDTC.

**Keywords:** lubrication properties, containing DLC, scratch test, molybdenum dithiocarbamates, reactor

**INTRODUCTION**

Recently, with the progress of science and technology, the environments in which mechanical parts are used are rapidly expanding. Therefore, ensuring the reliability of mechanical parts, which are used under extreme conditions of high speed, high load, extreme temperature and radioactive and reactive atmospheres, is becoming important (ref. 1). As surface films, diamond-like carbon (DLC) films are expected to withstand the above-mentioned severe environments. By coating a DLC film on metal and other materials, it is also possible to lower the wear of opposing surfaces due to the low friction of DLC films (ref. 2). Even though DLC films have displayed many such excellent tribological properties depending on their application fields, there are many insufficiency points such as their film strength, lubrication property and adhesion to substrates. It has been proposed to fabricate DLC films containing metal elements at on the interface between substrate and films (ref. 3 to 5).

In this work, the boundary lubrication properties of DLC films with other additive materials were investigated in friction test as adding the extreme-pressure additives in oils and their viscoelastic properties of sliding parts were evaluated.

**EXPERIMENTAL METHOD**

Deposition Method of DLC Films  
DLC films containing other materials were deposited by using radio frequency (RF) magnetron sputtering with argon gas and a graphite target. To coat DLC films containing other materials, fan-shaped targets such as titanium (Ti), molybdenum (Mo), ferrous (Fe), and titanium dioxide (TiO$_2$) were used and they were singly set up on a graphite target. The size of the fan-shaped target is varied at an area ratio under 1/8, 1/16 and 1/32 to control the
additive quantity of metals. The substrate is mirror finishing silicon wafer (Si(100)). The films thickness of various materials containing DLC is about 200 nm.

Scratch and Lubrication Properties Evaluation Method

Adhesion and strength of film were evaluated in an oscillation type scratch test with acoustic emission (AE). A diamond stylus was moved across the film by phonograph under progressively increasing load. A low-frequency transverse swing is superposed on the stylus. This swing width corresponds to the friction property. And, to evaluate the adhesion strength of various materials containing DLC films, AE detection points was inspected to know a critical load of film.

A ball-on-disk type tribometer was used to investigate lubrication properties by rotating the sample with the application of a certain load on an AISI440C (SUS440C) ball indenter. To investigate the boundary lubrication properties of DLC films, lubricant-containing with extreme-pressure additives, such as molybdenum dithiocarbamates (Mo-DTC) were used. Lubrication properties of DLC films were evaluated under conditions of a load 5.0 N, rotating speed 100 rpm, sliding speed 31.4 mm/s and 6000 total reciprocation cycles.

RESULT AND DISCUSSION

Scratch Properties of Metal Containing DLC Films

The friction properties and critical loads of metal containing DLC and DLC without metal films are displayed in Figure 1. The slope of curves gives the coefficients of friction. The $W_c$ in Figure 1(a) shows critical loads by AE detection. The critical load of DLC film without metal is 65 mN higher than that of ferrous and titanium containing DLC films. And, the friction coefficient of titanium containing DLC film and DLC film without metal were obtained stable friction. The ferrous and titanium containing DLC films show the increasing critical loads as shown in Figure 1(b). Especially, the critical load of titanium containing DLC film deposited by using a target of 1/16 is nearly two times larger than that of DLC film without metal. And, ferrous and molybdenum containing DLC films show the
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(a) Friction force

![Image]

(b) Additive element dependence on critical load

Figure 1 Friction properties and critical loads of metal containing DLC and DLC without metal films
highest critical load, when they were deposited using a target of 1/32. The metal containing DLC film shows maximum adhesion strength with addition of an appropriate metal.

Lubrication properties of various materials containing DLC films

Result of lubrication properties of various materials containing DLC films is show in Figure 2. For both SCM415 and silicon wafer, friction coefficients are 0.15. The friction coefficient of DLC film without metal shows 0.2, it is higher than those of silicon wafer and SCM415. In this case, the lubrication effect of Mo-DLC containing oil is negligible in DLC films without metal. In comparison, the friction coefficient of ferrous containing DLC films is actually high initially but it diminishes to 0.07 with boundary lubrication. And, TiO$_2$-containing DLC film shows decreasing friction from 2,000 rotating, that becomes to $\mu = 0.07$. Under the same conditions, it is shown that titanium containing DLC film has the lowest friction coefficient, $\mu = 0.05$. The friction coefficients of metal-containing DLC films such as Ti, Fe and TiO$_2$ additive tend to decrease slowly even though their values are initially high. These results are considered to be due to the other materials containing DLC films having active sites that react with extreme-pressure additives under friction.

Figure 3 shows the dependence of friction coefficients in the case of boundary lubrication of titanium containing DLC films on metal target size. The friction coefficient becomes markedly low, $\mu = 0.03$, when titanium target area ratio is 1/32. Therefore, the mechanism of the low friction coefficient of titanium containing DLC film is deduced to be lower friction reactant with addition of an appropriate metal. These results are corresponding to the adhesion strength by scratch test.

The viscoelastic characteristics of sliding areas were evaluated by AFM force modulation (ref. 6). We measured 5 points of sliding track (A-E) and a point of no-sliding area (F). Viscoelastic properties such as phase lag of sliding.

![Figure 2 Variation in friction coefficient of Lubrication properties of specimens under boundary lubrication.](image)

![Figure 3 Lubrication properties of titanium containing DLC films](image)
Figure 4 Phase lag of sliding track and non-sliding track.

track (A-E) and no-sliding track were shown in Figure 4. There are large difference in phase lag between sliding tracks and no-sliding area as shown in Figure 4. Phase lag was about 55 degree in sliding tracks A-E and about 45 degree in no-sliding area, when frequency is 100 Hz. This result indicates that the viscoelastic characteristic of a sliding track differs greatly from that of the no-sliding area. It is considered that the reactant was formed on the track by friction under boundary lubrication with Mo-DTC containing lubricant.

CONCLUSION

The boundary lubrication properties of DLC films with other additive materials were investigated in friction test as with Mo-DTC containing lubricant and their viscoelastic properties of sliding parts were evaluated. The main results are as following.

[1] The metal containing DLC film shows maximum adhesion strength with additive of an appropriate metal.
[2] The low friction coefficient of titanium containing DLC film is deduced to be lower friction reactant produced by sliding.
[3] Reactant was formed on the track by friction under boundary lubrication with Mo-DTC containing lubricant.
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SOLID LUBRICANT PROPERTIES OF CARBON NANOMATERIALS AND THEIR POLYMERIC COMPOSITE COATINGS,
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Abstract
Co-continuous alumina/aluminum based composites with excellent physical and mechanical properties offer great potentials for lightweight, wear resistant, and high temperature applications. The development of suitable coating materials will provide low coefficient of friction to extend life under different environments for aerospace applications. In this study, carbon powders containing diamond clusters or fullerene were burnished onto the surface of alumina/aluminum substrates. These powders and e-nanofiber materials were also incorporated in polymer matrices and were spin coated onto the alumina/aluminum composites. Performance of a newly developed aerospace thermoplastic material and two currently used aircraft canopy materials were chosen as the matrix materials for comparison. Tribological evaluation of alumina/aluminum composites with and without coatings was performed against 440C stainless steel balls using pin-on-disc wear tests at 0.2 m/s sliding velocity, 0.25 N, and 0.75 N normal load. The morphology and wear tracks on the composite discs and material transfer to the steel balls were examined using a scanning electron microscope. Raman analysis was performed to determine the chemical bonding of the as-burnished materials and the changes after wear tests. The effects of reinforcement or lubricant material, polymer matrix material and test environment on the friction behavior will be presented.
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Tribological properties of Ti-DLC films on various polymers
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Our study is to search for tribological properties of diamond-like carbon (DLC) film known as anti-wear hard thin film on various polymers. This report discusses the deposition of DLC films on various polymer substrates in vacuum by magnetron radio frequency (RF) sputtering method with using argon plasma and graphite, titanium target. The properties of friction and wear were measured using a ball-on-disk wear -testing machine. The properties of friction and wear were remarkably improved by DLC coating. Furthermore, the composition of DLC film was been analyzed by using auger electron spectroscopy (AES). The wear rate of titanium-containing DLC film was lower than that of no-metal-containing DLC film.

Keywords: Diamond-like Carbon, DLC, Ti-DLC, Thin film, Coating

1. INTRODUCTION
Since the polymer material has the outstanding tribological characteristic, it is used in various fields such as tribo-material [1], [2]. However, with the constant demands for the improved performance such as hardness, heat resistance and wear resistance, development and application of the latest technology is the must. Research of hard coating, such as a DLC film was done in order to solve this problem [4,5]. Moreover, examination of metal-doped DLC film was also performed for the purpose of improving the characteristic of DLC film [6,7]. This research is focused on studying and investigating the tribological characteristics of various Ti-DLC film [8,9] coated polymer materials and their influences on the improvement of requested performance.

2. EXPERIMENTAL METHODS

2.1 Polymer substrates
Polyimide (PI) and Polyamide6 (PA6) were used as substrate.

2.2 Film deposition
Magnetron RF sputtering equipment was used in forming a DLC film on a polymer material and its schematic illustration is shown in Fig.1. Graphite (C) was used as a target in this research. RF electric power (13.56MHz) was exerted on both substrate and target sides, DLC film was deposited by the magnetron radio frequency (RF) sputtering with forming Ar plasma in vacuum under conditions RF electric power 200W on target side and 0 ~50W on substrate side, vacuum pressure 10Pa, and depositing time 60 minutes. A fan-shaped piece of titanium was placed on the graphite target to deposit titanium-included film [4] on polymer substrate. Proportion of titanium in DLC film can be changed by increasing or decreasing the size of titanium placed on the graphite target.

Fig.1 Schematic illustration of magnetron RF sputtering

2.3 Friction and wear test
In order to determine the friction characteristic of DLC film coated polymer, the friction examination was carried out using a ball-on disk type wear-testing machine in a dry environment under following conditions the ball size, the material, and testing conditions were; SUS440C (φ6mm) indenter, load 1.0 N, rotation rate 100 rpm, turning-radius 3 mm, rotation 6000 times. A speed is 31.4 mm/s as a result of calculating from the above conditions. In order to determine a wear characteristics of the piece of a substrate, and indentation ball were observed by differential interference microscope.

2.4 Characterization of film
The formation of DLC film was analyzed using Auger Electron Microscopy (AES), and its hardness was measured by nano-indentation method using Atomic Force Microscopy (AFM). Using the silicon wafer as the substrate, the deflection of films was measured by measurement equipment. Based on the following Stoney formula (1), the internal stress in the DLC film was computed.

$$\sigma = 4Es\frac{d^2}{3(1-v)s}l^2df$$  ------ (1)
3. RESULTS AND DISCUSSIONS

Fig. 2 shows a relationship between friction coefficient and number of cycles. In DLC film, in the beginning of the test, friction coefficient shows a high value of approximately μ=0.8, and it is keep to the high friction coefficient till the end of test. In Ti-DLC (1/32) film, after the start immediately, its friction coefficient approximately μ=0.6 were shown and Ti-DLC(1/32) also shows a low value as compared with DLC film. Actually, the friction coefficient of Ti-DLC(1/32) becomes close to that of DLC film when increasing the number of cycles more than 1000 times. On the other hand, in Ti-DLC(1/16) film, its friction coefficient shows a low value of μ=0.5 in the beginning of test. Although the friction coefficient of Ti-DLC(1/16) film rose a little with increasing the number of cycles, the friction coefficient showed a low value as compared with DLC film and Ti-DLC(1/32) film. A damage of DLC film on surface is as observing the wear track after friction test, the damage of DLC film is large, but those of Ti-DLC(1/32) and Ti-DLC(1/16) are remarkably reduced differently due to the addition amount of Ti as measuring the transfer film formation on the indentation ball. This transfer film is considered to by one of the causes of friction coefficient reduction.

![Fig.2 Friction properties dependence on number of cycles](image)

The formation of the DLC film added titanium is investigated to strengthen the adhesion of a DLC film on Si-wafer and mechanical intensity. It was confirmed that the quantity of titanium contained in DLC film increased along with increasing piece size titanium used as target by the analysis of AES. Furthermore, it was known that addition titanium is uniformly distributed on the DLC film. With the measurement equipment and the Stoney formula (1), the internal stress of a film was calculated. As increasing the size of titanium, the internal stress of the film decreased (as shown Fig.3). When the proportion of titanium in the target was 1/16, the internal stress decreased approximately 30% compared to that of DLC film without titanium addition, which was 7GPa.

![Fig.3 Internal-Stress dependence of coating films](image)

Moreover, as shown in Fig.4, with nano-indentation method, the nano-indent hardness of the DLC film was approximately 35GPa. With the hardness of film with addition of titanium increased to 43 GPa when the proportion of titanium target is 1/16. It is considered that the combination of titanium and carbon can terminate dangling bond of DLC film in the molecular level. The quantity of TiC contained in Ti-DLC film with the increase in the area of Ti target by this increases, and it is thought that hardness improved. Moreover, that the hardness of Ti-DLC became high because of the TiC with increasing the size of Ti target [9].

4. CONCLUSIONS

The tribology characteristics, such as friction coefficient and wear-resistance were improved by forming a DLC film on a polymer material. Farther it was confirmed that by adding titanium in a DLC film, the internal stress of a surface film can be decreased and hardness is improved.
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TRIBOLOGICAL PERFORMANCE OF Cr-CONTAINING DLC FILMS
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ABSTRACT

Diamond-Like-Carbon films have been widely recognized as being a wear-resistant solid lubricant with a low friction coefficient. Recently, there have been many attempts to improve the tribological behavior of DLC films by the addition of various metals. In this study, in order to apply for severe sliding conditions, for example, for auto-motive parts, etc., tribological performance of Cr-containing DLC films has been investigated. Cr-containing DLC films were deposited by means of an ion-plating having electrical resist-heating unit for Cr vaporization. The reactive evaporation between C vapor using electron-beam and Cr vapor has been carried out under various plasma-gas conditions. DLC films were also prepared using same ion-plating for comparison. Tribological performances of the films were demonstrated by means of a ball-on-disk tribometer under various lubricating environments. Friction coefficient of Cr-DLC film is lower than that of DLC film under oil lubrication with appropriate additives.

Keywords: Cr-containing DLC films, Reactive ion-plating, Tribological performance, Oil lubrication

INTRODUCTION

Diamond-Like-Carbon (DLC) films have been widely recognized as being a wear-resistant solid lubricant with a low friction coefficient (ref. 1). Therefore, it is considered that DLC films are very useful for tribological coating on various industrial substrates. As an application development, it is promoted as a purpose of the tribological characteristic improvement to mechanism element, etc. However, according to industrial circumstances, we have many experiences that the enough performance is not shown, so that the development of a film is desired in such cases. Therefore, some improvements of mechanical properties of the film such as toughness improvement, etc., have been obtained from metal-containing DLC film (ref. 2). In addition, it has also been clarified that the excellent sliding characteristic have been shown by tribo-reaction in the friction surface under the oil environment including some various additives. Recently, there have been many attempts to improve the tribological behavior of DLC films by the addition of various metals. In this study, for the purpose of the further improvement on coated members, the result of formation of Cr-containing DLC films and their frictional property evaluation have been described.

EXPERIMENTAL

In the formation of Cr-containing DLC film, an ion plating equipment with the dual vapor source which consisted of resist heating evaporator for Cr layer formation and electron beam evaporator for C layer formation, have been used. Pure Cr metal (99.99%) and Gr (99.999%) were used as evaporation materials. Cr-containing DLC films were formed by controlling Cr content which respectively changed the evaporation boat temperature of Cr for 1100, 1150 and 1200 °C, during vapor deposition of C by constant electron beam (electron beam electric power : 10 kV, 100 mA ). In making to be an intermediate layer with the purpose of the adhesion force improvement, it has been formed at the thickness of Cr layer about 50nm. The thickness of formed film was made to be all samples being constant for 200nm. Si wafer (100) was used as a substrate. The deposition was carried out under Ar gas atmosphere at a pressure of 2.0 x 10⁻¹ Pa. Deposition conditions are shown in Table 1.

RESULTS AND DISCUSSION

Chemical composition of deposited films was analyzed by AES. Figure 1 shows AES spectra of the films. The spectra shown in this figure are given after etching by Ar ion (1kV, 2min) in respect of the film surface. From the figure, it was proven that Cr content for a film differed by changing the evaporation temperature of Cr, as intended. Cr content increased with increasing evaporation temperature. Though it was also found that N was also included in a film, the reason is uncertain at present. Other elements have not been detected.
The internal stress was obtained from the bend quantity of the substrate after film formation by the equation of Stony. Figure 2 shows the result of measured internal stress. The internal stress of the film also changes by difference between the Cr content, and their stress values of the films formed at evaporation temperature of 1100 and 1150 °C show lower than that of C film which does not contain Cr.

### Table 1  Deposition conditions.

<table>
<thead>
<tr>
<th>Sample</th>
<th>C Film</th>
<th>C-Cr Film (1100°C)</th>
<th>C-Cr Film (1150°C)</th>
<th>C-Cr Film (1200°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substrate</td>
<td>Si (100)</td>
<td>Si (100)</td>
<td>Si (100)</td>
<td>Si (100)</td>
</tr>
<tr>
<td>Film Structure</td>
<td>C</td>
<td>C-Cr/Cr</td>
<td>C-Cr/Cr</td>
<td>C-Cr/Cr</td>
</tr>
<tr>
<td>Evaporation Temperature</td>
<td>-</td>
<td>1100°C</td>
<td>1150°C</td>
<td>1200°C</td>
</tr>
<tr>
<td>Deposition Time (min)</td>
<td>Cr</td>
<td>60</td>
<td>50</td>
<td>30</td>
</tr>
<tr>
<td>Electron Beam Current (mA at 10 kV)</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Bias (-kV)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Filament Current (A)</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Bombardment (kV)</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
</tr>
</tbody>
</table>

**Fig. 1**  AES spectra of the films.

**Fig. 2**  Internal stress values of the films.
Tribological properties of various films have been evaluated by means of ball-on-disk type tribometer. Friction tests were performed at room temperature and under dry condition and various oil lubrications (base oil: SAE #30, additives: MoDTC, ZnDTP and Ca sulfonate). The stainless steel ball indenter (SUS440C, 6 mm in diameter) was used for the experiment. Applied load and disk rotation speed were 1 N and 100 rpm, respectively. Figure 3 shows friction coefficients and specific wear rates for the films under dry condition. Friction coefficient of the film formed at a temperature of 1200 °C was same as that of DLC film, showing low values of about 0.05. However, the friction coefficients of the films deposited under other conditions showed high values. The wear rate increased with the increase in friction coefficient. Figures 4, 5 and 6 show friction coefficients and specific wear rates for the films under various oil lubricants. Fig. 4 shows these properties of the individual films under oil with ZnDTP additive. The friction coefficients were almost same of about 0.2 for all films in this case. Fig. 5 also shows these properties under oil with MoDTC additive. From this figure, it was observed that the friction coefficient showed low value under 0.1 for all films, and these values were lower than those under dry condition. The effect of the frictional improvement remarkably appeared in this case. Figure 6 shows friction coefficients and specific wear rates for the films under oil lubrication with containing all additives. The friction coefficient showed very low value of under 0.05 for all films. Especially, the wear rate of the Cr-containing film formed at 1150 °C showed lower value than that of DLC film.

Fig. 3 Friction coefficients and wear rates of the films under dry condition.

Fig. 4 Friction coefficients and wear rates of the films under oil lubrication (ZnDTP).
CONCLUSIONS

The obtained results are summarized as follows:
(1) By changing the evaporation temperature of Cr, it was possible to control Cr content for a film.
(2) Internal stress of formed film depended on the Cr content.
(3) Friction coefficient and wear rate of the film was affected by adding Cr.
(4) Tribological properties of the films were improved when the film was deposited under Ar atmosphere.
(5) Tribological properties of the films were influenced by oil additives, due to tribo-reaction effects.
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ABSTRACT

Fluorinated amorphous diamond-like carbon films (a-C:F) were prepared on room-temperature (100) Si substrates using radio frequency plasma enhance chemical vapor deposition (rf PECVD) by varying the ratio of carbon tetrafluoride and methane (CF₄:CH₄). The films formed were investigated in terms of the surface morphology, chemical composition, microstructure, mechanical properties, and surface free energy by means of atomic force microscopy (AFM), x-ray photoelectron spectrum (XPS), micro-scratch test, nano-indenter test and contact angle measurement. It was observed that with increasing CF₄:CH₄, the roughness and F content of the a-C:F films increased while the hardness, Young’s modulus and surface energy decreased. The microstructure of the films also changed from diamond-like to graphite-like. The reduction of the film surface energy with varying F content is believed to be mainly due to the change of bonds in the film, i.e., the decrease of -C-CF bond and corresponding increase of –CF, -CF₂, as evidenced by XPS results.

Keywords: Fluorinated amorphous diamond-like carbon films; x-ray photoelectron spectrum; surface free energy
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1. INTRODUCTION

Diamond-like carbon (DLC) films are known for their high hardness, wear resistance, chemical inertness, and low friction coefficients [1]. The properties of DLC may be modified by incorporation of dopants [2], such as silicon, fluorine, nitrogen, oxygen and various metals. It has been reported that incorporation of fluorine into DLC film will greatly reduce its surface free energy but almost keep DLC-behavior [3]. The non-wetting behavior combined with DLC superior properties allows numerous practical applications in nonstick kitchenware and protective coatings for optics. The surface free energy of materials is a characteristic factor, which affects the surface properties and interfacial interactions such as adsorption, wetting and adhesion, etc. In addition, fluorinated amorphous carbon films have been intensively investigated as a possible candidate due to its low-dielectric constant.

In this work, radio frequency plasma enhanced chemical vapor deposition (rf PECVD) was employed to prepare fluorinated amorphous DLC film (thereafter denoted as a-C:F) using carbon tetrafluoride (CH₄) and methane (CF₄) as precursors. The deposition was performed as a function of CF₄/CH₄ ratio at rf power of 60 W. The films properties were investigated by means of contact angle measurement, atomic force microscopy (AFM), x-ray photoelectron spectroscopy (XPS), Raman spectroscopy, scratch test and nano-indenter. The emphasis studied was placed to investigate the factors affecting the film surface energy.

2. EXPERIMENTAL DETAILS

2.1 Film preparation

The experimental setup, capacitively coupled radio frequency (13.56MHz) plasma enhanced chemical vapor deposition (rf PECVD) is asymmetrical in its configuration. Self-bias will be produced on substrate cathode during the deposition. This self-bias originates from the large difference of motion speed between electrons and ions in plasma [4], and depends on process parameters such as rf power applied, as shown in figure 1. After being ultrasonically cleaned in acetone, methanol and de-ionized water in sequence, (100) Si substrates were placed on the cathode electrode kept at room temperature by cooling water. The base vacuum in the chamber is ~3×10⁻⁴ Pa. Before deposition, the substrates were in-situ sputter cleaned for 10 min in argon plasma operated at 100 W. High-purity CH₄ and CF₄ were led into chamber as gas precursors. A very thin carbon interlayer was first deposited to improve the overall adhesion, and then a-C:F films were deposited at varying CF₄/CH₄ flow rate ratio (referred to as CF₄:CH₄) and 60 W power. A DLC film deposited by the same setup was used as a reference sample (DLC Ref.). During deposition, the process pressure was fixed at ~6.5 Pa.

![Figure 1. Relationship between self-bias and rf power.](image)

2.2 Surface energy calculation

The surface free energy of the samples is generally obtained from measuring contact angle formed when liquid drops on the sample surface. The relationship between surface energy of the sample ($\gamma_S$) and the contact angle ($\theta$) is universally described by the Young equation [5].
γ_S = γ_L \cos \theta + γ_{LS}

where γ_L is the known surface energy of the testing liquid, γ_{LS} is the unknown interfacial energy of the film/liquid. To eliminate γ_{LS} from the equation, many methods have been developed based on consideration of the intermolecular forces. Among all, three methods [6-8] are often used, namely the harmonic mean equation (a), the geometric mean equation (b) and acid-base equation (c). They are expressed respectively as follows,

\[\gamma_{LS} = \gamma_S + \gamma_L - 4 \left( \frac{\gamma_S \gamma_L}{d} + \frac{\gamma_S \gamma_L}{p} \right) \]  
(a)

\[\gamma_{LS} = \gamma_S + \gamma_L - 2 \left( \sqrt{\frac{\gamma_S \gamma_L}{d}} + \sqrt{\frac{\gamma_S \gamma_L}{p}} \right) \]  
(b)

\[\gamma_{LS} = \gamma_S + \gamma_L - 2 \left( \sqrt{\frac{\gamma_S \gamma_L}{d}} + \sqrt{\gamma_S \gamma_L} \right) \]  
(c)

where γ with superscript d and p means a dispersion component and a polar component, γ with superscript LW, + and − stands for a Lifshitz-van der Waals component, Lewis acid component and Lewis base component. Three liquids with different polarity, de-ionized water, methylene iodide (CH_2I_2) and formamide, were applied for the measurement. The contact angle was averaged over four data obtained from different spots on the samples for each liquid. Comparison was also made on the surface energy calculated from the above methods.

It should be pointed out that another surface energy - critical surface energy (γ_c) is often mentioned elsewhere. This critical surface energy is introduced by Zisman [9], and is the surface energy of a reference liquid which fully wets the sample surface, i.e., γ_c = γ_L = γ_S at θ = 90°. In this work, this value was not given.

2.3 Other characterizations

The surface morphology of the films was observed over 1 μm x 1 μm by a scanning atomic force microscope (AFM, Nanoscope IIIa) with a tapping mode. The chemical composition and bonding states of the films were characterized by x-ray photoelectron spectroscopy (XPS) with Al Kα line (1486.6 eV) as the exciting source. In this characterization, the system was calibrated by the binding energy (~284.7 eV) of C1s and all samples were analyzed without surface etching. A micro-Raman spectroscopy (Renishaw 1000) with 514.5 nm Ar⁺ laser was used to study the film microstructure, where the laser output power used was ~ 2 mW. The adhesion property was analyzed by micro-scratch test. Scratch test parameters used were as follows: progressive type, a maximum load of 25N, loading rate of 4N/min, the scratch length of 5mm Rockwell-type diamond indenter with 200 μm radius. The hardness (H) and Young’s modulus (E) were characterized by a nanoindenter (Nanoindenter II, Nano Instruments), where the continuous stiffness option was used and the maximum load was 10 mN.

3. RESULTS

3.1 Surface morphology

Figure 2 gave a typical AFM image of the a-C:F films. The films deposited were all uniform and smooth. Compared with DLC reference sample (0.17nm), the a-C:F films exhibited more rougher surface. The surface roughness also increased with CF_4:CH_4, from 0.23 nm at 1:4 to 0.28 nm at 4:1, as shown in figure 3. The increase was possibly caused by fluorine preferential etching of the films since the films were not ideally isotropic. In addition, the variation of the roughness with the ratio seemed not monotonous.
3.2 Chemical compositions and bonding states

Figure 4 showed the C1s local XPS spectrum for the film deposited at 1:1. It was well decomposed into four peaks, which centered at ~284.9, ~287.4, ~289.8 eV and ~292.3 eV, respectively. Due to surface contamination and charging effect during XPS analysis, it is very complex and also still controversial to identify these peaks. According to H. Touhara et al [10], the peak at 285 eV was assigned to the carbon atoms with the mixed bonded structures of sp² and sp³ configurations, and the peak at 287 eV was due to the carbon atoms bonded to oxygen. In addition, the peaks with 289 and 291 eV were ascribed to CF bonds and CF₂ bonds, respectively. The peak at ~292 eV was not reported. In other references [11-14], assignment was made between binding energy and structural unit as: -C-CH (284.6 eV), -C-CF (287.4 eV), -CF (289.5 eV), -CF₂ (292 eV), -CF₃ (294 eV). Based on the above data and the fact that a small amount of oxygen occurs on the films surface and hydrogen always occurs in the PECVD-deposited films as reflected in the Raman spectrum below, assignment is done as follows: -C-C and -C-CH (284.6 eV), -C-CF and -C=O (287.4 eV), -CF (289.8 eV) and -CF₂ (292.3 eV), where the fraction of -C-CH and -C=O should be much lower than that of -C-C and -C-CF, respectively. On the other hand, F atomic concentration can be obtained following the equation,

\[
at.% = \frac{(A_i/S_i)}{\sum_i(A_i/S_i)}
\]

where \(A_i\) is the area of the peak of element \(i\) in the spectrum, and \(S_i\) is the sensitivity factor of element \(i\).
where subscript is film element, A and S is the peak area and sensitivity factor of the element \( (S = 0.78, 1.00 \text{ for C1s and F1s} \ [10]) \). Similarly, the bond concentration was also done according to the relevant peak area divided by the sum of all the Peaks area. Their concentrations were presented in figure 5, with varying \( \text{CF}_4: \text{CH}_4 \). It was observed that F was incorporated into the films with addition of \( \text{CF}_4 \), and then increased correspondingly with \( \text{CF}_4: \text{CH}_4 \). At \( \text{CF}_4: \text{CH}_4 \) of 1:4, F incorporated existed primarily in the form of CF bond state (-C-CF and –CF). The amount of –C-CF was greater than that of –CF. As \( \text{CF}_4: \text{CH}_4 \) increased up to 4:1, the former content decreased while the latter concentration increased relatively slightly. What’s more, when \( \text{CF}_4: \text{CH}_4 \) increased to 1:1, another bonding state, C-F\(_2\) appeared in the films. Afterwards, C-F\(_2\) content gradually increased with increasing \( \text{CF}_4: \text{CH}_4 \).

![Figure 4. C1s XPS spectrum of the film (1:1).](image)

![Figure 5. Concentrations of F and bonds of films at different \( \text{CF}_4: \text{CH}_4 \).](image)

### 3.3 Microstructure

The microstructure of the a-C:F film was very similar to that of DLC (not shown), where G-band (“graphite”, \( \sim 1540 \text{cm}^{-1} \)) and D-band (“disorder”, \( \sim 1340 \text{cm}^{-1} \)) were obviously observed after fitting. The G band originates from the symmetric E2g vibrational mode in graphite-like materials, while the D band arises from the limitations in the graphite domain size induced by grain boundaries or imperfections [15], e.g., sp\(^3\) carbon, or other impurities. Quantitative analysis (figure 6) revealed that the intensity ratio of D- and G-band \( (I_D/I_G) \) increased, and G-band shifted upward with increasing \( \text{CF}_4: \text{CH}_4 \), which were due to an increased number of sp\(^2\) bonds and the formation of sp\(^3\) clusters in the amorphous network, i.e., rings or chains [16]. This result indicated the films became more graphitic with the increase in F content. It was also found that photoluminescence (PL) background appeared in
Raman spectra, and decreased with more addition of CF$_4$. The PL is generally believed to originate from hydrogen (H) or be due to that film is polymer-like as confirmed in carbon nitride film [17-19]. In our case, the films deposited are diamond–like carbon as disclosed below. It is therefore concluded the PL here is ascribed to H atoms in the films, where some hydrogen atoms are replaced by F atoms due to F incorporation and the PL intensity is reduced correspondingly.

3.4 Mechanical properties

Scratch test disclosed the a-C:F films were all well adhesive to the substrate (not shown). The hardness (H) and Young’s modulus (E) can be calculated from the indentation load-displacement data [20]. It was drawn that the film hardness and modulus both decreased with increasing CF$_4$:CH$_4$ (figure 7). As shown, with the introduction of CF$_4$ gas, the film hardness and modulus slightly dropped compared with that of DLC reference sample. When CF$_4$:CH$_4$ increased, they further decreased. The lowest hardness was ~ 16GPa larger than that of Si substrate (~12GPa). This hardness feature of the films is guaranteed by the above-mentioned self-bias produced on the substrate, which increases the bombarding energy of deposited species and therefore results in the formation of DLC films [21]. The decrease in the film hardness is believed to be partly due to change in the microstructure as concluded from Raman analysis, i.e., more graphitized with more incorporation of F into the films. Another cause is possibly the reduction in the internal stress of the films induced by F incorporation into the films.
3.5 Surface free energy

Figure 8 showed the variation of the film surface energy with varying CF₄:CH₄. From (a), after introduction of CF₄ at 1:4, the surface energy was sharply reduced compared with that of DLC reference sample, suggesting that something like chemical composition altered in the films. The reduction extent calculated from the geometric mean method was more than those from the other two. On the other hand, the reduction rate did not vary until CF₄:CH₄ reached 1:2. After that, the reduction rate increased. As CF₄:CH₄ increased to 2:1, the surface energy seemed to drop most quickly. The change in the reduction rate was very similar for all the methods. From (b), (c) and (c), it was also concluded that the reduction in the surface energy was largely ascribed to the decrease in the dispersion component, which was not dependent on the calculation approaches.

![Figure 8. Surface energy of the films deposited at the different CF₄:CH₄.](image)

4. DISCUSSION

In general, the surface roughness affects the measured contact angle and therefore the surface energy. According to Neumann [22], a model similar to that for heterogeneous solid surface can be developed in order to account for surface irregularities, being given by Wenzel’s equation,

$$\cos \theta = r \cos \theta_0$$

where $\theta$ is the measured contact angle, $\theta_0$ is the thermodynamical value for the smooth surface, and $r$ quantifies the surface roughness (ratio of the real area of the surface to the apparent area of the geometrical interface). Clearly, more rougher the contact surface (larger $r$) is, more smaller is the observed contact angle (larger surface energy). However, as concluded from the AFM test (figure 2) and the contact angle measurement (figure 8), with increasing CF₄:CH₄ the film surface roughness increased while the surface energy decreased. Therefore, the relationship between the roughness and the measured contact angle does not follow the above equation. As such, it is concluded that the roughness plays a negligible role on the surface energy. This may be ascribed to the fact the surface roughness is so small. A similar result for other materials was reported elsewhere [23-25].

The effect of F content in the films on the surface energy is very noticeable (figure 5 and figure 8). As pointed out above, besides a small fraction of -C-CH and -C=O bonds, there are -C-C, -C-CF, -CF and -CF₂ bonds in the films, where -C-C bond is the backbone of DLC film. The bonding states and their contents changed with increasing F content. With increasing F content up to ~37%, -C-CF bond content decreased and -CF increased, while the
surface energy decreased. Especially, at F content of ~30 at.%, -CF₂ appeared and thereafter also increased with F content. The bonds associated with F have a corresponding trend as the surface energy does with increasing F content. It is thus concluded that the reduction in the surface energy is mainly caused by the decrease of -C-CF bond and the increase of –CF and –CF₂ bonds. The introduction and increase of -CF₂ is maybe responsible for the accelerating decrease in the surface energy since –CF₂ is a basic unit of PTFE, which is a simple linear C-C backbone with two F atoms on each C atom and possesses the lowest surface energy.

The effect of the film microstructure on the surface energy was very negligible. The film became more graphitized as more F was incorporated. This graphitization should not account for the reduction of the surface energy.

It is well known that surface energy originates from the unbalance of the force between atoms or molecules inside and interface. Generally, the polar component results from three different intermolecular forces due to permanent and induced dipoles and hydrogen bonds, whereas the dispersion component arises from instantaneous dipole moments [23]. So, the variation of -C-CF, –CF and –CF₂ bonds mainly lowered the dispersion component, and therefore reduced the surface energy of the film significantly.

5. CONCLUSIONS

Fluorinated amorphous diamond-like carbon films (a-C:F) were prepared on room-temperature (100) Si substrates by rf PECVD. The films were investigated in terms of the surface morphology, chemical composition, microstructure, mechanical properties, and surface free energy by means of atomic force microscopy (AFM), x-ray photoelectron spectrum (XPS), micro-scratch test, nano-indenter test and contact angle measurement. It was observed that with increasing CF₄:CH₄, the roughness, F content of the a-C:F films increased while the hardness, Young’s modulus and surface energy decreased. The films also became more graphitized. The reduction of the surface energy with varying F content is believed to be mainly due to the change of bonds in the film, i.e., -C-CF bond decreased and –CF, -CF₂ increased. The roughness and the microstructure played negligible roles in affecting the film surface energy.
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ABSTRACT

Deposition of carbon fluorinated (C-F) and Graphite/PTFE films using RF magnetron sputtering is reported in this article. The films fabricated with forming argon plasma and laying several millimeter size of poly-tetra-fluoro-ethylene (PTFE) up graphite as targets are characterized using fourier transform infrared spectroscopy, automatic contact angle meter, surface free energy analyzer and surface profile measuring system. Results indicate that there have been C-F bonding and Carbon amorphous structure existing in modified surfaces, the water-repellence of surface modified under different conditions has been increased, and their surface free energy shows lower as comparing with silicon substrate essentially due to C-F bonding existing. In addition, in order to understand the micro-mechanical characteristics of the films in detail, the viscoelastic properties of surface deposited films were studied with atomic force microscope (AFM). Tan $\delta$ of PTFE film is low around 0.1. It could be confirmed that viscoelastic properties of surface are able to be changed and improved by surface modification method.

Keywords: C-F bonding, AFM, viscoelasticity, PTFE.

INTRODUCTION

Surface modification by Physical Vapor Deposition (PVD) has been greatly paid attention and applied in recent years. For silicon applied extensively in many fields, it is quite difficult to realize silicon processing because the adhesion and friction of its surface is so large. Graphite/PTFE and carbon fluorinated films are well known for advanced tribological, mechanical properties, and their many applications in high technology areas. It has been reported that deposition of PTFE on silicon wafers was successfully performed to improve its self-lubrication and water-repellence due to weak interaction of C-F combination between their superficial molecules [1].

In this article, we attempt to fabricate Graphite/PTFE films on silicon wafers for the propose of improving friction, water-repellence, mechanical and viscoelastic properties by radio frequency (RF) magnetron sputtering with argon plasma using target PTFE and graphite as targets. The surface conditions of modified silicon were characterized and films deposited with different targets and deposition times were compared. Their viscoelastic properties also were evaluated in this paper.

EXPERIMENTAL METHOD

Fig. 1 shows the schematic illustration of RF magnetron sputtering equipment. Silicon (100) wafer was used as substrate. Firstly, Graphite-PTFE films were synthesized on silicon in a sputter deposition chamber with argon plasma and dual PTFE/Graphite targets by adjusting the size of target PTFE and deposition time shown in Table. 1. Secondly, deposition of Graphite films was finished using only graphite as a target under deposition conditions shown in Table. 2. In order to evaluate tribological properties of C-F films on silicon substrate, C-F films deposited under different conditions were examined by some analytical techniques for investigating C-F binding, thickness value, self-lubrication, and water-repellence. Contact angle measurement was performed using refined water and Iodine methane to measure surface free energy. With a Fourier transform infrared spectroscopy (FT-IR), the chemical bonding features of C-F films were investigated. Furthermore, viscoelastic properties such as storage modulus, loss modulus and Tan $\delta$ were evaluated by means of atomic force microscope (AFM) [2]. These
properties of C-F films were compared with those of untreated silicon and PTFE films reported in our previous paper [3] to clarify the effect of modification due to different deposition conditions.

**RESULT AND DISCUSSION**

**Measurement of surface free energy**

To know the surface conditions of depositing Graphite/PTFE and Graphite films on silicon and compare with PTFE deposited film. Surface free energy of various film deposited silicon was evaluated using a water drop. Fig. 2 shows drop profiles of film deposited silicon wafer. As comparing with a drop contact angle 36.5 degree of refined water on untreated specimen, Graphite, Graphite/PTFE and PTFE deposited films respectively increase to 79.7 degree, 85.5 degree and 108 degree and it indicates that the surface tension of deposited specimens decrease due to surface modification [4].

Fig. 3 shows the contact angles measured with three kind liquids such as refined water, etc. and surface energy was displayed in Fig. 4. According to Extended Fowkes's theory of 3, surface free energy (γs) is the sum of

---

**Table 1. Graphite-PTFE films deposition condition**

<table>
<thead>
<tr>
<th>Apparatus</th>
<th>Radio frequency (RF) sputtering equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas pressure (torr)</td>
<td>Argon, $3.4 \times 10^{-2}$</td>
</tr>
<tr>
<td>Target (mm²)</td>
<td>Graphite, PTFE (7 × 7)</td>
</tr>
<tr>
<td>RF power (kW)</td>
<td>$0.2 \sim 0.5$</td>
</tr>
<tr>
<td>Deposition time (min)</td>
<td>20</td>
</tr>
</tbody>
</table>

**Table 2. Graphite films deposition condition**

<table>
<thead>
<tr>
<th>Apparatus</th>
<th>Radio frequency (RF) sputtering equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas pressure (torr)</td>
<td>Argon, $3.4 \times 10^{-2}$</td>
</tr>
<tr>
<td>Target (mm²)</td>
<td>Graphite</td>
</tr>
<tr>
<td>RF power (kW)</td>
<td>$0.2 \sim 0.5$</td>
</tr>
<tr>
<td>Deposition time (min)</td>
<td>15</td>
</tr>
</tbody>
</table>

**Fig 1. Schematic illustration of RF sputtering.**

**Fig 2. Refined water drop profiles of untreated, Graphite and Graphite/PTFE deposited on Silicon.**
dispersion force (γsd), dipole force (γsp), and hydrogen bond (γsh) as following equation,

\[ \gamma_s = \gamma_{sd} + \gamma_{sp} + \gamma_{sh} \]

It is considered that surface free energy of silicon is reduced from 71.5mN/m to 40.2mN/m and 17mN/m because C-F bond were formed on silicon with Graphite and PTFE sputtering treatment.

FT-IR measurement of C-F bonding

IR is a common characterization tool for C-F compounds as C-F bond shows a distinct feature. A distinct absorption band assigned to a C-F stretching is noted around the wave number of 1200 cm\(^{-1}\) [5]. As shown in Fig. 5, it is seen that there is a peak near 1200 cm\(^{-1}\) in PTFE target because PTFE possesses a typical C-F combination. Graphite-PTFE and PTFE films display an obvious peak around 1200 cm\(^{-1}\). However, there is not the absorption to appear in carbon film. On the basis of this result, the characteristic bonds of C-F appear indicating that the C-F combination is formed when depositing the PTFE and carbon/PTFE films using PTFE as a target.

Evaluation of viscoelastic properties

As comparing viscoelastic properties of carbon fluorinate and carbon film deposited on silicon with untreated silicon, it is found that their viscoelastic properties are different due to used targets and deposition time. As shown in Fig. 6 (a), PTFE itself employed as a target displays a typical storage modulus which is smaller than 10 GPa. Simultaneously, it could be found that storage modulus of PTFE and PTFE-Graphite exhibit a low storage modulus.
under 20 GPa when loading frequency is below 100 Hz. It is inferred that storage modulus decrease due to C-F bonding existing. This result is corresponding to that of FT-IR measurement, whereas storage modulus of untreated substrate and Graphite film shows a high value over 20 GPa. With load frequency increasing to 150-300Hz, all storage modulus tend to being about 20 GPa. Observing Fig. 6 (b), loss modulus of untreated silicon is approximately similar to that of Graphite deposited silicon. As the film was deposited under PTFE and graphite, its loss modulus was decreased under 15 GPa. On other hand, it is very obvious that loss modulus is extensively changed close to small value which is the same as loss modulus of PTFE target. It is confirmed that loss modulus could be remarkably lowered due to weak interaction of C-F bonding formed in films. Fig. 7 indicates that Tan δ of PTFE film deposited is under 0.1 at a range of loading frequency from 0 from 220Hz. As observing Fig. 6, it is easily found that viscoelastic properties of Graphite/PTFE films deposited silicon are situated between those of Graphite and PTFE film deposited on silicon.

![Graph of storage modulus](image1)

![Graph of loss modulus](image2)

**Fig 6. Viscoelastic properties of the films.**
CONCLUSION

PTFE, PTFE-Graphite, Graphite films were deposited on silicon substrates by means of magnetic sputtering using PTFE target and dual PTFE and Graphite targets. The surface structure conditions, water-repellence and tribological properties were studied. Based on PTFE target, surface free energy of PTFE and PTFE-Graphite films were lowered and their viscoelastic properties were obviously changed. It is confirmed that surface structure and tribological properties of modified silicon substrate were improved due to weak interaction of C-F combination. Tan δ of PTFE film deposited on silicon is shown very lower. As observed Graphite film, its storage modulus, loss modulus and Tan δ is basically the same as those of untreated silicon. It is clarified that the effect of deposited film on mechanical properties is different depending on using target, and tribological properties of PTFE and PTFE-Graphite films were remarkably improved due to C-F combination.
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ABSTRACT

Amorphous carbon (a-C) and carbon nitride (a-CN_x) films are promising for many industrial applications owing to their high hardness, wear resistance and solid lubricity. Nowadays, the films attract much attention as biomedical, since the films have chemical and mechanical durabilities in vivo. A CN_x frequently shows excellent wear resistance, even though its hardness is not so high in comparison with a-C. Tribological properties of such films have been intensively studied in relation to chemical structures of the films. However, those are not sufficiently elucidated.

In this study, a-C and a-CN_x films are deposited by shielded arc ion plating (SAIP) with arc current of 60 A, bias voltage in the range from 0 to 500 V and gas pressure of 1 Pa. Mechanical properties of the films including hardness, elastic modulus, recovery, contact stiffness and plastic and elastic deformation energies were measured by a nanoindenter interfaced with an atomic force microscopy (AFM) using a diamond tip (Berkovich type: 65.3° of half angle). Wear resistant behavior of the films was studied by a ball-on-disc tribotester with a load of 5 N and a sliding speed of 100 mm/s. The nanoindenter was also applied to evaluate wear resistant behavior of the films in nm scale. To study chemical structures, the films were analyzed by X-ray photoelectron spectroscopy (XPS) and Raman spectroscopy. We will mainly discuss on the wear resistant behavior in relation to other mechanical properties of a-C and a-CN_x films measured based on nanoindentation, as well as the relation of the chemical structures to the tribological properties of the films.

Keywords: a-C film, a-CN film, shielded arc ion plating (SAIP), tribology, nanoindentation
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ABSTRACT

The carbon nitride has been proposed theoretically with a possible structure of $\beta$-C$_3$N$_4$, which have replaced Si of $\beta$-Si$_3$N$_4$ with C, by Liu and Cohen in 1989. It was announced that $\beta$-C$_3$N$_4$ had a higher bulk-modulus value than that of diamond. The research in forming C-N compounds has been actively done. Recently, it has been reported that carbon nitride film has showed a unique property, such as a high elastic recovery compared with DLC film, even if a structure of this film was amorphous. In this study, carbon nitride films have been deposited by means of the magnetically enhanced plasma ion-plating equipment. The following two methods of the deposition were investigated. One is the reactive ion-plating which is a reactive evaporation between carbon vapor and nitrogen plasma. The second is a method of an ionized evaporation caused by mixed gas plasma using hydrocarbon and nitrogen gases. Wear performance and deformation energy evaluation of the films were examined by the micro-wear and nano-indentation tests using AFM device having a peculiar transformer head added to the measuring units. Moreover, crystal structure and chemical composition of the film have been analyzed using FT-IR and XPS, respectively. The film formed with the ionized evaporation using C$_2$H$_2$-Ar-N$_2$ gas plasma showed that the hardness becomes harder than that of the film formed with the reactive ion-plating, due to the confirmation of C-N bonding structure from the result of FT-IR and XPS. When the film is formed under CH$_4$-N$_2$ gas plasma, it has been observed that no micro-wear of the film was occurred, resulting in showing good wear resistance. This is understood that the film shows large elastic recovery from the result of the deformation energy evaluation.

Keywords: Carbon nitride film, Ion-plating, Ionized evaporation, Micro-wear, Deformation energy evaluation

INTRODUCTION

The possibility with the bulk modulus over the diamond has been theoretically proposed by Liu & Cohen (ref. 1). The research on the synthesis of a crystalline carbon nitride thin film has been actively carried out. In particular, carbon nitride films show some excellent mechanical properties such as low friction and high wear resistance like DLC (refs. 2 to 7). Therefore, it is considered that the films are very useful for tribological coating on various industrial substrates. Although there have been some achievements in synthesizing very fine crystalline carbon nitride film (ref. 8), most such films were amorphous. The development of a method capable of generating consistent crystalline thin films is therefore eagerly awaited. Authors have also researched on the synthesis of carbon nitride thin films using the reactive ion-plating between C vapor by the electron beam and Ar-N$_2$ and C$_2$H$_2$-Ar-N$_2$ gas plasmas. The results have been found that it has not come to it in the synthesis of a film of the theoretical stoichiometry, though the carbon nitride film having a composition ratio N/C value of about 0.6 was possible. In present state, although there is some uneven profile in the film surface, but the film structure shows an amorphous state, so that it is difficult to synthesize a film with the high density. Therefore, a synthetic film does not show excellent tribological characteristic (low friction, high friction durability, etc.).

Since these situations were considered, the synthesis of the carbon nitride film was tried by means of an ionized evaporation in gas plasma formed using the same equipment. The C$_2$H$_2$-Ar-N$_2$ mixed gas was used in the formation of the gas plasma. In addition, the synthesis of a film was tried under the CH$_4$-N$_2$ mixed gas system in order to increase the content of nitrogen in the film. In this report, the tribological characteristic of carbon nitride film synthesized by ionized evaporation using above-mentioned C$_2$H$_2$-Ar-N$_2$ mixed gas, was compared with it of the film formed by ion plating. In addition, the similar evaluation was also carried out on the film formed by the CH$_4$-N$_2$ mixed gas.

EXPERIMENTAL

The Magnetically Enhanced Plasma Ion Plating (MEP-IP) (ref. 9) was used for this experiment. Schematic illustration of the equipment is shown in Fig. 1. Carbon nitride films have been deposited by means of ionized evaporation technique using C$_2$H$_2$-Ar-N$_2$ and CH$_4$-N$_2$ gas plasmas. The deposition conditions are shown in Table 1. Total gas pressure in the chamber during deposition was fixed at $6.6 \times 10^2$ Pa, gas flow ratio of C$_2$H$_2$:Ar:N$_2$ =
1:1:1, and \( \text{CH}_4 : \text{N}_2 = 1:1 \). RF bias applied to the substrate was variously changed. Ionization potential and ionizing current are fixed at 60 V and 16 A, respectively. Si wafer (100) was used for the substrate, and it took 30 min in the film formation time. Carbon nitride films produced by the reactive ion plating have been also carried out the similar evaluation for the comparison purpose. The film structure and composition are analyzed by means of FT-IR and XPS. In order to evaluate an intrinsic mechanical property of the film, the micro-mechanical properties of the films were examined by utilizing an atomic force microscope (AFM) in the nano-indentation test. In this test, the load applied to the indenter was set at 100, 200, or 300 µN with a constant loading rate of 50 µN/sec. A pyramidal diamond tip (Berkovich-type) was used as the indenter.

![Fig. 1 Schematic illustration of ion-plating used for this experiment.](image)

**Table 1 Deposition conditions.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substrate</td>
<td>Si wafer (100)</td>
</tr>
<tr>
<td>Total gas pressure</td>
<td>( 6.6 \times 10^{-2} ) Pa</td>
</tr>
<tr>
<td>Gas flow ratio</td>
<td>( \text{C}_2\text{H}_2 : \text{Ar} : \text{N}_2 = 1:1:1 )</td>
</tr>
<tr>
<td>Discharge potential</td>
<td>60 V</td>
</tr>
<tr>
<td>Discharge current</td>
<td>16 A</td>
</tr>
<tr>
<td>Substrate bias (RF): V_{dc}</td>
<td>-10 ~ -205 V</td>
</tr>
</tbody>
</table>

**RESULTS AND DISCUSSION**

Figure 2 shows the IR absorption spectra of the films measured using FT-IR. In this figure, data obtained from the films deposited by ionized evaporation (\( \text{C}_2\text{H}_2 - \text{Ar} - \text{N}_2 \)) under two cases of \( V_{dc} \) values of \(-25 - -30\) V and \(-85 - -90\) V. There is a strong absorption corresponding to the C-N combination, at wave number of around 1200 cm\(^{-1}\). The result of the film formed by ion plating for the comparison at the equal substrate bias value is also shown in the figure. It is clear that the absorption of ion-plated film is smaller than that of ionized-evaporated film.

Figure 3 shows the hardness of the film deposited by the ionized evaporation (\( \text{C}_2\text{H}_2 - \text{Ar} - \text{N}_2 \)), measured by nano-indentation test by means of AFM. The value of hardness is soft of around 5GPa for the film deposited under a low \( V_{dc} \) of \(-25 - -30\) V. In the case of higher \( V_{dc} \) of around \(-200 - -205\) V, the hardness indicated much higher value of about 30 GPa in the case of indentation load of 300 µN. It is found that the film deposited under a higher \( V_{dc} \) value shows the higher hardness. It was proven that these values were higher than a film...
deposited by the ion plating. In addition, measured hardness increased with increasing of the indentation load. In general, the value of measured hardness increases as indentation load is smaller, however, in this case, the reverse tendency is shown. It seems to base on being big in respect to elastic recovery of the carbon nitride film.

Figure 4 shows worn surface profiles after the micro wear test for the films formed in CH₄-N₂ gas plasma. It is found that the surface shapes of the films formed under Vdc values of −10 and −40 V are uneven, and the others show comparatively flat. From this figure, the wear mark can be confirmed for the films formed under Vdc value of −40, and −120, and the depth values have been measured about 40nm in both cases. However, no wear marks could be almost confirmed for the films under Vdc value of -10V at -80V, in spite of the same wear condition.

Figure 5 shows worn surface profiles after the micro wear test for the films formed in C₂H₂-Ar-N₂ gas plasma. It has been observed that wear depth became smaller with increasing the Vdc value. However, for the film formed under Vdc value of -200V no wear could observe, because it was hard with 30GPa.

**Fig. 4** Surface profiles showing micro wears for the films deposited by ionized evaporation (CH₄-N₂).

**Fig. 5** Surface profiles showing micro wears for the films deposited by ionized evaporation (C₂H₂-Ar-N₂).

**Fig. 6** Nano-indentation curves of the films deposited by ionized evaporation (CH₄-N₂).

**Fig. 7** Schematic representation of indentation curve showing the areas for W_P and W_E.
Figure 6 shows a force curve (at a load of 300 µN) obtained by nano-indentation test for the film formed under the CH₄-N₂ system. In the case of the film formed under Vdc value of – 80 V, although no wear observed from the result of Fig. 4, the hardness value was lower than that of silicon substrate. However, it was observed that the films exhibited a large amount of elastic recovery on unloading, even if the films did not have any resistance for penetration on loading as shown in Fig. 6. To clarify the degree of elastic recovery phenomenon, we have defined the plastic deformation rate (Rₚ) of the film by means of an energy analysis for the indentation curve. The idea about this energy analysis is based on the existing literature (ref. 10). Figure 7 shows the schematic representation of indentation curve showing the areas for Wₚ (energy for plastic deformation) and Wₑ (energy for elastic deformation). This figure also shows the definitions of Wₜ (total deformation energy; Wₜ = Wₚ + Wₑ) and Rₚ (Rₚ = Wₚ / Wₜ). Fig. 8 shows the results of deformation energy analysis from nano-indentation curves for the individual films as well as Si substrate when the applied load was 300 µN. As observing in this figure, it can be found that the film formed under Vdc value of – 80 V, clearly display a smaller plastic deformation rate (the value is about 20 %) as compared with that of the film formed under Vdc of – 120 V (about 60 %). In the case of Si, Si is one of the materials showing the nature of brittleness, the Rₚ value was about 60 % in spite of indicating a higher hardness value. Thus, it has been confirmed that the film formed under suitable condition exhibited a low plastic deformation rate, that is, indicates large elastic recovery, although the film hardness was not so high. It is assumed that the film can play excellent tribological properties because of the large elastic recovery, and resulting in no wear.

![Figure 8](image)

**Fig. 8  Results of deformation energy analysis from nano-indentation curves for the films deposited by ionized evaporation (CH₄-N₂) and the Si substrate.**

Composition and structure analysis of the film was performed by XPS. Fig. 9 shows the XPS spectra for the films formed under Vdc values of – 80 V (showing high wear resistance) and – 40 V (observing wear mark). From this figure, it was found that there were clear differences in the structure of the films in both spectra of C1s and N1s. In the both spectra, larger peak heights of sp²CN and spCN combinations in the case of the film formed under Vdc of – 80 V, were observed in comparison with those of the film formed under –40 V. Therefore, the value of Vdc strongly affected the film structure, and then this fact seems to originate for the small of the plastic deformation rate.

**CONCLUSIONS**

We compared and examined mechanical properties of the carbon nitride films formed by ion plating and ionized evaporation. The obtained results are summarized as follows.

1) It was confirmed that carbon nitride film formed by the ionized evaporation by C₂H₂-Ar-N₂ gas plasma showed higher hardness than that of the film formed by the ion plating, due to the confirmation of C-N bonding structure from the result of XPS.
2) It was found that there was stronger IR absorption of C-N stretching at a wave number of 1200 cm\(^{-1}\) for the film formed by the ionized evaporation in compared with the film formed by the ion plating.

3) The hardness value of the film formed by CH\(_4\)-N\(_2\) gas plasma showed comparatively low value, however, it has been observed that no micro-wear of the film was occurred, resulting in showing good wear resistance. This is understood that the film shows large elastic recovery from the result of the deformation energy evaluation.

Fig. 9  XPS spectra (C\(_1s\) and N\(_1s\)) of the films deposited by ionized evaporation (CH\(_4\)-N\(_2\)) at V\(_{dc}\) values of –40 and –80 V.
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ABSTRACT

Research in the area of advanced materials application in artificial prosthetics with a view to minimize the biochemical and mechanical complications of implanted materials is carried out. In this paper the results of physical chemical characterization, mechanical properties (nano-hardness, elastic modulus) and tribological testes of ta-C films deposited on ultra high molecular weight polyethylene (UHMWPE) and metallic substrates (Ti, Co-Cr-Mo, stainless steel 138F, hard alloy) are presented. These films were obtained by pulsed arc plasma method (physical vapour deposition, PVD) using a carbon source accelerator in a vacuum of $2 \times 10^{-4}$ Pa. Physical chemical characterization of ta-C films had been carried out by different methods. The nano-hardness and elastic modulus of ta-C films (~250 nm) deposited on the metallic and UHMWPE substrates were measured by nanoindentation method. It was determined that the nano-hardness and elastic modulus are larger for ta-C deposited on the metallic substrates than that deposited on UHMWPE. Wear resistance and the coefficient of friction of ta-C film were measured by different methods.
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ABSTRACT

DLC were deposited by arc-pulse sputtering of graphite. Raman spectroscopy was used for determination of
sp³/sp² ratio. DLC deposition temperature was varied by change of pulse frequency. After deposition DLC
were etched by argon or oxygen ions (E = 3 keV). Study of DLC surface relief were carried out by means of
atomic-force and laser microscopes. It is shown that DLC surface has domain-like structure with ranges of peaks
along boundaries. Separate protrusions are observed on DLC surface. Their height is comparable to coating
thickness. Generation of DLC relief strongly depends on intensity of diffusion process taking place on the
growing film surface. Increase of deposition temperature leads to growth of rough relief (agglomerations of
protrusions). DLC relief modification by ion bombardment depends on chemical type of ions. There are
peculiarities of DLC relief modification by reactive oxygen and inert argon. The peculiarities are related with
changing of different components of DLC relief by oxygen and argon. Argon bombardment lowers the height
of peaks and partially removes them from DLC surface without noticeable change of protrusions and areas of
inside domains. Oxygen etching (physical and chemical) smoothes areas of inside domains, decreases height of
protrusions and makes the hollows near peaks deeper.

Keywords: DLC, arc-pulse sputtering, relief, ion bombardment

INTRODUCTION

Hydrogen-free diamond-like carbon coatings (DLC) are very attractive materials for practical applications
due to their good practical properties [1,2]. There exist several methods of DLC deposition which allow to vary
coating properties such as sp³/sp² ratio, hardness, intrinsic stress, friction coefficient, surface roughness and etc.
[1-5]. But the deposition of smooth DLC with high hardness, high sp³/sp² ratio and strong adhesion is not
always possible. For example, hard and smooth DLC as a rule are stressed. This fact adversely affect to
adhesion [2-4]. If the decrease of intrinsic stress is achieved by diminution of sp³ bounded carbon atoms, the
DLC roughness grows [3]. That is why the post deposition treatment of DLC surface is the important part of the
technology to improve the DLC tribological properties [5,6]. The main tendency in a now-a-days DLC
properties characterization is a comprehensive approach including the examination of post deposition
modification (particularly ion bombardment). This comprehensive approach not only serves to extend
knowledge about DLC growth mechanism, but gives the useful information for DLC technology also.

The main goal of a present work is to examine the effect of temperature on DLC properties. This
examination is straight directed to solve the important technological task. It is well known that difference
between thermal expansion coefficients of DLC and substrate can lead to the deterioration of adhesion. That is
why it is necessary to choose such average temperature of coating-substrate system at which tensile stress on
DLC-substrate interface would be small.

EXPERIMENTAL DETAILS

DLC were deposited by arc-pulse sputtering of graphite [7]. The temperature of deposition was varied
by change of graphite sputtering frequency f. The frequency of pulses mainly affects on the temperature of
DLC surface. Variation of the average temperature of DLC-substrate system in one deposition cycle was
made by use of heat-eliminating and heat-insulating substrates. In first case a substrate was directly
connected to a copper holder, in second case - through a ceramic plate. Besides, two samples were received
in condition of identical average inflow of heat to DLC by the use of relevant pause during deposition at
high frequency. An average temperature of DLC, deposited at f = 5 Hz, does not exceed 120° C. An
increase of frequency (f > 10 Hz) elevates temperature up to 200° C. DLC deposition conditions are shown
in Table 1.
After deposition DLC were subjected to argon or oxygen bombardment (E = 3 keV). Thickness of a deleted layer was 100 nm. The etching depths were calculated in accordance to calibrated sputtering rate for each type of ion.

DLC microhardness was calculated by extrapolation of microhardness vs pyramid depth dependence [8]. Study of DLC surface relief was carried out by means of atomic-force microscope “Nanopics” and laser microscope VK-8500 “Keyence” with the following statistical data processing.

Raman spectroscopy (Ar-ion laser, \( \lambda = 514.5 \text{ nm} \)) was used to measure sp\(^3\)/sp\(^2\) ratio of DLC [9]. Depth of information is \( \sim 10 \text{ nm} \), beam diameter is about \( 2 \mu \). Fifteen measuring points on DLC surface were selected randomly to calculate sp\(^3\)/sp\(^2\) average value.

**RESULTS**

1. **Microhardness**

Table 2 includes microhardness of DLC deposited at different frequency of graphite target sputtering f. As can see from Table 2, the increase of frequency by a factor of more than order lowers the microhardness.

<table>
<thead>
<tr>
<th>No sample</th>
<th>Conditions of DLC deposition</th>
<th>Frequency (f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>heat-eliminating substrate</td>
<td>5min 20Hz + 15 min pause (average f = 1 Hz)</td>
</tr>
<tr>
<td>2</td>
<td>heat insulating substrate</td>
<td>5min 20Hz + 15 min pause (average f = 1 Hz)</td>
</tr>
<tr>
<td>3</td>
<td>heat-eliminating substrate</td>
<td>5 Hz (uninterrupted deposition)</td>
</tr>
<tr>
<td>4</td>
<td>heat insulating substrate</td>
<td>5 Hz (uninterrupted deposition)</td>
</tr>
</tbody>
</table>

2. **Raman spectroscopy**

Sp\(^3\)/sp\(^2\) ratio of DLC was determined using Raman spectrums (Table 3) [9]. Etching by both oxygen and argon leads to diminution of sp\(^3\)/sp\(^2\) within upper layer. The distinction between sp\(^3\)/sp\(^2\) for O\(_2\) and Ar can be related with difference between Raman depth of information (RDI) and depths of ion penetration (IDP) (Fig. 1). IDP\(_\text{Ar}\) were calculated by TRIM (3.5 nm for argon and 5.5 nm for oxygen) [10]. Whereas RDI in 2-3 times exceeds IDR, actually diminution of sp\(^3\)/sp\(^2\) on length path of ions in a film is greater.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( I_\text{B} / I_\text{G} )</th>
<th>Sp(^3)/sp(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>As deposited DLC</td>
<td>0.26</td>
<td>(70-80)%</td>
</tr>
<tr>
<td>After Ar etching</td>
<td>0.37</td>
<td>(60-70)%</td>
</tr>
<tr>
<td>After O(_2) etching</td>
<td>0.44</td>
<td>(50-60)%</td>
</tr>
</tbody>
</table>

![Figure 1. Magnitude comparison of depths of ion penetration (IDR) and Raman information (RDI).](image-url)
3. Study of DLC relief

As deposited DLC has domain-like structure with ranges of peaks along boundaries. Separate protrusions are observed on DLC surface (Fig. 2). Their height is comparable to a coating thickness. High surface temperature during DLC growth facilitates the forming of rough relief (Fig. 3a). The increase of average temperature of DLC-substrate system by diminution of heat outflow from a substrate promotes appearance of considerable quantity of protrusions (Fig. 3b). Deposition at low frequency is not accompanied by roughening of relief (Fig. 3c). Increase of average temperature during deposition at low frequency by means of heat-insulating substrate does not lead to visible changes of relief (Fig. 3d).

DISCUSSION

Generation of DLC surface relief strongly depends on an intensity of diffusion process taking place on the growing film surface. Defect areas are inevitably created on film during deposition. These defect areas are the preferable places for more fast growth of the coating. First of all, such areas are formed when large graphite particles from unfiltered carbon beam fall to the growing surface. Particle impacts lead to a local overheat and creation of the low mobility sp² fragments [11]. The protrusions start to grow on these fragments. Secondary, accumulation of intrinsic stress with growth of film thickness stimulates the generating of peaks also. The pyramidal islands start to grow when certain critical coating thickness is exceeded [12]. The growth of intrinsic stress leads to formation of domain-like structure with ranges of peaks along boundaries. More rapid growth of defect areas is accompanied by outflow of nearest carbon atoms. One can see on area roughness profile of as-deposited DLC (Fig. 6a), that there are deep hollows near locations of peaks. This fact is an evidence of peaks building by outflow of carbon atoms from nearest areas. The diffusion growth mechanism of relief takes place. Intensification of diffusion process by increase of surface temperature during DLC deposition reinforces the carbon atoms migration all along growing structure and consequently leads to roughening of DLC. Oxygen lowers the height of peaks and etches nearest areas. Above all, chemical etching by oxygen occurs on areas with weak bounded carbon atoms. That is why reasonably to make an assumption that the defect areas are the preferable places for growth of sp² clusters. Decrease of DLC microhardness in consequence of generation of rough relief at high frequency confirms this assumption.

RESUME

The increase of deposition temperature leads to the growth of rough relief. That is why, the decrease of graphite sputtering frequency (i.e. temperature) is one of the possible ways for deposition of smooth and hard DLC by nonfiltered carbon beam. Etching of DLC by oxygen mainly takes place owing to a chemical interaction. This process is accompanied by more rapid removal of sp² fragments. Long time of oxygen etching can drastically change the practical useful properties of DLC in consequence of increase of roughness and decrease of sp³/sp² in upper layer (about 6 nm). Bombardment by argon is more preferable for DLC smoothening. Grafitization of upper layer of DLC by ion bombardment can improve tribological properties owing to the decrease of friction coefficient.
Figure 3. Maps of peaks distribution on DLC (left column) and AFM images (right column) of DLC deposited at different temperature.
Figure 4. AFM images of as deposited DLC (a) and after oxygen (b) and argon (c) bombardment.

Figure 5. Area roughness profile of as deposited DLC (a), DLC after etching by oxygen (b) and argon (c)
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ABSTRACT

An aluminum space frame is one of the candidates to be applied to a structure of car bodies in near future
because of its lightweight as well as high strength. To omit the secondary forming process in the production of an
aluminum space frame, a variable shape extrusion apparatus with either a taper mandrel or a step mandrel and four
movable dies was developed, and experiments to investigate the characteristics of hot extrusion were conducted by
using the apparatus. Results from the experiments suggest that the step mandrel provides good dimensional
accuracy due to its bearings parallel to the extruding direction. On the other hand, it was also found that pick-up
occurred easily on the surface of extrusion when the step mandrel was used. Dies were coated with diamond-like
carbon (DLC) around their bearings to prevent the dies from sticking of aluminum, and it was confirmed that the
DLC coating has a significant effect to improve the conditions of the surface of extruded pipes.

Keywords: Extrusion, Aluminum, Variable shape, Square pipe, DLC coating

INTRODUCTION

Recently, the automobile industry has faced strong requests to give consideration to environmental issues,
such as global warming and energy consumption issues. In order to solve these issues, weight reduction of body
parts, which contribute to 20% through 25% of the car weight, is considered to be essential (refs. 1 to 2). The
aluminum space frame technique has been developed as a method of the weight reduction for car bodies. However,
it is necessary to carry out the extensive secondary forming process for aluminum square pipes with a uniform cross
section at the body assembly. To omit the secondary processing, the variable shape extrusion has been proposed.

The authors have developed the variable shape extrusion apparatus that enables the extrusion of a square pipe
with continuously varying inner and outer diameters. We conducted experiments using plasticine and lead billets.
From the experiments, we found that the extrusion apparatus was able to form square pipes in variable shapes.
Results from the experiments also showed that the inner and outer diameters of the extruded square pipes became
smaller than the setting values.

Following a series of previous studies, we conducted experiments on hot extrusion of aluminum square pipes at
673K in temperature with the variable shape extrusion apparatus in this study. We investigated the effect of the
shape of the mandrel or die on dimensional accuracy of extruded pipes. Furthermore, the DLC coating was applied
to the periphery of the die bearings so that the surface quality of extruded pipes could be improved.

EXPERIMENTAL

The way to vary the dimension of a square pipe

Figure 1 illustrates the developed process to vary the shape of a square pipe. A square pipe is formed from the
material extruded between movable dies and the mandrel. Products with variable outer diameters are obtained by
sliding four movable dies to the adjacent dies. The inner diameter of a product can be varied by moving the mandrel
along the extrusion direction. Also, the inner and outer diameters of a square pipes can be set independently by
operating the movable dies and moving the mandrel along the extrusion direction.

Variable shape extrusion apparatus

The variable shape extrusion apparatus is schematically shown in Fig.2. Six heaters (300W a heater) are located
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around the billet. In addition, in order to keep the entire apparatus at a uniform temperature, the whole apparatus is covered with a heat insulating material. The tip shapes of mandrels used are shown in Fig. 3. Taper mandrels (a) through (c) have tips processed into tapered straight shapes (tip inclination angles: about 10°, 15 and 20°). Step mandrels (d) through (f) have tips processed into tapered step shapes (bearing (step) lengths: 1, 2 and 4 mm). Products obtained in the experiments were cut in half lengthwise and their inner and outer diameters were measured directly at intervals of 2.5 mm from the top. An aluminum square pipe (billet: A1050) formed with the extrusion apparatus is shown in Fig. 4 as an example.

In the experiments, three types of tapered mandrels and three types of step mandrels were used. Hot extrusion at 673K was carried out with square pipes of various inner and outer diameters and the effect of differences in mandrel tip shapes on dimensional accuracy of the extrusions was investigated. Its extrusion condition is listed in Table 1. In addition, the DLC coating was applied to the die surface by the RF plasma CVD method to prevent sticking and improve the surface quality of extrusions.

### RESULTS AND DISCUSSION

Influence of differences in mandrel tip shapes

Figure 5 shows a result from the comparison of inner and outer diameters of the extruded square pipes. The square pipes were formed with a step mandrel containing a bearing of 2 mm in length and tapered mandrels of 10° and 20°. The outer diameter setting was kept constant at 12 mm and the inner diameter setting was varied sequentially from 6, 8 to 4 mm. In addition, the bearing length of the die was set constant to 2 mm. This figure shows that the outer and inner diameters of the products were reduced compared with the setting values. The smallest dimensional error for the outer and inner diameters was observed when a step mandrel with a bearing, parallel to the extrusion direction, was used. Also, the dimensional errors tended to be larger as the tip inclination angle of a taper mandrel increased. The inner diameter decreased remarkably due to longitudinal dents measuring about 0.1 through
0.8 mm deep in the center section on the side of the products. The width and depth of the dents increased along with an increase in the inclination angle and a decrease in product thickness. In every mandrel, a product dimension was remarkably disordered when its dimension setting was changed. However, the disorder is expected to be improved when the setting value is gradually changed during extrusion since it is caused by temporarily interrupted extrusion that occurs with changes in the setting.

In order to understand quantitatively the effect of the extrusion conditions on the accuracy of a product, the dimensional accuracy of the product was evaluated by using the standard deviation (\( \sigma_o, \sigma_d \)) and the relative average of dimensional error (the ratio of the average error to the setting value) defined by the following equation.

\[
(D_o, d_o) = \frac{\sum |(D^*, d^*) - (D, d)|}{N} \times 100 \%
\]

Here, \( D^*, d^* \): the relative average of the dimensional error of \( D \) and \( d \),
\( D^*, d^* \): setting values of \( D \) and \( d \),
\( D, d \): actual values of outer and inner diameters,
\( N \): number of data.

The measured values for computation were chosen from the region where the state of extrusion was fully stable. Table 2 summarizes results from the experiments shown in Fig. 5. The dimensional error was the least with a step mandrel. These results show that the standard deviation is small enough for every mandrel, and extruded square pipes with a sufficiently small error can be obtained when stable and steady extrusion is performed.

**Table 2: Dimensional accuracy of extruded square pipe**

<table>
<thead>
<tr>
<th>(Die bearing length: 2mm)</th>
<th>( D )</th>
<th>( d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>12mm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6mm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8mm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4mm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10° taper mandrel</td>
<td>( D_{10}, d_{10} )</td>
<td>4.2</td>
</tr>
<tr>
<td>( \sigma_{D_10}, \sigma_{d_10} )</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>20° taper mandrel</td>
<td>( D_{20}, d_{20} )</td>
<td>6</td>
</tr>
<tr>
<td>( \sigma_{D_20}, \sigma_{d_20} )</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>Step mandrel</td>
<td>( D_{SP}, d_{SP} )</td>
<td>4.1</td>
</tr>
<tr>
<td>(Bearing length: 2mm)</td>
<td>( \sigma_{D_{SP}}, \sigma_{d_{SP}} )</td>
<td>0.02</td>
</tr>
</tbody>
</table>

**Influence of bearing length**

Dimensional accuracy for step mandrels with varied bearing lengths was investigated next. The dimensional accuracy of extrusion was measured for three types of step mandrels with different bearing lengths. The result is shown in Fig. 6. The length of the die bearing was set identically to that of the step mandrel employed. This figure shows that the dimensional accuracy tended to improve as the bearing length increases and the dimensional error of the 1mm step mandrel was comparable to that of a 15° taper mandrel. On the other hand, in step mandrels with bearing lengths of 2 mm and 4 mm, when the extrusion ratio was large, sticking of aluminum was observed on the bearing surface of the die. Pick-up, which was regarded as the result of sticking, occurred on the surface of extruded square pipes in these cases. Little difference was observed in the dimensional accuracy for 2-mm-long and 4-mm-long bearings. Taking it into consideration, it is supposed that 2 mm or about 3 mm bearing length is suitable, as is generally claimed in the case of extrusion of aluminum alloys (ref 3).

**The difference of metal flow between a taper mandrel and a step mandrel**

The die bearing was observed immediately after extrusion to examine the contact state of the billet and a die during extrusion. Figure 7 shows the pictures of the die bearing immediately after extrusion. The bearings of the die and the step mandrel in (a) were 4 mm long respectively, and the die bearing in (b) was 2 mm long. As seen in the
Fig. 6 Influence of bearing length on outer diameter: D and inner diameter: d

pictures, the metal sticks to the whole surface of the bearing of the step mandrel. This indirectly proves that the direction of metal flow was corrected in the bearing section of a mandrel. On the other hand, little sticking of the metal was observed in the case of the taper mandrel. This result indicates that the billet is extruded with very slight or no contact with a die bearing when a taper mandrel is used, as the metal flows along the taper surface of the mandrel. This may explains why the outer and inner dimensions become smaller than the setting value with a taper mandrel.

Metal flow around the dies was analyzed with the finite element method to explain the generation of the shrinkage and the dents on the side of a product. “SUNDY BASIC”, high-viscosity fluid three-dimensional-analysis software by PLAMEDIA Corp., was used for analysis and the material was approximated as a high-viscosity Newtonian fluid. Although variable shape extrusion, in which cross-sectional configuration varies continuously, is an unsteady phenomenon, the measurement results of the products showed that metal flow around the dies is

<table>
<thead>
<tr>
<th>Inlet</th>
<th>Velocity : $0.05 \times 10^3$ m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Temperature : 673K</td>
</tr>
<tr>
<td>Wall</td>
<td>Non-slip condition</td>
</tr>
<tr>
<td>Outlet</td>
<td>Free</td>
</tr>
<tr>
<td>Dimension</td>
<td>Outer diameter : 11.5 mm</td>
</tr>
<tr>
<td></td>
<td>Inner diameter : 5 mm</td>
</tr>
<tr>
<td></td>
<td>Mandrel : 15° taper mandrel</td>
</tr>
<tr>
<td></td>
<td>Bearing length : 2mm</td>
</tr>
<tr>
<td>Density</td>
<td>$2.47 \times 10^3$ kg/m³</td>
</tr>
<tr>
<td>Stress</td>
<td>24.5 MPa</td>
</tr>
<tr>
<td>Viscosity</td>
<td>$16.4 \times 10^3$ Pas</td>
</tr>
<tr>
<td>Software</td>
<td>SUNDY BASIC (PLAMEDIA Corp.)</td>
</tr>
</tbody>
</table>

Fig. 8 FEM model and analysis conditions

Fig. 9 Deformation of extruded pipe by computation

Fig. 10 Comparison of metal flow between a taper mandrel and a step mandrel
steady under constant extrusion conditions. Therefore, in this study, a steady analysis was conducted with the assumption of a sufficiently stable state in which the material is supplied at a constant rate into the container.

Figure 8 shows a FEM model and analysis conditions. A square pipe was extruded with a taper mandrel, a flow guide, and movable dies from a tubular container. The 1/4 analytic model was used in consideration of the axial-symmetry of a square pipe. Inlet velocity to a fluid range was set as the ram speed. The slip condition was set only on the bearing section of a die from the experimental results, and the non-slip condition was set on the other solid wall. Figure 9 shows the cross-sectional configuration of the product obtained by computation. Results from the computation, which showed that a dent occurred on the side and the inner and outer diameters shrunk from the setting value, coincide with ones from the extrusion experiments. Figure 10 shows a comparison of metal flows in the bearing section between a taper mandrel and a step mandrel. While the metal flow in a taper mandrel directs inward along the inclined surface of a mandrel, the flow in a step mandrel is corrected along the extrusion direction by the bearing of a mandrel. Problems caused by metal flows with taper mandrels and step mandrels were summarized in Fig.11. In case of the taper mandrels, since a metal flow along the inclined surface of the mandrel tip remained after a die passage, the inner and outer diameters shrunk remarkably from the setting value. Since extrusion was carried out maintaining the cross-sectional area in a die, the center of the side with low stiffness was curved inward, thus forming a longitudinal dent there. Therefore, it can be effective to make the inclination angle at a tip small in order to reduce forming defects as well as to improve accuracy in variable shape extrusion with a taper mandrel. In case of the step mandrels, since the step part at the tip functioned as a bearing in the step mandrel and the metal flow direction was corrected, the dimensional accuracy exceeded that of the taper mandrels. On the other hand, when extrusion ratio was large, sticking of aluminum occurred easily on the bearing surface of the die.

DLC coating of dies

For reducing the friction coefficient to prevent the pick-up, it was presumed effective to coat the die surface (refs. 4 to 5). Accordingly, a DLC film was deposited by the RF plasma CVD method on the top surface and bearing surface of a die with a bearing of 4 mm in length. Extrusion experiments were carried out to investigate the effect of the coating in this case. The RF plasma CVD apparatus used for the DLC coating of dies is shown in Fig.12. As for
the coating, first the surface of a die put on the lower electrode was cleaned by Ar sputtering, and then Si was sputtered as the middle layer by the magnetron electrode. Finally, the DLC film was deposited over the middle layer.

Its deposition condition is shown in Table 3. All of the processes were carried out continuously under a vacuum state.

Figure 13 shows the comparisons of the bearing surface of the die and the surfaces of extruded pipes in terms of their surface qualities as well as the comparisons before and after coating. The result demonstrates that the surface quality of an extruded pipe has been improved remarkably as a result of reduced sticking of aluminum to the die bearing. The direct effect of the DLC coating accounts for this result. Furthermore, to investigate the structural change of the DLC film before and after extrusion, the Raman spectra analysis of the DLC films before and after extrusion are shown in Fig. 14. In spite of hot-extrusion of 673K, the quality of DLC film was maintained. These results lead us to the conclusion that DLC coating has outstanding effect for reducing the sticking of aluminum alloy on the steel dies in hot-extrusion process. DLC coating contributes to realize the variable shape extrusion with high surface quality.

**CONCLUSIONS**

Variable shape extrusion of aluminum alloy was performed. Dimensional accuracy and surface quality were investigated. The results obtained are as follows:

1. Step mandrels improve dimensional accuracy
2. Reduction of aluminum sticking to the die bearing is essential to improve surface quality of extrusions.
3. Employing a DLC coated die in variable shape extrusion (hot extrusion at 673K) of aluminum reduces aluminum sticking and improves surface quality of extruded square pipes
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ABSTRACT

SiO₂ insulating layers were deposited onto GaN by photo chemical vapor deposition (photo-CVD) technique using deuterium (D₂) lamp as the excitation source. Physical, chemical and electrical characteristics of the Al/SiO₂/GaN metal-insulator-semiconductor (MIS) capacitors were investigated. Furthermore, the SiO₂/GaN interface trap density, Dᵢ, was estimated to be 8.4x10¹⁴ cm⁻² eV⁻¹ for the photo-CVD SiO₂ layers prepared at 300°C from high frequency capacitance method. With an applied field of 4 MV/cm, the oxide leakage current density was found to be only 6.6x10⁻⁷ A/cm². Finally, the GaN MIS photodetector was fabricated by using photo-SiO₂ as insulating layer. The peak responsivity of GaN MIS photodetectors was about 0.12 A/W at 3V bias. At low frequency, the noise exhibits the 1/f² type noise. For our 200x200 µm device, at bandwidth of 500 Hz, the corresponding noise equivalent power density (NEP) and normalized detectivity (D*) are calculated to be 2.19x10⁻⁹ W and 2.03x10⁵ cmHz⁰.⁵/W⁻¹, respectively.

KEYWORDS: GaN, photo-CVD, SiO₂, metal-insulator-semiconductor, photodetector.

INTRODUCTION

The excellent physical and electrical properties of GaN have made it a good candidate in high-temperature, high-power and high frequency applications [1]. High quality III-V ternaries such as AlₓGa₁₋ₓN and InₓGa₁₋ₓN [2] were also demonstrated for heterojunction field effect transistors (HIFETs), heterojunction bipolar transistors (HBTs) and light-emitting diodes (LEDs) [3-4]. Nitride-based blue and green LEDs [5-6] are already commercially available. Recently, many researches were focused on the fabrication of GaN-based metal-insulator-semiconductor (MIS) capacitors with SiO₂ as the insulating material. It has been reported that SiO₂ layers can be deposited onto GaN by remote plasma-enhanced chemical vapor deposition, low-pressure chemical vapor deposition and liquid phase deposition [7]. Recently, it has been shown that photo chemical vapor deposition (photo-CVD) can also be used to grow high quality SiO₂ layers [8]-[11] on various semiconductor substrates. In using photo-CVD to grow thin films, selecting proper light source with a radiation spectrum matching the absorption spectra of the reactance gases is very important. In this study, we used a deuterium (D₂) lamp as the excitation source. It is known that D₂ lamp emits strong ultra violet (UV) and vacuum ultra violet (VUV), which can effectively decompose SiH₄ and O₂ since O₂ could absorb photons in the wavelength region from 133 nm to 175 nm and SiH₄ could absorb photons in the wavelength region below 147 nm [8]-[12]. Thus, energy can be directly transferred from D₂ lamp to excited SiH₄ and O₂. In addition, such a photo-CVD system offers better control in the oxide region and selective growth is possible. It has been reported that the quality of oxide layers grown by such a photo-CVD system is close to that grown by thermal oxidation and the electrical properties of the photo-CVD grown oxide are acceptable for device applications [8]-[11].

In additional, the increasing demand for low cost and low noise ultraviolet (UV) photodetectors has led to the development of wide-bandgap semiconductor photodetectors. It is well known that part of noise contribution in GaN MSM photodetectors is related to the dark current (shot noise), mostly due to the enhanced tunnel transport at dislocation. Another noise component is related to the carriers trapping by surface state density and dislocations in planar device such as MSM photodetectors. To achieve low noise GaN photodetectors, efforts have been made to reduce the density of dislocation by epitaxial lateral overgrown (ELOG) GaN and passivate the surface state density. In this paper, we realized the deposition of SiO₂ layers to passivate the GaN surface and suppress the dark current. Furthermore, the characterized Al/SiO₂/GaN MIS capacitors and ITO/SiO₂/GaN MIS photodetectors using photo-SiO₂ films as insulator were also discussed.
EXPERIMENTS

Prior to the deposition of SiO$_2$ layers, an n-type GaN epitaxial layer was grown on (0001) sapphire substrates by metal-organic chemical vapor deposition (MOCVD). The electron concentration of the n-type GaN epitaxial layer was about $5 \times 10^{17}$ cm$^{-3}$. The 50 nm thick SiO$_2$ films were subsequently deposited onto the GaN epitaxial layer by 150 Watt D$_2$ lamp under different process pressures and different substrate temperatures. The gas ratio was fixed at SiH$_4$/O$_2=0.055$ [8] [11]. Atomic force microscopy (AFM) and X-ray photoelectron spectrum (XPS) were then used to characterize the surface and chemical properties of deposited SiO$_2$ films. Al/SiO$_2$/GaN MIS capacitors were subsequently prepared by etching and metal evaporation. Finally, the ITO/10 nm photo-SiO$_2$/GaN MIS photodetector was fabricated by sputtered ITO films onto photo-SiO$_2$/GaN. The active region of MIS photodetectors was $200 \times 200$ µm$^2$, with 10 µm width and space of finger electrode. The capacitance-voltage (C-V) and current-voltage (I-V) characteristics of these fabricated MIS capacitors were then measured by an HP 4284B LCR meter and an HP 4155B semiconductor parameter analyzer, respectively. During photo current measurement, a 150 Watt deuterium lamp illuminated from the front side of the photodetectors was used as the UV light source (wavelength from 120 nm to 300 nm). A 1 kW xenon arc lamp was used as the light source for spectral responsivity measurements, and a standard synchronous detection scheme was employed to measure the front-side illuminated detector signal. At low frequency measurement, the ac signal of the device was coupled to an EG&G PARC 113 preamplifier. Then an HP3562A spectrum analyzer is used to display the output of EG&G preamplifier.

RESULTS AND DISCUSSION

A. Characteristics of Photo CVD SiO$_2$ Layer

Figure 1 shows the growth rate of SiO$_2$ as a function of process pressure for the photo-CVD SiO$_2$ layers grown at different substrate temperatures.

![Graph showing growth rate of SiO$_2$ as a function of process pressure](image)

**Fig 1. The growth rate of SiO$_2$. The refractive index of the SiO$_2$ layer grown at 300°C was also shown.**

It was found that the SiO$_2$ growth rate increases as the substrate temperature increases. The growth rate of SiO$_2$ increases linearly as the process pressure increases. Such a linear increase suggests that the limiting factor for the growth rate is the amount of SiH$_4$ and O$_2$ molecules available to provide excited Si and O atoms. At higher process pressure, the number of excited Si and O atoms will increase so as to result in a higher SiO$_2$ growth rate. The refractive index of the photo CVD SiO$_2$ layer grown at 300°C and prepared at different process pressure was also shown in Fig. 1. The refractive index also increases as the process pressure increases. Such an observation is probably due to the fact that the SiO$_2$ layer prepared at high process pressure is more condense again due to the increased number of excited Si and O atoms. It should be noted that the refractive index of the 300°C photo-CVD grown SiO$_2$ layer prepared at 0.9 Torr is very close to that of the thermally grown SiO$_2$ layer prepared on the top of Si substrates. Figures 2(a) and 2(b) show the AFM pictures of bare GaN without SiO$_2$ and photo-CVD SiO$_2$ grown at 300°C on GaN, respectively. It was found that the root mean square roughness was 0.251 nm and 0.304 nm for bare GaN without SiO$_2$ and photo-CVD SiO$_2$ grown at 300°C on GaN, respectively. Such a smooth surface of the photo-CVD SiO$_2$ film provides a uniform electrical field in the capacitor.
Fig 2. AFM images of SiO$_2$ films prepared by photo-CVD

A detail study of chemical nature of the photo-CVD SiO$_2$ film was characterized by XPS (X-ray Photoelectron Spectrum). As shown in Fig. 3, the blind energy for XPS Si$_{2p}$ and O$_{1s}$ are 103.4 eV and 532.9 eV, respectively. According to the XPS handbook, it can be found that the silicon and oxygen chemical binding energy are the same as that of observed in thermal SiO$_2$ on Silicon.

Fig 3. The XPS spectrum of Si$_{2p}$ and O$_{1s}$ for photo-CVD SiO$_2$ on GaN

The C-V characteristics of the photo-CVD SiO$_2$ grown at different temperatures were shown in Fig. 4. The ideal simulated C-V curve was also plotted in the same figure.

Fig 4. High frequency C-V characteristics of Al/SiO$_2$/GaN MIS capacitors at different substrate temperature.

No significant hysteretic curve was observed as the gate voltage varied from +5 to −20V and then backs to +5V for all three samples even at an elevated temperature of 70°C. The lack of hysteresis in these C-V curves indicate that the number of mobile ions in SiO$_2$ layer is negligibly small. The interface state density, $D_{it}$, in these MIS capacitors can also be determined from these curves by high frequency capacitance method [12]. It was found that the $D_{it}$ are estimated to be 1.2×10$^{12}$ cm$^{-2}$ eV$^{-1}$ and 8.4×10$^{11}$ cm$^{-2}$ eV$^{-1}$ for photo-CVD SiO$_2$ layers on...
GaN prepared at 150°C and 300°C, respectively. The smaller D_i for the photo-CVD SiO_2 layer deposited at 300°C could be attributed to the fact that a higher substrate temperature can significantly improve the SiO_2/GaN interfacial properties probably through supplying thermal energy to the Si and O atoms. Compare to GaN prepared by Fu et al.[13], the D_i of our photo-CVD SiO_2 prepared at 300°C on GaN was one order smaller. The D_i observed from our photo-CVD SiO_2/n-GaN interface was also comparable to those observed from PECVD SiO_2/n-GaN interfaces reported by Arulkumaran et al. [14] However, D_i was increased to 6.4×10^12 cm^-2 eV^-1 when the substrate temperature was increased to 500°C. The exact reason for the increase in D_i is not clear yet. Possible reasons for such degradation in oxide quality include faster oxide growth rate and/or some interface reactions, which occur at high temperatures. Figure 5 shows the I-V characteristics of the three fabricated Al/SiO_2/GaN MIS capacitors. All capacitors were biased in the accumulation region. It was found that photo-CVD SiO_2 deposited at 300°C exhibits the smallest leakage current among the three samples. Such a result also agrees well with the C-V data shown in Fig. 4. With an applied field of 4 MV/cm, the leakage current was only 6.6×10^-11 A/cm^2 for the photo-CVD SiO_2 layer deposited at 300°C, as shown in Fig. 5.

B. The Responsivity and Noise Characteristics of GaN MIS Photodetectors

Finally the ITO/10-nm photo-SiO_2/GaN MIS photodetectors was fabricated and characterized. As shown in Fig. 6, it can be found that the photo-SiO_2 film is a good candidate to suppress the dark current in the application of photodetectors.

Fig 5. The I-V characteristics of the Al/SiO_2/GaN MIS capacitors.

Furthermore, the GaN MIS photodetectors has a seven orders improvement in dark current and the photo current/dark current ratio was about 1.5×10^3 at 4 V bias for ITO/10-nm photo-SiO_2/GaN MIS photodetectors. We believe that we could adjust the thickness of SiO_2 films to optimize the photo current/dark current ratio in the future works. As shown in Figure 6, the spectral responsivity decreased rapidly from 0.11 A/W at 338 nm to 4.9×10^-4 A/W at 400 nm with a 3 V bias. Such a rapid decrease in spectral responsivity across the cutoff region again suggests that the quality of our samples is reasonably good. However, high fluctuation was observed below the cutoff wavelength, it is related to the impurity, defect and doping level in such a high band gap material.

Fig 6. The responsivity spectrum of GaN MIS photodetectors (The I-V curve is shown in the insert)
The noise characteristics of GaN MIS photodiodes was measured in the frequency range of 10 Hz~100 kHz using a low noise current preamplifier and a fast Fourier transform (FFT) spectrum analyzer. The bias was varied from 16.515 V to 18.571 V and sample temperature was kept at room temperature. As shown in Fig. 7, the low-frequency noise in GaN MIS photodiodes is not commonly 1/f-type noise. Also the measured noise spectrum can be expressed by the following relation:

\[ S_n(f) = \frac{S_0}{f^?} \]  

where
- \( S_n \): the spectral density of the noise power,
- \( S_0 \): noise value at 1 Hz;
- \( f \): frequency;
- \(?\): the fitting parameter;

![Graph showing noise power density vs. frequency](image)

**Fig 7. The low-frequency noise spectra at various bias condition with fitting curves.**

By using fitting curve, the \(?\) was estimated to be \( \approx 2.5 \). It implies the noise of device at low frequency is not exactly 1/f-type noise. For a bandwidth of B, the total square noise current can be estimated by integrating the \( S_n(f) \) over the frequency range from zero to bandwidth B.

\[ \langle i_n^2 \rangle = \int_0^B S_n(f) df \]  
\[ = \int_0^1 S_n(1) df + \int_1^B S_n(f) df = S_0 + \int_1^B S_0 f^{-2.5} df \]  

where the \( S_n(f) \) in the bandwidth range from 0 to 1 was assumed to be the same and equals to \( S_n(f) \) at 1 Hz. The noise equivalent power (NEP) is given by

\[ \text{NEP} = \frac{\sqrt{\langle i_n^2 \rangle}}{R} \]  

Where R is the responsivity of photodiodes. And the normalized detectivity (D*) is given by

\[ D^* = \frac{\sqrt{A}}{\text{NEP}} \]  

where A is the area of photodiode in square centimeters and B is the bandwidth in Hertz.

For our device, with area of 200×200 \( \mu m^2 \), given bias of \( \approx 16 \) V, the responsivity was assumed to be 0.12 A/W (for \( ?=330 \) nm). The \( S_n(f=1, V=16 \) V)\( =4.17\times10^{-20} \) A²/Hz. For a given bandwidth of 500 Hz, the corresponding noise equivalent power (NEP) and normalized detectivity D* are calculated to be \( 2.19\times10^{-9} \) W and \( 2.03\times10^9 \) cmHz⁰.⁵/W⁻¹. The NEP of our GaN MIS photodetector was slightly less than the NEP of Schottky barrier detectors reported by Q. Chen et al.[15] Such a low NEP indicated that the photo-CVD SiO₂ can effectively passivate the GaN surface and result in a low NEP and high detectivity.
SUMMARY

In summary, high quality SiO$_2$ insulating layers were successfully deposited onto GaN by photo-CVD technique using deuterium (D$_2$) lamp as the excitation source. It was found that the limiting factor for the SiO$_2$ growth rate is the amount of SiH$_4$ and O$_2$ molecules available to provide excited Si and O atoms. The interface trap density, $D_{it}$, was estimated to be $8.4 \times 10^{11}$ cm$^{-2}$V$^{-1}$ for the photo CVD SiO$_2$ layers prepared at 300°C. Furthermore, the leakage current was only $6.6 \times 10^{-7}$ A/cm$^2$ with an applied field of 4 MV/cm for the 300°C photo-CVD grown Al/SiO$_2$/GaN MIS capacitor. Finally the photo-CVD SiO$_2$ was used as the insulator to suppress dark current and passivate GaN surface in the application of GaN MIS photodetectors. The designed photodetectors exhibit a peak responsivity of 0.12 A/W at 330 nm. For a given bandwidth of 500 Hz, the corresponding noise equivalent power (NEP) and normalized detectivity $D^*$ of GaN MIS photodetectors are first reported to be $2.19 \times 10^9$ W and $2.03 \times 10^8$ cmHz$^{0.5}$W$^{-1}$.
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Abstract

We are developing an electron emitter device of a polycrystalline diamond film for cathode and a diamond-like carbon film for insulator. The insulation of the DLC films used for the previous devices was not sufficient. The purpose is to improve the insulation of DLC films. A required performance for the device is below 0.15mA/cm² at more than 50V.

Diamond-Like Carbon films are fabricated by a high frequency plasma CVD method, and the insulation of the films was evaluated. Materials gas of benzene (C₆H₆) was flowed into a chamber, pressure was 5Pa, HF power was 100W (13.56MHz), and deposition duration was 10 - 60 seconds, the substrates were n-type silicon wafer.

The thickness of DLC films was 50nm - 170nm. A coating of gold electrode is vacuum evaporated over both the DLC film and silicon wafer. The current-voltage characteristic between the electrodes was measured. The shottkey characteristic can be ascertained from the I-V curve. The insulation at low voltage was sufficient, however, the leak current increased up to 2.7mA/cm² at 40V. It is necessary to improve the insulation at the high voltage.
Electron emission and Raman investigation of hydrogenated diamond like carbon prepared by pulsed laser deposition
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ABSTRACT

The structure and the electron-field emission behavior of hydrogenated diamond-like carbon prepared by pulsed laser deposition are investigated. The diamond-like carbon films contain a mixture of sp$^3$-bonds and sp$^2$-bonds, possessing a large electron-field-emission current density $J_e=368 \mu A/cm^2$ at 14V/μm, a low turn-on field $E_0=6V/\mu m$ and a low effective work function $\phi_e=0.0399eV$. The superior electron-field-emission properties of DLC films, as compared with those of diamonds, are ascribed to their nanostructured grains and surface groups such as C-H, which can produce large changes in electron affinity. From Raman spectra, the DLC films possess a diffused D-band resonance peak at 1350cm$^{-1}$ and a diffused G-band resonance peak near 1580cm$^{-1}$. Breit-Wigner-Fano and Lorentzian line shape simulations are used to fit the spectra. After the emission, the Raman peak position is shifted due to the presence of nanostructure.
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The effect of annealing on the field emission properties of amorphous CN$_x$ films
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Abstract:

The carbon nitride films deposited by r.f magnetron sputtering in pure N$_2$ discharge were annealed in vacuum up to 900 $^\circ$C. The chemical composition and bonding structure of the films were studied using X-ray photoelectron spectroscopy (XPS), Fourier Transformation Infrared (FTIR). The effects of the thermal annealing on bonding structure and the electron field emission characteristics of CN$_x$ films were investigated. It is found that the sp$^2$ carbon bonds and N content in CN$_x$ films are closely related to field emission of CN$_x$ films. The results show that thermal annealing treatment cause a great loss of N content and a larger formation of sp$^2$ carbon bonds in CN$_x$ films, which would enhance significantly the field emission properties for the CN$_x$ films. The CN$_x$ films annealed at temperature of 750 $^\circ$C show the optimal electron emission properties. In addition, the correlation between the change in concentration of sp$^2$ carbon bonds in the films induced by annealing and electron emission properties for the CN$_x$ films was discussed.
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Influence of the DC substrate bias on the field emission of amorphous carbon nitride films deposited on Silicon tips arrays
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Abstract

Amorphous carbon nitride films were deposited on silicon tip arrays by rf magnetron sputtering in pure nitrogen atmosphere. Effect of DC substrate negative bias on electron field emission properties of as-deposited carbon nitride films was investigated. The field emission property of carbon nitride films on tips was compared with that on silicon wafer. The result shows carbon nitride films deposited on tips possess a stable field emission with lower threshold field, which is more excellent than that on wafer. This result has relation to the change of the local curvature and geometry of the films surface. But DC substrate bias will reduce the field emission property of carbon nitride films on silicon tips during deposition, which can explained that the bias causes a blunter silicon tips due to the damage by high-energy ions bombardment during increasing substrate bias. On the other hand, the effective work function of the films is increased with DC substrate bias, which indicates the decrease of electron field emission of the films.

Keywords: Carbon nitride films; substrate bias; electron field emission, magnetron sputter; silicon tips arrays.
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Investigation of structure and field emission characteristics of diamond-like films prepared by high power excime laser
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Abstract

Diamond-like films have been prepared using high power and high frequency XeCl excime laser under high vacuum H₂ and N₂ gas environment, respectively. The bonding structure of the films was studied by Raman spectrum and electron diffraction method. The results show that the films have typical characteristics of DLC contained nano-diamond grains. The measurement result of field emission show that the threshold electric filed is reduced with increasing laser power at 10⁸ W/cm² ~ 10¹⁰ W/cm², and 300 HZ. The threshold electric filed is 2 V/µm when 10¹⁰ W/cm² laser power is applied in the experiment.

Keywords: bonding structure, filed emission, diamond-like films, high power excime laser.
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MULTI-SENSOR DURABILITY CHARACTERIZATION OF THIN DIAMOND-LIKE FILMS
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ABSTRACT

A number of durability tests have been performed on the precision micro-tribometer UMT, using various upper tools like hard ceramic balls, pins, blades and diamond stylus, in such testing modes as uni-directional or reciprocating linear and rotational motions. Multiple test parameters were monitored simultaneously, including servo-controlled vertical load, lateral friction force, high-frequency contact acoustic emission, contact or surface electrical resistance, digital video of the testing zone. The multi-sensing technology allowed for repeatable and comprehensive characterization of the durability of both thick (microns) and thin (nanometers) diamond-like films.

Keywords: durability tests, films, multiple sensors.

INTRODUCTION

There are numerous techniques known for durability testing of films and coatings, some of the most common being a tape test, stud-pull test, scratch test and an indentation test. In the tape test, a tape is pulled off the surface containing a scratch, which provides the failure initiation. In the stud pull test, a stud held with thermosetting epoxy is pulled off the film surface. The indentation test, wherein a ball is pressed into the surface, is used for hard coatings, and the failure pattern indicates acceptable behavior. In the scratch test, where an indenter moves in both vertical (loading) and horizontal (sliding) directions, and an acoustic emission sensor allows for detection of the initiation of fracture, while the scratch pattern indicates the type of failure.

The UMT series Micro-Tribometer has been developed to perform all the variety of the common adhesion tests. During any of them, it can simultaneously measure contact or surface electrical resistance, displacement or deformation or depth of penetration, contact acoustic emission, temperature, forces in all three directions and digital video of the contact area. This report covers evaluation of the coating durability by the scratch test.

INSTRUMENTATION

The fully computerized Micro-Tribometer mod. UMT-2M provides a combination of precision linear and rotational motions, including reciprocating and unidirectional, with programmable speeds ranging from 0.5 μm/s to 50 m/s. A load is applied via a closed-loop servo-mechanism and is programmed to be kept constant or linearly increasing, ranging from 0.1 mN to 1 kN. The environmental temperature and pressure can also be controlled. Friction force (F_x), normal load (F_z), electrical contact resistance (ECR), and contact acoustic emission (AE) are all measured at a total sampling rate of 20 kHz, displayed in real time and recorded for further analysis.

Specimens in a wide variety of shapes (servo-control of normal load allows for its control with user-specified tolerances even on uneven and wavy surfaces) and dimensions (up to 150 mm) can be accommodated. For scratch tests various tool geometries and materials can be used, metal or ceramic balls, needles, cylinders, diamond stylus or patented micro-blade.
EXPERIMENTAL

Two types of coatings were tested in this work, several-micron thick carbon coatings used on sheet glass for automotive windows and few-nanometer thin hard diamond-like coatings used on hard magnetic disks and heads. These two types have been chosen as being very different in both hardness and thickness, thus covering a wide spectrum of practical applications.

The effects of scratching tools were studied on three types of tools, 1.6-mm balls from stainless steel and tungsten carbide, 10-micron sharp diamond stylus and a novel tungsten carbide micro-blade, which is as sharp as the stylus (10 micron), but very wide (0.8 mm).

To achieve effective results, the multi-sensor technology was utilized, with the simultaneous $F_z$, $F_x$, ECR and AE measurements.

RESULTS ON THICK COATINGS

Neither steel nor tungsten carbide balls produced useful delamination data. The sharp diamond stylus scratched the coating, but did not delaminate it. The micro-blade produced repeatable both scratch-resistance and delamination/adhesion results.

The micro-blade test consisted of linearly increasing the applied load from 1 cN to 100 cN, while slowly sliding the micro-blade at 1 mm/s, with continuous multi-sensor process monitoring.

![Figure 1. Coating Tested With Micro-Blade](image)

The optical photo of the tested surface is shown in Figure 1 above, the corresponding friction force plot is presented in Figure 2 on the next page. One can clearly see three zones, namely: deformation with no debris formation at very low loads (right part of Fig. 1, left part of Fig. 2), micro-scratching with production of a lot of micro-debris (middle parts of Figs 1 and 2), followed by delamination with chunks of debris formed at higher loads (left part of Fig. 1, right part of Fig. 2). The critical loads (or times) of scratching (on the borderline of the deformation and micro-scratching zones) and delamination (on the borderline of the scratching and delamination zones) can be found easily from these tests, and tend to be repeatable.

Though both the optical and force plots show all the three zones, the borderlines between them, defining the critical loads (times) or micro-scratching and delamination, can be determined with higher accuracy by utilizing additional electrical and acoustic measurements.

If a coating is non-conductive and a substrate is conductive, then electrical contact resistance is measured. If a coating is conductive, the electrical surface resistance is monitored. In either case, the electrical measurements typically show both critical thresholds of the onset of scratching (when electrical
resistance begins to change) and breaking through the coating (when electrical resistance reaches the level of the substrate resistance). An example of a sharp threshold is given in Figure 3.

![Figure 2. Friction Force in Test With Micro-Blade](image)

The high-frequency contact acoustic emission reflects the scratching and delamination processes of solid coatings when their structure is relatively ordered and they are relatively hard. For instance, most metal and ceramic coatings emit substantial acoustic waves during such tests, while most soft polymers do not emit measurable acoustics. The acoustic emission resolution in terms of surface defects is defined by its frequency. For example, to detect a 10-nm scratch or delamination defect in the coating at a test speed of 1 cm/s (taking into account that 1 cm = 10,000 nm and a signal has to be several times higher than the process), one needs the signal frequency of at least 5 kHz. In fact, we use the range of up to 5 MHz, which allows for detection of the very beginning of the tiniest micro-scratches and micro-delamination.

The effective use of the contact acoustic emission signal is illustrated in Figure 3 below. In this example, the critical threshold of breaking through the coating can be determined by the sharp drop in electrical resistance, and is fully supported by the sharp increases in friction and acoustic signals. It is interesting that both friction and acoustic show a substantial pre-failure rise at the same lower load,

![Figure 3. Multi-Sensor Monitoring of Coating Failure](image)
corresponding to the beginning of coating damage. Moreover, the ultra-sensitive acoustic emission started even earlier, which reflected the onset of tiny coating damage, undetectable yet by the electrical and force signals.

Results on Thin DLC Coatings

DLC, or diamond-like carbon coatings, are used in various industries. Their deposition technologies and so properties vary from application to application. For example, we have observed in numerous tests that the durability of very thin DLC coatings on hard magnetic disks and heads is the highest, while the durability of the DLC coatings on window glass and razor blades is much lower. Correspondingly, the scratch adhesion test procedure should be different.

Soft copper or gold-plated 4-mm or 6-mm balls have produced the most repeatable test data on the softest DLC coatings. Hard 1.6-mm tungsten carbide balls produced quite repeatable results on mid-range DLC coatings. Sharp diamond styluses scratched the coating, but did not delaminate it. Also, the sharp stylus data had limited repeatability due to the surface morphology differences from one scratch to another. The tungsten carbide micro-blade, averaging the scratch data over their substantial width, produced the most repeatable results for the hardest and thinnest coatings. Again, in all these tests the critical thresholds were determined by simultaneous measurements of forces, electrical and acoustic signals (see Fig. 3), though the latter ones were not informative for very thin coating films. The electrical resistance of DLC coatings was always measurable, though the harder and more diamond-like was a coating, the less conductive it was.

![Graph showing micro-scratch test data for thin DLC films](image)

**Figure 4. Micro-Scratch Test Data for Thin DLC Films**

The thinnest coating tested was a 1.5-nm DLC film on a magnetic head wafer, the durability of which was found to be dependent on the rate of deposition. The Figure 4 above includes some of the results for
thin hard DLC coatings on magnetic disks. For each DLC thickness four disks were tested, and the high data repeatability between them is obvious from this figure. Reduction in film thickness by a factor of 4, from 10 nm to 2.5 nm, decreased the critical load by a factor of 5, from 125 to 25 cN. Lubricating the disk with a thin 2-nm layer of a topical Fomblin lubricant, common for the magnetic disks, increased the critical load by a factor of 4.5 for the thin 2.5-nm coating.

CONCLUSIONS

1. The multi-sensing technology, based on simultaneous high-resolution force, electrical and acoustic (when possible) measurements, allows for very accurate determination of both delamination/adhesion and scratch/wear resistance of both thin and thick diamond-like coatings. Using the test tools with larger contact area or length, like micro-blade or ball, may allow for more repeatable results than those obtained with sharp styluses.

2. The micro-tribometer mod. UMT-2 provides a useful platform for all common types of scratch/wear and adhesion/delamination tests, with the complete utilization of all the advantages of the multi-sensing technology.
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ABSTRACT

Electron Energy Loss Spectroscopy (EELS) in an electron microscope is an accurate method for the measurement of the sp²-type bonding in carbon, due to the presence of a clearly defined sharp peak in the specific carbon K spectral edge, whose area is directly proportional to the number of π empty states in the local density of states. However, an absolute measurement of sp² bonds requires to be scaled to the total number of sp² and sp³ bonded atoms and then normalized to a 100% sp²-bonded standard. Usually, pure graphite is used as a 100% sp²-bonded standard. However, this normalizing value is affected by the anisotropy of the π empty states, as their excitation probability depends on the amount of momentum that is transferred by the incident electron beam in the direction of the π empty states, which is orientation dependent. Here we review the theoretical prediction of a magic angle for an electron microscope, when sp² measurements are independent of the experimental conditions and support it with experimental verification. Furthermore, we analyze the implications of anisotropy on the measurements of the sp²-type bonding in amorphous carbon samples and in carbon nanotubes.

Keywords: EELS, sp² measurement, magic angle, TEM, carbon.

INTRODUCTION

Many of the properties of amorphous carbon films are directly related to the amount of sp²-bonded carbon atoms present in the film (ref. 1 to 3). One way of measuring the sp²-type bond concentration is to use the carbon K-edge in Electron Energy Loss spectra obtained in transmission with an electron microscope, representing the energy lost by the incident electron through atomic transitions from the 1s core level to empty states in the 2p Localized Density of States (LDOS). For this particular case (high energy loss), we can use the dipole transition approximation, which results in the spectrum being proportional to the imaginary part of the dielectric function.

For sp²-bonded carbon, the 2p empty LDOS is split into π* and σ* anti-bonding states, whilst there are no π* states in sp³-bonded carbon. As the great majority of π* states are separated from the σ* states by around 6eV, there is a peak present in the carbon K-edge whose area is a direct measure of the number of sp²-bonded atoms in the sample. For comparison purposes, the area under this peak is normalized to an area of the carbon K-edge that is a measure of the total number of carbon atoms in the sample, and then further normalized to the equivalent ratio in a sample with 100% sp²-bonded carbon. This method is applicable for samples with very little (<5%) sp-hybridized carbon (ref. 5, 6).

However, the probability for energy loss depends not only on the amount of energy lost by the incident beam (i.e. the number of empty states in the 2p LDOS), but also on the magnitude and direction of momentum transferred. Therefore, for an anisotropic 2p LDOS (an sp²-hybridized carbon atom), the carbon K-edge will depend also on the orientation of the atom with respect to the direction of the transferred momentum, so that it will depend on the particular experimental conditions in the microscope, defined by the incident energy and convergence and collection angles. In particular, the probability for the excitation of the π* states will depend on how these anisotropic states are oriented with respect to the optic axis of the microscope, which afflicts, in the first instance, the use of graphite.
as a 100% sp²-bonded material norm. Furthermore, the counting of each the sp²-bonded carbon atoms in a given carbon-containing sample is weighted by the particular orientation of that atom.

Previous authors (ref 6) have identified a particular set-up in the electron microscope, called the magic angle, where the counting of the sp²-bonded atoms is independent of the orientation of the π* states, but there is disagreement both in the theoretical and experimental value of this condition.

Here, we show the reasons for the disagreement of the theoretical derivations of the magic angle (ref. 6 to 8). We also apply the calculations developed by Souche et al. (ref 7) to study the effect of anisotropy of the π* states on the measurement, from the carbon K-edge, of the sp²-bonded carbon in amorphous carbons and for single-walled carbon nanotubes. We also test experimentally the sp²-concentration predicted for carbon nanotubes.

ANISOTROPY OF THE EELS SCATTERING CROSS-SECTION FOR THE CARBON K-EDGE

The geometry of the interaction of the incident electron beam with the sample, referred to as the experimental set-up (Fig. 1), is defined with respect to the optic axis by an incidence semi-angle α, a scattering semi-angle β, the angle γ of orientation of the anisotropy axis (i.e. the orientation of the sp² bond) and a characteristic angle θ_E, given by:

\[ \theta_E = \frac{\Delta E}{2E_0} \]  

where \( E_0 \) is the incident electron energy and \( \Delta E \) is the energy lost (i.e. \( \sim 285 \text{eV} \) for the carbon K-edge). The characteristic angle represents the decrease in the wavelength of the scattered electron that has lost energy to a transition between from 1s to empty states in the 2p energy levels of carbon (the C K-edge). For a TEM with parallel illumination, the incidence semi-angle is zero, whilst in a general case for a convergent probe, \( \alpha \) is limited by an objective aperture. Similarly, the collector aperture at the entrance into the spectrometer usually defines the collection semi-angle.

\[ \mathbf{q} = \mathbf{k}_i - \mathbf{k}_f \]

Optic axis

Objective aperture

\( \mathbf{q}_\parallel \)

\( \mathbf{q}_\perp \)

Collector aperture

Figure 1. Scattering geometry in a TEM in a general case, defined by incidence and collection semi-angles \( \alpha \) and \( \beta \) respectively. The axis of anisotropy \( \mathbf{c} \) is oriented at an angle \( \gamma \) from the optic axis. For a given incident electron momentum \( \mathbf{k}_i \) and a given scattered momentum \( \mathbf{k}_f \), the momentum transferred to the sample \( \mathbf{q} \) can be expressed in terms of components of momenta exchanged with the sample parallel (\( \mathbf{q}_\parallel \)) and perpendicular (\( \mathbf{q}_\perp \)) to the axis of anisotropy.

Using the dielectric function to describe the response of the sample to the incident electron, the probability for the energy loss is derived from considering the retardation effects on the electric field of the fast electron traversing the sample (ref. 9):
where i and j refer to the parallel and perpendicular components of the transferred momentum, with the corresponding component of the dielectric response of the material $\varepsilon_{ij}$. The integration is performed over the whole range of the exchanged momenta $q$.

One of the important points in the evaluation of this integral is to realize that, for a given incident momentum, the scattered momenta can have directions anywhere within the cone defined by the point of incidence of the electron on the sample and the collector aperture (Fig. 1). This means that when one expresses equation 2 in either spherical or cylindrical coordinates, two independent polar angles are required to describe the incident and scattered momenta independently. This was done accurately in reference 7, but not in reference 6, with the result that reference 6 predicts the same magic angle as reference 7 for parallel illumination ($\beta \approx 4\theta_E$), but a different magic angle as soon as the incident semi-angle is non-zero (Figure 2).

![Figure 2. Comparison of the magic angle condition predicted using the calculations of reference 7 and reference 6 for the scattering cross section. At the magic angle, the scattering cross-section for a uniaxially anisotropic material does not depend on its orientation with respect to the optic axis. Note that the magic angle curve predicted using Souche et al. is symmetric about the reduced incidence and scattering angles.](image)

We note that the magic angle curve predicted using the calculations of Souche et al. in Figure 2 is symmetric about the line $\alpha' = \beta'$, where $\alpha' = \alpha/\theta_E$ and $\beta' = \beta/\theta_E$ are the reduced incidence and scattering semiangle. As a dedicated STEM is usually described as an ‘upside-down’ TEM, this shows that the two are geometrically equivalent if the respective apertures are also ‘upside-down’.

On the other hand, the curve predicted using the calculations of reference 6 is asymmetric because, when using only one polar angle to describe both the incident and scattered momenta, one integrates over the surface of the scattered electrons cone (see Fig. 1) rather than over its’ volume. The asymmetric result of reference 6 has lead to the conclusion that the measurement of the sp²-bonded carbon in amorphous carbon films is dependent on the experimental set-up of the microscope (ref. 10). As proved further on in this work, this is not the case if the reference 7 symmetric result for the integral in equation 2 is used.

When integrating over the transferred momenta $q$ in equation 2, we obtain the following general expressions for the EEL scattering cross-sections for transitions to $\pi^*$ and $\sigma^*$ empty states respectively:
\[
\frac{d\sigma_{\alpha\pi}}{dE} \propto A + (B - A)\cos 2\gamma \\
\frac{d\sigma_{\alpha\pi}}{dE} \propto (3A - B) + (A - B)\cos 2\gamma
\]

where A and B are parameters that depend only on \(\alpha\) and \(\beta\,\)’, the reduced semi-angles. The proportionality factors are identical for both scattering cross-sections.

For a general case where \(\alpha\) is non-zero, A and B are given by:

\[
A = \alpha^2 \ln \left[ \frac{1 + \beta^2 - \alpha^2 + \sqrt{(1 + \alpha^2 + \beta^2)^2 - 4\alpha^2 \beta^2}}{2} \right] + \beta^2 \ln \left[ \frac{1 - \beta^2 + \alpha^2 + \sqrt{(1 + \alpha^2 + \beta^2)^2 - 4\alpha^2 \beta^2}}{2} \right] \\
B = 2\left(1 + \alpha^2 + \beta^2 - \sqrt{(1 + \alpha^2 + \beta^2)^2 - 4\alpha^2 \beta^2}\right)
\]

For parallel illumination, equation 4 is no longer applicable and equation 2 integrates to:

\[
A = \frac{\beta^2}{1 + \beta^2} + \ln \left(1 + \beta^2\right) \\
B = 4\frac{\beta^2}{1 + \beta^2}
\]

The definition of the concentration of sp\(^2\)-type bonds is:

\[
\text{sp}^2(\alpha, \beta, \gamma) [\%] = \frac{\frac{d\sigma_{\alpha\pi}}{dE}}{\frac{d\sigma_{\alpha\pi}}{dE} + \frac{d\sigma_{\alpha\pi}}{dE}}
\]

Using the definitions in equation 3, it can be easily seen that the denominator in equation 6 is isotropic and hence is a good measure of the total number of carbon atoms in the sample, as used in the experimental measurement of the sp\(^2\) content (ref. 5, 11).

In terms of Equation 3, the condition for the magic angle is the particular experimental set-up where A=B, and the pairs of reduced incidence and scattering semi-angles for which this condition is established are given in Figure 2.

In the case of parallel illumination, the magic angle condition applied to equation 5 has a solution for \(\beta' \approx 3.97\), which is approximately thrice the value calculated in reference 8 of 1.36. It can be shown that the value for the reduced scattering angle at the magic angle condition of reference 8 was calculated wrongly, as the authors omitted to integrate over the whole scattering angles before equating the terms in equation 5. If that is done, then the magic angle condition at parallel illumination predicted using their approach is identical to that of reference 7.

**PREDICTIONS FOR THE MEASUREMENT OF THE C-K EDGE IN PLANAR GRAPHITE, AMORPHOUS CARBONS AND CARBON NANOTUBES**

**Planar Graphite**

The measured C-K edge for planar graphite is simply described by equation 3. It can be seen that, at the magic angle, equation 6 reduces simply to:

\[
\text{sp}^2 [\%] = \frac{1}{3}
\]

This is perhaps not surprising, as it is equivalent to the sum rule, describing the fact that in a 100% sp\(^2\)-bonded carbon sample, there is one \(\pi\) state out of a total of three 2p states. It also means that, due to anisotropy, the sum rule, as deduced from the method of measurement from the C-K edge is only obeyed at the magic angle condition.
Away from it, certain geometric corrections must be applied. This proves that the method currently used for the determination of the sp$^2$-content is sufficiently reliable, as it calculates experimental values of 0.31 (ref. 5) and 0.33 (ref 11) for the 100% sp$^2$-bonded carbon normalization factor.

Amorphous carbons

For a 100% sp$^2$-bonded amorphous carbon film, with no preferential orientation of the carbon sp$^2$-bonds, the effect of anisotropy is calculated by integrating equation 3 over all possible orientations of the sp$^2$-bonded carbon atoms and then substituting in equation 6. This is because there is no physical equivalence with the substitution of equation 3 into equation 6 prior to integration, as equation 6 refers here to the average values for the individual cross sections (i.e. integration prior to substitution):

\[
\frac{1}{2} \int_0^\pi \frac{d\sigma_{\pi^*}}{dE} \sin \gamma \, d\gamma + \frac{1}{2} \int_0^\pi \frac{d\sigma_{\sigma^*}}{dE} \sin \gamma \, d\gamma = \frac{1}{3}
\]

Equation 8 demonstrates that the measurement of the sp$^2$ content from amorphous carbon is independent of the experimental condition, and it always is a direct measure of the sum rule for the 2p density of states.

Carbon Nanotubes

The theoretical derivation here is applicable to both single-walled and multi-walled nanotubes, as it does not consider any effects due to interference between the several concentric single walled tubes that make up multi-walled nanotubes. For a carbon nanotubes whose axis is oriented an angle \( \delta \) with respect to the optic axis, equation 6 becomes, in terms of the parameters defined in equations 4 and 5:

\[
\text{sp}^2(\alpha', \beta', \delta)[\%] = \frac{A}{4A - B} - \frac{B - A}{2(4A - B)} \sin 2\delta \frac{\sin \delta}{\delta}
\]

As in the case of planar graphite, it can be seen that at the magic angle condition, equation 9 again represents the sum rule. Equation 9 also shows that, unless the magic angle condition is achieved in the microscope, the measurement of the carbon K-edge from carbon nanotubes depends on their orientation with respect to the optic axis of the microscope.

**EXPERIMENTAL VERIFICATION OF THE ANISOTROPY THEORY FOR A CARBON NANOTUBE**

The magic angle condition was tested previously in reference 12, using highly oriented pyrolytic graphite in a TEM with parallel illumination. The measured reduced scattering angle at which the magic angle condition is established was \( \approx 2\). In order to further test the discrepancy between the theoretical value and the experimental one, we measured the sp$^2$ content using a single-walled carbon nanotube at two different orientations, for different collection angles. The measurements were performed using a Philips CM200 TEM with a LaB$_6$ filament, equipped with a GIF2000 Gatan Imaging Filter. The spectrometer was operated in image-coupled mode, and the scattering angle was varied by changing the camera length of the microscope. The collection angle was calibrated from the diffraction pattern of the amorphous carbon film that supported the carbon nanotube sample. Care was taken to accurately centre the collector aperture onto the optic axis of the microscope for each of the collection angles. Each spectrum was processed in the usual way, by removing the pre-edge background and correcting for multiple-scattering using Fourier ratio deconvolution. The sp$^2$-content was measured, for a set of collection angles, for two orientations of the carbon nanotube (\( \delta \approx 90^\circ \) and \( \delta \approx 60^\circ \)), using a 3-Gaussian method for modeling the \( \pi^* \) peak of the carbon K-edge (ref. 11, 13.). Figure 3 is a comparison of the simulated (equation 9) and measured sp$^2$ contents of the carbon nanotube, showing that the reduced collection angle at the magic angle condition is close to 4. The different result of reference 12 could be due to the method of modeling the \( \pi^* \) peak, as well as the much lower signal (and hence the much higher noise) of the data points at low collection angle. Confidence is gained here (Figure 3) as the data is well represented by equation 9.
Figure 3. Measured and simulated sp²-content for a single-walled carbon nanotube, viewed with its axis at ~60° and 90° to the optic axis of the microscope respectively. The good fit of the theoretical model suggests that the reduced collection angle at the magic angle condition is ~4.

ACKNOWLEDGEMENTS

The authors are grateful to the EPSRC for financial support (multi-disciplinary project grant GR/N36073/01).

REFERENCES

Study of High Transparency Diamond Like Carbon Film on Quartz Substrate Growth by Hot-Filament Chemical Vapor Deposition

Niu Xiaobin, Liao Yuan, Shi Huali
ng

229-418, USTC, Hefei, Anhui, 230026, P.R. China

xbniu@mail.ustc.edu.cn

Abstract

By using the mixed methane and hydrogen gas, we successfully synthesized Diamond Like Carbon (DLC) films on quartz substrate in Hot-Filament Chemical Vapor Deposition (HFCVD) system. The prepared films were proved to be the DLC films by investigating the Raman Spectroscopy and have both very high hardness and high transparency (>80%) from 400nm to the whole infrared band, which can be used as shields of optical windows. We also did a series of experiments to study relations between the growth of the film and the Substrate temperature, Filament temperature, the time of growth and the consistency of methane and hydrogen.
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ABSTRACT

Nano-scale manipulation of thin film structure has attracted much attention, owing to their possibilities to obtain novel properties associated with the nano-scale microstructure. A great effort is also focusing on the nano-scale manipulation of tetrahedral amorphous carbon (ta-C) films. Multilayer structures composed of ta-C films of different properties are the most widely investigated structure. In the present work, we demonstrated that nano-sized graphitic columns embedded in hard amorphous ta-C matrix could be prepared by using nano-sized Ni dots on the substrate surface. The Ni dots were prepared by annealing Ni thin film of thickness ranging from 3 to 13 nm. The ta-C film was then deposited by filtered vacuum arc process. Microstructure analysis and electrical resistivity measurement showed that nano-scale columns of highly conducting graphitic phase grew at the Ni dots. Size of Ni dot has significant effects on the nano-scale structure evolution, and thus mechanical and electrical properties. The growth of the graphitic phase was discussed in terms of the catalyst effect of Ni for the transformation of carbon materials into stable graphitic phase.
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INTRODUCTION

Novel properties associated with nano-structures have been widely reported (ref.1). For example, nano-sized powder materials, nano-composite, or nano-scale multiplayer thin films frequently exhibit novel properties that cannot be implemented in the materials of conventional microstructures. A great effort is also focusing on the nano-scale manipulation of tetrahedral amorphous carbon (ta-C) films. Although ta-C film has a unique combination of high hardness, chemical stability and optical transparency, high residual compressive stress and poor adhesion has limited their applications (ref.2). Nano-composite films or nano-scale multilayer structures of the films of different properties is being widely investigated to resolve these drawbacks (refs.3 to 4). Search for novel properties of nano-structured ta-C film would also be the motivation of these investigations.

In the presented work, we developed a method to obtain nano-scale structural manipulation of ta-C film deposited by filtered vacuum arc process. By incorporating nano-sized Ni dots on the substrate surface, we could obtain highly conducting graphitic phase grown from the Ni dots to the surface of ta-C film. Since the catalyst effect of Ni for the transform to more stable graphitic phase, this method resulted in nano-composite materials in lateral dimension, i.e. nano-sized graphitic columns embedded in hard amorphous ta-C matrix. The reduction of mechanical properties and electrical resistivity with increasing size of the Ni dots could be understood in the viewpoint of the local increase of sp² bonds in hard ta-C matrix.

EXPERIMENTAL PROCEDURE

Nano-sized Ni dots on Si substrate were prepared by annealing Ni thin films of thickness ranging from 3 to 13 nm. The Ni thin film was deposited on the 600-µm-thick Si (100) wafers by DC magnetron sputtering method. In
order to change the deposited Ni film to nano dots, the specimen was annealed in a rapid thermal process (RTP) at 800°C for 15 min in hydrogen environment. Hydrogen pressure during the annealing was kept at 1 Torr by adjusting the flow rate of hydrogen. Figure 1 is typical SEM microstructure of Ni dots obtained by the present annealing process. Ni dots of diameter ranging from 15 to 90 nm were uniformly distributed on the substrate. The average size of nano Ni dots monotonically increased with the thickness of the Ni film.

After Ni dot pretreatment, 100-nm-thick ta-C films were deposited by using filtered vacuum arc process. Details of the deposition equipment have been described elsewhere (ref.3). Prior to deposition, the substrate was pre-cleaned by carbon arc plasma beam mixed with Ar ions at the negative bias voltage of -800 V. The Si (100) strips with thickness of 100±5 µm, with and without Ni dot, were also used as the substrate to measure the residual stress of the film. The structure of the film was analyzed by employing transmission electron microscopy (TEM). The electrical resistivity of the film was measured by a four-point probe method. The residual stress of the film was obtained from curvature of film/substrate composite using Stoney equation (ref.5). Nanoindentation in continuous stiffness measurement (CSM) mode was used to characterize the hardness and the plane strain modulus of the film. Atomic-bond structure was analyzed by using a Raman spectroscopy. Raman spectra were obtained by a triple-Raman spectroscope in the range from 800 to 2000 cm⁻¹, using an Ar ion laser of wavelength 514.5 nm.

RESULTS AND DISCUSSION

Figure 2 shows the typical SEM microstructure of ta-C coated surface on the substrate shown in Fig. 1. Composition of the film analyzed by Auger spectroscopy was pure carbon without any impurities of Ni or Si on the film surface. The morphology of the nano-sized Ni dots on the substrate remained on the deposited surface. The rms
roughness of the surface measured by an atomic force microscope increased from 2.07 to 25.1 nm as the thickness of the Ni film increased from 3.4 to 13.1 nm. Figure 3 shows TEM cross-section of the ta-C film with nano-sized Ni dot on the substrate. The microstructure showed that a nano-scale second phase was grown on the nano-sized Ni dots. The second phase could be clearly distinguishable not only from Ni dots but from the amorphous carbon matrix. The size of the second phase is closely related with those of Ni dots. In the case of the smallest Ni dots prepared from the thinnest Ni film of 3.4 nm, the second phase was so small that could not reach to the film surface. However, the size of second phase increased as that of Ni dots increased.

The content of the second phase is proportional to the size of Ni dots that is in turn proportional to the thickness of Ni film. Therefore, the properties of the film were analyzed as a function of thickness of Ni film to understand the characteristics of the second phase. Figure 4 shows the dependence of electrical resistivity and the Raman spectra on the thickness of Ni films. The resistivity gradually decreased until thickness of deposited Ni film was 3.4 nm. However, the resistivity dropped by approximately 5 orders of magnitude when the thickness was larger than 3.4 nm. This behavior is in parallel with the structural evolution that the growth of the second phase reached to the surface only when the thickness of Ni film is larger than 3.4 nm. Hence, the present observation showing that the conducting path was formed in the insulating ta-C matrix as the size of Ni dot increased, would suggest that the second phase grown from the Ni dots is highly conducting.

Raman spectroscopy has been extensively used to study the structural variation in amorphous carbon materials such as hydrogenated amorphous carbon (a-C:H) or tetrahedral amorphous carbon (ta-C) films in addition to diamond or graphite (ref.6). Raman spectroscopy can reveal two aspects of the film properties. Intensity of the peak near 980 cm\(^{-1}\), the second order Raman excitation of Si, is a measure of the optical transparency of the film. Raman spectra of Fig. 4 (b) show that the intensity significantly decreased when the thickness of Ni was larger than 3.4 nm, which implies that the optical transparency of the film was degraded with increasing content of the second phase. On the other hand, intensity of the peak at 1550 cm\(^{-1}\) (also referred to as G peak) increased as the thickness of Ni film increased. It is well known that the G peak originates from \(E_{2g}\) phonons among the zone center modes of graphite sheet (ref.7). Since the film thickness was kept at 100 nm in all cases, this result suggests the increase of sp\(^2\) bonds in ta-C matrix. Combined with electrical resistivity measurement, these observations show that the second phase grown at the Ni dots is sp\(^2\)-rich graphitic phase which is electrically conducting and optically less transparent.

Figure 4. (a) The change of electrical resistivity of the film as the thickness of the Ni film and (b) Raman spectra for various values of thicknesses of the Ni film.
Fig. 5 shows the Raman spectra when using Cu nano-dots instead of Ni dots. For comparison, Raman spectra of homogeneous pure ta-C film deposited without metal dots and the film with Ni nano dots of the same were also presented. In contrast to the case of using Ni dots, the Raman spectrum was essentially identical to that of pure ta-C film when using Cu nano dots. Transition metals such as Ni, Co are well known to be the catalyst for the transformation of amorphous carbon to more stable graphite. Lamber et al. reported that Ni catalyzed effectively the conversion of amorphous carbon to graphitic carbon at temperature as low as 730 °K (ref.8). It can be thus said that the catalyst effect of Ni for enhancing the transformation to stable graphitic phase played a major role for the structural evolution of the present work. Thermal activation for the phase transformation seems to be provided by the high energy ion bombardment on the growing surface or high flux of electrons from the arc plasma.

CONCLUSIONS

Nano-scale structural modification in lateral dimension was possible by filtered vacuum arc deposition of carbon using Ni nano dots on the Si substrate. Structural analysis and electrical resistivity measurement revealed that highly conducting graphitic phase was grown on the nano-sized Ni dots, which resulted in the nano-scale conducting phase embedded in amorphous ta-C matrix. The structural manipulation was due to the catalyst effect of Ni for the transformation of carbon to the more stable graphitic phase.
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ABSTRACT

We selectively formed nano-scale copper dots on a structure-modulated Diamond-Like Carbon (DLC) films that was obtained by filtered vacuum arc (FVA) process using Si (100) substrate with nano-sized nickel dots on the surface. The structure modulated DLC film has nano-scale graphitic phases embedded in hard DLC matrix. The film exhibits significantly different surface properties that can be used for the selective copper dot formation on the surface. Copper thin film deposited on the structure-modulated film was thermally treated in hydrogen environment. Nano-sized copper dot could be obtained only on the nano-scale graphitic phase. Mechanism of the selective Cu dot formation will be discussed in terms of surface energy and morphology of the surface.
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ABSTRACT

Tetrahedral amorphous carbon films were deposited on single crystalline silicon substrate by the species with the different impinging energetic grades produced by the static-electricity pulse negative bias from 0 to 2000 V. The microstructure of the ta-C films is the amorphous sp\(^3\) hybridization skeleton enchased with sp\(^2\) clusters whose in-plane correlation length is less than 1 nm in light of visible Raman spectroscopic measurement. At the low energetic grade, the sp\(^3\)-rich energetic window, and the sub-high energetic grade, the more is the content of sp\(^3\) in the films, the smoother is the surface of the films. The dependence between the impinging energy of the species and the surface morphology can be illustrated perfectly according to subimplantation growth mechanism. Nevertheless at the high energetic grade, the impinging ions with appropriate energy and angle can sputter and smoothen the surface, the roughness is even lower than the one of the films with the richest sp\(^3\). The hardness and Young’s modulus of the films deposited at the high energetic grade (-2000 V) are higher than those of the films prepared at the floating conditions. Simultaneously, the critical scratching load of the films deposited with the substrate bias of 2000 V is even larger than the one of the sp\(^3\)-rich films.
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1. INTRODUCTION

Tetrahedral amorphous carbon (ta-C) films being rich of sp\(^3\) hybridization resemble much diamond and have the expansive applications in the electronic, mechanical, mechanical, defensive fields because of the superexcellent properties, such as high hardness, high modulus, high conductivity, high resistivity, high infrared transparency, and high biologic compatibility, and so on. Ta-C films are deposited generally by an ion beam with the lower energy. \[^{[1-3]}\] Their microstructure and properties are controllable in a wide scale by modulating the impinging energy and other process parameters, i.e. the content of sp\(^3\) bonding atoms from 50% up to 90% \[^{[4]}\], correspondingly hardness from 20 GPa to 80 GPa \[^{[5,6]}\], Young’s modulus from 200 GPa to 760 GPa \[^{[5,6]}\], optical gap from 2.0 eV to 4.0 eV \[^{[7]}\], etc. But up to the present, the majority of the relative research works has been focused on how to prepare sp\(^3\)-rich amorphous carbon films with low energetic species and establish the optimal process, for example P.J. Fallon changed substrate bias from 0 to –450 V to substantiate the growth mechanism of diamond-like carbon films \[^{[8]}\], X. Shi, et al., accommodated the ion energy from 0 to 200 eV to clarify the connection between structure and mechanical properties of the films \[^{[9]}\], J. Salo, et. al., produced the plasma with 0–140 eV and measured the ion energy by the electro-optical time-of-flight method \[^{[10]}\], D. Chen, et al., altered the substrate bias from 20 V to –100 V to research the optical properties and surface morphology of the films \[^{[11]}\], and so forth. There are also a great deal of literatures majoring in deposition with lower energy from 0 to 500 eV \[^{[12-16]}\], but there are short of deep and careful research on ta-C films deposited at high energetic grade exceeding 1000 eV, even then some mistakes appeared, for instance the connections between the sp\(^3\) component and surface morphology.
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On the other hand, considerable thickness and the good adhesion between the substrates and the ta-C films are necessary to fulfill the specific applications in the different fields. But one of the primary restraining factors is the remained compressive stress on a high level in the films, which restricts the maximum thickness of 100~200 nm. In order to strengthen the adhesive intensity between the substrate and the films and reduce the intrinsic stress, the different groups respectively applied a graded layer design, the multilayers alteration, and the combinative deposition with low energy and implantation with high energy, and other measures. The third method is that the layer on service is deposited with lower impinging energy after the admixture zone of several or tens of nanometers has been produced at the high energetic grade. The second method means that hard and soft alternative layers are prepared by the diversification of the key process parameters to diminish the stress and agrandize the thickness. The first method denotes that a graded zone of microstructure and properties is formed in the boundary area between the films and the substrate by gradual change of impinging energy to decrease the stress concentration. For whichever method, the character that the microstructure and properties can be modulated at the different energetic grades is taken full advantage of. But there are deficient of all-round and in-depth understandings, even some deviations, especially about the ta-C films deposited at the high energetic grade, for example the correlation between the hardness and the critical scratching load, the comparison of hardness and modulus at the different energetic grades, and so forth. Accordingly, in this work the microstructure, surface morphology, and mechanical properties of the ta-C films prepared at the different energetic grades (the sp3-rich energy window denoting 80~150 eV, the low energetic grade being less than this energy window, the sub-high energetic grade that is in excess of the sp3-rich energy window but less than 1000 eV, and the high energetic grade that is more than 1000 eV) will be investigated.

2. EXPERIMENTS

2.1 Sample preparation

The samples were prepared by the filtered cathodic vacuum arc technology whose working theory and system conditions were consulted to reference. The carbon plasma beam was produced from the vacuum arc on the high pure graphite target ignited by a retractable anode arm. After macroparticles and neutral species were separated from the plasma beam, the pure C+ ions were deposited on the substrate fixed on the rotating chuck. The necessary impinging energy was achieved by means of static acceleration engendered by the direct current pulse substrate negative bias from 0 to 2000 V (pulse frequency: 1500 Hz, pulse width: 14 µs). A series of samples were prepared with 100 nm thickness on the P(100) polished single crystal silicon wafers. Before deposition, the bare substrates were rinsed with acetone in a supersonic bath for 15 min and then were etched for 5 min by Ar+ ions produced by Kaufman gun whose working gas flux was setup as 8 sccm. During etching, the voltage of the ion beam power unit (BPU) was 750 V, the current of BPU was 100 mA, and the voltage of the accelerator power unit (APU) was 350 V. Consequently, the final etching energy of Ar+ ions was 1100 eV. The base vacuum pressure was 3.0×10^{-6} Torr, and the pressure would climb up to 6.0×10^{-5} Torr during deposition due to outgassing of the cathode. The arc current was 60 A and the magnetic field intensity of the filtered duct was 40 mT. The arc was ignited by the striker assemble once every fifteen seconds. The deposition rate was kept at 0.7 nm/s in the area of Φ250 mm. The velocity of the substrate chuck was remained at 33 r/min to ensure the uniformity of deposition and etching.

2.2 Films characterization

The microstructure of ta-C films was measured by Ranishaw RM1000 Raman spectroscopy whose excited light source was Ar+ ion laser with 514.5 nm wavelength. In order to undamage the microstructure of the films and acquire clearly the characteristic signals, the input power was kept as 25 mW, the measurement step was 1.4 cm^{-1}, and the sampling duration was setup as 100 s in the scale from 800 to 2000 cm^{-1}. Hardness and Young’s modulus were examined by MTS XP-type nano-indentener with Berkovich three-sided pyramid diamond indenter, which stepped continuously into the 150 nm deep from the surface. The measurement precision of load and displacement was respectively 75 nN and 0.1 nm. Each sample was measured for ten times in the different locations at room temperature and relative humidity 30%. The adhesive property was assessed by the nano-scratching accessory. The pyramid side of the indenter was placed forward and was preindented with 1.5 mN force. The maximum indentation load was 30 mN and the scratching distance was 500µm. The critical scratching load was determined by means of inspecting the friction coefficient and the side friction force. Five scratches were measured in the different areas of
each sample. The Digital Instruments Dimension 3100 atomic force microscope (AFM) was used to examine the surface roughness. For every sample the root-mean-square (RMS) surface roughness was inspected five times in tapping mode in different given area (1 x 1 µm²) and the atomic force probe was replaced every 3–5 measurement.

3. RESULTS AND DISCUSSION

3.1 Raman measurements

Raman spectroscopy is a popular and undestructive tool wide utilized to characterize the microstructure of diamond and its related materials. The details about bonding hybridization of tetrahedral amorphous carbon films can be manifested by Raman spectra. Raman scattering is connected with the polarizability of bonds and in fact the spectra peak at a certain wavenumber reflects the resonant process that is produced due to the mutual actions between the impinging photons and the certain hybridization [24][27]. The bonds whose band gap matches with the energy of photons will preferentially be excited. Amorphous carbon consists of the carbon atoms with three hybridizations, i.e. sp1, sp2, and sp3, whose band gap overcast from 0 to 5.5 eV. Therefore, in order to respectively acquire the characteristic signals the researchers from the different countries have taken advantage of Raman laser with the wavelength from 244 nm to 785 nm [24–26]. But the most common and the steadiest is the 514.5 nm green Raman spectroscopy. Raman shift reflecting the microstructure details of ta-C films concentrates in the scale of from 800 to 2000 cm⁻¹, hereby, in this paper the spectra only in the range mentioned above are illustrated in the Fig.1. The Raman spectra of all the films demonstrate an asymmetric broad peak concentrating about on 1580 cm⁻¹ in the scale of from 1300 to 1700 cm⁻¹. Additionally, the small square topped peak at about 950 cm⁻¹ is produced from the second-order Raman spectra of the underlying silicon substrate [28]. There is no evident “peak shoulder” for D peak reflecting the breathing mode of those annular sp2 sites during the Raman shift of 1300–1400 cm⁻¹ like the Raman spectra of other diamondlike carbon films.

The band gap of π bonds (sp2 hybridization) is 2.25 eV [29], which matches the impinging energy (2.36 eV) of laser photons excited by 514.5 nm Ar⁺ ions. But the band gap of σ bonds (sp3 hybridization) is 5.50 eV [24] that differentiates in great disparity from the energy of visible photons. Hence, the Raman crossed section of sp2 hybridization is larger 50~230 times than the one of sp3 hybridization [30]. Even though ultraviolet Raman (244 nm wavelength) is adopted, the characteristic signals of sp3 sites are feebler than the ones of sp2 sites because of the long range polarisability of π bonds [25,26]. In light of above analysis, the asymmetric broad peak in the Fig.1, which can be taken approximately as G peak that is correlated with the stretching vibration of catenulate π bonds and the E₂g symmetry of crystalline graphite [20,24], represents virtually the earmarks of sp2 sites and is characterized as the Raman “fingerprint” of amorphous carbon [31,32].

S. Prawer et al. [28] found that sp2:sp3 composition could be assessed quantitatively as a function of the skewness of the broad peak when they measured the Raman spectra of the diamondlike carbon films deposited by the mass-selected-ion-beam technology by Raman spectroscopy. Consequently, in this work the asymmetric broad peak whose skewness was indicated with the coupling coefficient (Q) in the Fig.2 was fitted with a single skew Lorentzian lineshape described by the Breit-Wigner-Fano function [23]. When Q⁻¹ approaches to zero, the symmetric true Lorentzian lineshape is resumed and simultaneously the content of sp3 is the maximal. In reference to the results examined by electron energy loss spectroscopy (EELS) [8,9][28], the sp3 component of the film is more than 80% if the parameter Q is less than about –20. From the Fig.2, we can see that the coupling coefficients of the films deposited under the different substrate bias are all less than –20 and there is an obvious regularity that the coupling coefficient is minimum as the negative bias is 80 V and the coupling coefficients increase respectively as the negative bias enhances or lowers. It is worth noticing that the value of parameter Q is maximal under the floating conditions and the Q value (~28.48) is still in the better situations at the high energetic grade (~2000 V).

The FWHM of G peak as a function of impinging energy confirms to the coupling coefficient as a function of the substrate negative bias. It has been shown in the Fig.3 that the FWHM of the films deposited under the floating conditions at low energetic grade is a little larger than the one of the films prepared at high energetic grade (~2000 V). Tamor and Vassell [31] researched the Raman spectra of more than a hundred amorphous carbon samples from the five different laboratories and found that the in-plane correlation length of sp2 sites (La) is less than 1 nm when the FWHM of G peak is more than 50 cm⁻¹. The FWHM of the films prepared in this work obviously exceeds this numerical value. Hence, the microstructure of the films could be regarded as the amorphous skeleton of tetrahedral σ bonds beset with tiny sp2 clusters (La<1 nm). It is different from the other experimental results that the position of G peak is almost unchanged with the shift of energetic grade because of the tiny difference of the sp3 content in the films.
3.2 Surface morphology of the films

Atomic force microscope (AFM) has become an effective tool by which the surface morphology of amorphous carbon can be measured accurately. Y. Lifshitz\cite{1} validated successfully the subimplantation growth mechanism of diamondlike carbon films by AFM. Whereafter the other researchers\cite{4,11,13,33} illustrated the phenomena that the carbon can be measured accurately. Y. Lifshitz\cite{1} validated successfully the subimplantation growth mechanism of been shown in the Fig.4(d). But if the impinging energy is so high (for example –20 keV\cite{1,22}) that a great deal of higher impinging energy and the tiny tubercles will be sputtered preferentially so as to smoothen the surface. It has smooth surface can be remained. On the other hand, the sputtering action will become more prominent due to the deposited ions among the atoms of the growing films so that they can't transfer back to the surface and the original implant into the deeper layers under the surface and may be entrapped into the spaces being less than the volume of sp\textsuperscript{3} hybridization. But at the high energetic grade, the impinging ions with higher energy can become less and less with the increase of impinging energy. But if the ion energy is appropriate, the surface of the films may become smoother owing to the sputtering actions, which has been neglected before.

Under the experimental conditions in this work, the sp\textsuperscript{3}-rich energy window is around –80 V\cite{23} that is equivalent to the impinging energy of 100 eV. The C\textsuperscript+ ions with the above appropriate impinging energy will breach the bondage of the substrate surface and will implant several atom layers under the surface. Subsequently, the energetic ions produce a process of “atomic peening” and cause ions to be incorporated into spaces in the growing film which are much smaller than the general volume of the ions\cite{34}. Thereby the subimplantation process engenders the high local compressive stress that is even more than 10 GPa. According to the pressure-temperature phase diagram for carbon\cite{12}, the growth conditions of sp\textsuperscript{3} hybridization are provided. An AFM image of the ta-C films with the smooth surface and the most sp\textsuperscript{3} components is shown in the Fig.4(b). The C\textsuperscript+ ions at low energetic grade can’t hurdle the astriction of the substrate surface and are entrapped in the surface layer. Since the phase of sp\textsuperscript{2} hybridization is stable thermodynamically at the ambient temperature and pressure, the films [Fig.4(a)] with less sp\textsuperscript{3} component and the rougher surface are formed under the floating conditions. At the sub-high energetic grade, for example under –200 V bias, the superfluous energy leads to prolonging the “thermalization stage” and impels the partial ions having been implanted into shallow surface layers to transfer and congregate again back to the surface. Correspondingly, the surface roughness increases again, the sp\textsuperscript{3} component decreases, and the Raman coupling coefficient hoists too. From Fig.4(c), we can find that there are some hunch ridges on the surface. But it is worth noticing that the surface of the films deposited at the high energetic grade (for instance with –2000 V substrate bias) and containing the less sp\textsuperscript{3} component is even smoother than the surface of the sp\textsuperscript{3}-rich films [Fig.4(d)].

To enforce the measurement results, the root mean square (RMS) surface roughness was calculated with the digital process software package annexed with the AFM system. It has been shown in the Fig.5 that the RMS roughness of the films deposited at the low energetic grade is the maximal, and decreases with the enhancement of the impinging energy till the sp\textsuperscript{3}-rich energy window and then increases again with the hoisted energetic grade. But the RMS surface roughness of the films prepared at the high energetic grade (-2000 V substrate bias) is the lowest. This phenomenon is owing to the dynamic balance of surface growth and surface damage during deposition process. While the energetic species act with the surface layers of the substrate each other, there are not only the collisions between the impinging ions and the atoms in the surface and the entrapments of the deposited ions in the surface layers, but also thermal vibrations, thermal dissipations, and thermal transferences of the impinging ions under the effects of the “thermal spikes”. Besides the above surface growing process, there are sputtering, replacements, formation of point defects, and the other damage process in the surface layers. When the energetic grades are lower, the actions of sputtering are slender because of the lower impinging energy thereby the deposition process mainly is exhibited as surface growth. The gradual changes of surface morphology can be perfectly illuminated in light of the subimplantation growth mechanism. But at the high energetic grade, the impinging ions with higher energy can implant into the deeper layers under the surface and may be entrapped into the spaces being less than the volume of deposited ions among the growing films so that they can’t transfer back to the surface and the original smooth surface can be remained. On the other hand, the sputtering action will become more prominent due to the higher impinging energy and the tiny tubercles will be sputtered preferentially so as to smoothen the surface. It has been shown in the Fig.4(d). But if the impinging energy is so high (for example –20 keV\cite{1,23}) that a great deal of vacancies and cavities have been produced, the actions of surface damage will play a main role and the surface of the films become rougher once again\cite{1}. Surpassing the sp\textsuperscript{3}-rich energetic window, the content of sp\textsuperscript{3} hybridization becomes less and less with the increase of impinging energy. But if the ion energy is appropriate, the surface of the films may become smoother owing to the sputtering actions, which has been neglected before.

3.3 Mechanical properties of the films

The nano-indenter is generally adopted to assess the mechanical properties of the thin films, such as hardness, Young’s modulus, and critical scratching load. In order to guarantee the accuracy and the reproducibility of the experimental results, the area function of the three-sided pyramid diamond indenter had been rectified with the standard copper bulk and the ambient temperature was held at 24 to avoid the thermal drift during measurement. The films deposited at the four different energetic grades were examined and the results were shown in the Fig.6.
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When the impinging energy of the ions is situated in the sp$^3$-rich energy window, e.g. 80 V substrate negative bias, the hardness and Young’s modulus of the films are respectively maximal, i.e. 51.49 GPa and 512.39 GPa. At the low energetic grade, namely under the floating conditions, the hardness and Young’s modulus are respectively minimal, i.e. 31.17 GPa and 325.16 GPa. It means that the adjustable scopes of hardness and Young’s modulus are correspondingly close to 20 GPa and 200 GPa by the modulation of the impinging energy. In addition, when the ions energy surpasses the sp$^3$-rich energy window, both hardness and Young’s modulus gently decline. Even if the substrate negative is –2000 V at high energetic grade, Young’s modulus still approaches to the one of the films deposited at the sub-high energetic grade. Hardness of the films prepared at the high energetic grade (-2000 V) is kept on the higher level, i.e. 39.72 GPa, and is distinctively more than the one of the films deposited under the floating conditions. The experimental results are contrary neither more nor less than to the viewpoints of D. Sheeja et al.\(^{(19)}\). To cushion the compressive stress and prepare ta-C thick films of 1 µm, they applied a design that soft layers and hard layers were alternated and every layer was prepared with the process restraining the proportion of sp$^3$ hybridization. They believed that the harder layer about with the thickness of 100 nm could be deposited on the floating conditions and the softer layer about with the thickness of 20 nm could be prepared with the negative substrate bias of 2500 V. The reason for the divergences might be due to the differences of the pulse width and frequency of the direct current pulse bias. But it should be much more attributed to the facts that there are devoid of all-sided and veracious understanding about the mechanical properties of the films deposited at the different energetic grades, especially for the films prepared at the high energetic grade.

From the Fig.6, we can also find that the dependence of hardness or Young’s modulus and impinging energy consists just with the one of the critical scratching load and impinging ion energy at the low energetic grade, the sp$^3$-rich energy window, and the sub-high energetic grade. Namely, the higher are hardness and Young’s modulus, the greater is the critical scratching load. But at high energetic grade, hardness and Young’s modulus are much lower than those of the films deposited at –80 V substrate bias, whereas the critical scratching load is the highest. Hence, the adhesive property is remarkably enhanced as the grading implantation layer with the ingredients of the films has been formed between the substrate and the films at the high energetic grade. Obviously, the combinative application of the different energetic grades is able not only to guarantee the necessary content of sp$^3$ hybridization in the films, but also to insure the excellent cohesive property.

### 4. INCLUSIONS

(1) Ta-C thin films have been prepared with the filtered cathodic vacuum arc technology. The Raman spectra of the films, which can be fitted well with a single skew Lortetzian lineshape described by Breit-Wigner-Fano function, are an asymmetric broad peak centering at 1580 cm$^{-1}$. The optimal deposition process of sp$^3$-rich films can be confirmed in light of the changing correlation between the coupling coefficients or full-width at half-maximum and the substrate negative bias. The microstructure of ta-C films is that the amorphous sp$^3$ skeleton beset with sp$^2$ clusters whose in-plane correlation length is less than 1 nm.

(2) At the low energetic grade, the sp$^3$-rich energy window, and the sub-high energetic grade, the surface roughness is closely connected with the content of sp$^3$ in the films. The more is sp$^3$ component; the smoother is the surface of the films. This phenomenon may be illustrated on the foundation of the subimplantation growth mechanism of DLC films. However at the high energetic grade, the films whose root mean square surface roughness is even lower than the one of the films deposited in the sp$^3$-rich energy window since the surface has been smoothened as a result of the sputtering action of the impinging ions.

(3) The hardness and Young’s modulus of the films deposited at the high energetic grade, e.g. the substrate bias of –2000 V, are obviously higher than those of the films prepared at the low energetic grade, e.g. under the floating conditions. The implantation at the high energetic grade is able to improve prominently the anti-scratching property of the films. The combinative application of the different energetic grades is able not only to guarantee the necessary content of sp$^3$ hybridization in the films, but also to insure the excellent cohesive property.
Fig. 1 Raman spectra of the ta-C films deposited at different substrate bias

Fig. 2 Coupling coefficient as a function of the negative substrate bias

Fig. 3 FWHM as a function of the negative bias
Fig. 4 AFM images of the films deposited at the different energetic grades
(a) low energetic grade: under floating conditions, (b) sp\textsuperscript{3}-rich energy window: -80 V,
(c) sub-high energetic grade: -200 V, (d) high energetic grade: -2000 V. 5 nm/div.

Fig. 5 The RMS surface roughness of the films deposited at the different energetic grades
Fig. 6 Hardness, Young’s modulus, and critical scratching load of the films deposited at the four different energetic grades
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NOVEL SYNTHESIS AND DEPOSITION PROCESSES
SYNTHESIS AND SOME PROPERTIES OF POLYHEDRAL GRAPHITE

Fumio Kokai
Chemistry Department for Materials, Mie University
1515 Kamihama, Tsu, Mie 514-8507, Japan

ABSTRACT
We have applied laser vaporization to grow carbon materials and describe a novel synthesis of polyhedral graphite (PG) particles. This synthesis is based on the condensation of carbon vapor confined by high-pressure Ar gas. We used a CO2 laser (10.6 μm and 5-kW peak power) with a pulse duration of 500 ms. The laser beam was focused onto a graphite target through a ZnSe window in a cylindrical stainless-steel chamber filled with Ar gas at 8 x 10^5 Pa. The laser spot size and power density on the target were adjusted to 2 mm and 30 kW/cm^2, respectively. After laser irradiation of several shots on the fresh surface of a rotating graphite target, the deposits produced on the chamber wall were collected. SEM, TEM, Raman scattering spectroscopy, and powder XRD investigation of the deposited particles demonstrated that this laser vaporization method produces PG with a high yield (> 90%) and without hollow cavities in their centers. Faceted PG particles, ranging in size from 110 to 500 nm, have a turbostatic structure. Studies on the structure and properties, such as electrical resistance, of PG particles during high-pressure compression of the PG particles is underway.

Keywords: laser vaporization, polyhedral graphite, faceted particles
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THE NOVEL NUCLEATION PROCESS - AN UPDATE:
A METHOD IN THE WORKING

Shlomo Rotter
UES Inc. (an AFRL contractor)
1950 Fifth St. Bldg. 18B, Rm. 15
Wright-Patterson AFB, Ohio 45433, USA

ABSTRACT

The novel nucleation process (NNP) was introduced publicly 4 years ago, here in Tsukuba, at the ADC/FCT 1999 meeting and has been in the working since then. The main user was Dr. Jim Butler of the Naval Research Laboratory and recently it made its way to AFRL/WPAFB in Dayton Ohio. A few papers appeared already and more are to come where NNP facilitated the use of diamond thin films for various applications. In this paper we will present data that gives some scientific insight of this method. We will present data on the optical properties of the PT (pre treated) film (using Ellipsometric characterization) and EELS data for the material identification of that carbon film. We will show a range of applications that have been opened up by the NNP method. In particular we will show the use of diamond films as an active passivation layer for high voltage SiC Schottky diodes and the use of diamond as the insulation layer on top of a new family of metal matrix composite (MMC) materials for the packaging of high power devices. It will be obvious to the listener that NNP can be used by anyone involved in diamond CVD and especially to those that didn’t think diamond could be used for their particular application. NNP has made diamond an easy material to grow and use in ways and means not accessible before NNP. The more people join in the use of NNP, and the more it will be used by many others for their application it will become more obvious that this is the way to grow diamond in most practical cases.

Keywords: Diamond CVD. NNP, diamond applications
Interrelationships among carbon nanostructures

Michael Sternberg, Dieter M. Gruen, and Peter Zapol
Materials Science Division, Argonne National Laboratory,
9700 S. Cass Avenue, Argonne, IL 60439, USA.

Abstract
Carbon nanostructures such as nanotubes, fullerenes, and diamond nanocrystals are receiving increasing attention because of their interest both from fundamental and applied points of view. Interrelationships between the properties of all groups of carbon entities at the nanoscale need to be better understood so that the energetics and conditions under which one form transforms to another can be rationalized.

We present primarily electronic structure calculations showing in detail the growth mechanism of ultrananocrystalline diamond, which results from the reaction of the carbon dimer, C2, with the (110) diamond surface. The evolution of a new monolayer of the diamond lattice is traced from the initial reaction of a single C2 molecule, to the half-monolayer stage to the completed monolayer. Fullerene- and nanotubelike intermediate structural elements appear on the diamond surface during growth. The challenge will be to relate these calculations to studies mentioned below and to gauge the extent to which our current knowledge can lead to an integrated systematics of carbon nanostructures.

Recent calculations by Barnard et al. delineate the stability relationships between diamond clusters, fullerenes and hydrogenated graphite clusters based on size ranges, while the transition of diamond nanocrystals to carbon onions was simulated by Fugaciu and Hermann. Again a comparison of the stability of fullerenes and closed nanotubes was made by Park et al. If the various known members of the nanocarbon family are related to each other by yet to be discovered hierarchical structures, it is possible that insight into the criteria determining the stability of each structure could lead to new, hitherto unknown family members with interesting and useful properties.

HIGHER DIAMONDOIDS: A NEW CLASS of 3-D DIAMOND MOLECULES 1 to 2 NM IN SIZE


MolecularDiamond Technologies, ChevronTexaco Technology Ventures
100 Chevron Way, Richmond, CA 94802

ABSTRACT

Hydrogen-terminated diamonds form a continuous series of molecules ranging in size from macroscopic diamonds, to micron-sized diamonds (including CVD diamonds), to ultra-nanocrystalline diamonds (including ion implant and detonation diamonds as small as 2 to 3 nm), to higher diamondoids (recently isolated for the first time by us, and having sizes from ~1 to 2 nm), finally ending with the lower diamondoids of which, adamantane, consisting of one C_{10} diamond crystal lattice cage, is the smallest. Except for the higher diamondoids, which have not been available until now, all of these forms have been studied, characterized and used in a variety of applications. We have identified and isolated higher diamondoids (C_{22} and higher polymantanes) including tetramantanes, pentamantanes, hexamantanes, heptamantanes, octamantanes, nonamantanes, a decamantane and an undecamantane from petroleum. These molecules contain from four to eleven diamond crystal cages face-fused in a variety of ways to give a variety of geometries. Exceptional thermal stability and diverse geometries make possible their isolation from petroleum. Structures were proven by single crystal X-ray crystallography for selected members of three families of higher diamondoids. As members of the H-terminated diamond series, these molecules have great strength and rigidity, but they also show a remarkable variety of 3-dimensional shapes, including resolvable chiral forms (some with unusual primary helical structures, where the helicity is built into the backbone of the molecule, rather than arising from steric effects, such as in the helicenes). Properties of higher diamondoids can be tuned by the attachment of various functional groups, allowing customized mechanical, electronic and biomedical properties. The combination of diamond structure and versatile derivative chemistries, gives these 3-D, 1-2 nm size, chiral/achiral higher diamondoids potential for applications in a wide range of fields, including pharmaceuticals, microelectronics, optics, lubricants, and specialty chemicals. They are useful molecular building blocks that may find applications in nanotechnology and new nanostructured materials. Research quantities of higher diamondoids will be produced this year and larger quantities in the future.

Keywords: Diamondoid, Diamond, Molecular Diamond, Nanotechnology, Nanostructured Material.
CO-DOPING OF DIAMOND WITH BORON AND SULFUR

Sally C. Eaton,(a) Alfred B. Anderson,(b) John C. Angus(a)
(a) Dept. of Chemical Engineering
(b) Dept. of Chemistry
Case Western Reserve University
Cleveland, OH, USA

ABSTRACT

Characterization of diamond co-doped with boron and sulfur is reported. SIMS analysis shows that the sulfur is concentrated in the near surface region, although increased concentrations of sulfur above background levels appear in the bulk diamond as well. Hall effect and thermoelectric power measurements indicate that the conductivity is n-type in the surface region and can be either n- or p-type in the bulk, depending on the degree of compensation with boron. The co-doped samples are not stable at elevated temperatures and there is an irreversible loss of conductivity when heated above 400 K in air. Electrochemical polarization of the n-type diamond showed blocking at anodic potentials up to +5 V versus the saturated calomel electrode. Two types of p/n junctions using the n-type boron/sulfur co-doped diamond were made: one using boron-doped diamond as the p-type side and the other using the p-type surface conductivity induced by hydrogen termination. The turn-on voltage in both junctions was approximately 0.5 V, which suggests that the Fermi level in the n-type diamond is low in the band gap. The n-type conductivity likely arises from an impurity band. The nature of the centers giving rise to the conductivity is not known.

Keywords: CVD diamond, n-type conductivity, co-doping

INTRODUCTION

Sulfur has been reported to act as a relatively shallow (0.38 eV) donor in diamond.1,2 However, other workers have reported that the samples contained boron3,4 and were p-type.3 Albu et al.5 predicted that substitutional S and BS centers are deep donors, with levels at about 1.5 eV below the conduction band. Miyazaki and Okushi6 calculated that substitutional S and the SBS complex are located 1.1 to 1.2 eV and 0.5 eV below the conduction band, respectively.

Eaton et al.7-10 found that sulfur was incorporated in diamond in measurable concentrations only when boron was present, and n-type conductivity was achieved only at low B/S ratios.

GROWTH EXPERIMENTS

The diamond films were grown in an ASTeX microwave plasma reactor with H2S as the sulfur source and trimethylboron (TMB) as the boron source. The methane concentration ranged from 0.1 to 1%; the S/C atomic ratio in the source gas varied from 15 to 40,000 ppm. Homoeptaxial films were grown on (111), (110), and (100) diamond substrates. For the (111) and (110) substrates, the gas flow was 200 sccm, the pressure was 25 torr, and the microwave power was 1000 W. The surface temperatures ranged from 700 to 800°C. For the (100) substrates, the gas flow was 200 sccm, the pressure was 35 torr, and the microwave power was 800 W. The surface temperatures ranged from 820 to 840°C.

SECONDARY ION MASS SPECTROSCOPY (SIMS)

Figure 1 shows the SIMS depth profile for diamond films grown on (100) and (111) substrates. Both samples had an n-type thermoelectric effect. The rms surface roughnesses for these samples as determined by atomic force microscopy were 1 nm and 6 nm, respectively.
Figure 1. SIMS depth profiles for (100) and (111) diamond samples showing the ratios of the sulfur intensity to the carbon intensity and the boron intensity to the carbon intensity. The analyses probe the first 50 nm of film depth.

ELECTRICAL AND ELECTROCHEMICAL RESULTS

Electrical Results

Hall measurements, which measure the bulk film properties, gave both n-type and p-type results. Thermoelectric measurements, which sample the near-surface region, showed n-type behavior for co-doped diamond films grown at low B/S ratios. All samples tested for the Hall effect had n-type thermoelectric coefficients. These results indicated that in some instances there was an n-type surface layer atop p-type bulk diamond. Values for mobility at room temperature ranged from 1 to 20 cm²/V-s. Thermoelectric and Hall measurements for (100) samples are shown in Table 1.

Table 1. Summary of thermoelectric and Hall measurements on (100) diamond samples co-doped with boron and sulfur. Methane concentration in feed was 1%.

<table>
<thead>
<tr>
<th>S/C atomic ratio in feed</th>
<th>B/C atomic ratio in feed</th>
<th>Thermoelectric coefficient</th>
<th>Sign of Hall Measurement</th>
<th>Room temperature Hall mobility</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>4</td>
<td>-830 µV/°C (N-type)</td>
<td>N-type</td>
<td>20-1 cm²/V-s</td>
</tr>
<tr>
<td>2500</td>
<td>25</td>
<td>-180 µV/°C (N-type)</td>
<td>P-type</td>
<td>7-4 cm²/V-s</td>
</tr>
<tr>
<td>5000</td>
<td>25</td>
<td>-100 µV/°C (N-type)</td>
<td>P-type</td>
<td>17-6 cm²/V-s</td>
</tr>
</tbody>
</table>

We also performed scanning tunneling spectroscopy (STS) measurements on the cleaved cross-section of an n-type (110) diamond film to observe conductivity as a function of depth at a high spatial resolution. For the samples tested, we observed n-type conductivity over the entire depth analyzed, but saw a decrease in conductivity by a factor of 4 in the top 600 nm of film depth.

Measurements of electrical conductivity versus temperature were made and are shown in Figure 2. At room temperature and below, the activation energies range from 0.04 to 0.12 eV.
The excess sulfur in the near-surface region is significantly reduced upon treatment at 800°C with a hydrogen plasma. Also, the samples lose much of their conductivity when heated in air. Above 400 K there is an irreversible loss in conductivity and the activation energy increases to 1 to 1.5 eV. An example of this behavior for one sample is shown in Figure 3.

We have cautiously assigned the underlying explanation for this phenomenon to diffusion of hydrogen, which passivates either the donors or acceptors. Experimental evidence obtained by other researchers11 show an n-type activation energy of 1 eV at high temperatures and theoretical estimates place sulfur-related donor levels at about 1 to 1.5 eV beneath the conduction band.3 Therefore, we speculate that the high temperature conductivity shown in Figure 4 may arise from activation of electrons into the conduction band.

Electrochemical Results

Due to low conductivity, the co-doped films show noticeable IR drop and the current increases linearly on the anodic sweep of cyclic voltammograms. The window of water stability is approximately the same as boron-doped diamond,12 but the background current is higher. Some diamonds could be polarized to +5 V (versus the saturated calomel electrode) without evolving oxygen; hydrogen was evolved on the same sample at –2 V. This behavior is

**Figure 2.** Log of sheet resistance for an n-type (100) diamond at low temperature versus 1000/T. The methane concentration in the source gas was 1%, the S/C ratio was 2500 ppm, and the B/C ratio was 25 ppm.

**Figure 3.** Current versus temperature history for an n-type (111) diamond film exposed to air.
characteristic of a lightly to moderately doped n-type semiconductor. Other more heavily doped n-type samples did not block anodic current.

**FABRICATION OF P-N JUNCTION**

A p-n junction was formed on a (111) diamond sample using boron-doped diamond for the p-type layer and sulfur/boron co-doped diamond for the n-type layer. A p-n junction was also formed on a (100) diamond sample using hydrogen-terminated diamond for the p-type layer and sulfur/boron doped diamond for the n-type layer. The S/C feed ratio necessary to achieve n-type diamond on top of p-type diamond is greater than for diamond grown on top of insulating diamond. At S/C ratios of 500 to 1000 ppm, the boron-rich underlayer apparently provided enough boron to the gas phase to compensate the sulfur. Thermoelectric measurements for such samples indicate that the co-doped layer is p-type. N-type layers could only be grown on the boron-doped diamond at S/C ratios of 2000 ppm and higher.

For samples in which p-n junctions were created, the p-type and n-type conductivity of the masked and unmasked sections were confirmed by thermoelectric measurements. For the (111) sample described in Figure 4, a boron-doped layer was first deposited in a hot-filament reactor with feed conditions of 0.5% methane and a B/C ratio in the feed gas of 4000 ppm for 24 hours. Sections of the diamond sample were then masked and an n-type layer was grown in the unmasked region with feed conditions of 0.12% methane, S/C = 6000 ppm, and B/C = 15 ppm for 24 hours growth time. The p-type layer had a sheet resistance of $2.2 \times 10^5 \Omega$/sq. and the n-type layer had a sheet resistance of $1.3 \times 10^6 \Omega$/sq.

In Figure 4 the absolute value of the forward and reverse currents is plotted versus the absolute value of the applied voltage. At ±10 V, the ratio of $I_F/I_R$ is approximately 100 and the turn-on voltage for the p-n junction is approximately 0.5 V. The p-n junction was retested one year after the sample was grown and there was no change in its electrical properties. The p-n junctions with hydrogen-terminated diamond as the p-type layer showed similar rectification properties.

Koizumi et al.\textsuperscript{13} give results for a p-n junction with a phosphorus-doped n-type layer. They report a rectification ratio (ratio of forward current to reverse current) of $10^5$ at ±10 V. The turn-on voltage was 4 to 5 V.

![Current-voltage curves for a p-n junction grown on a (111) substrate with boron (p-type) and boron/sulfur (n-type) doped diamond.](image)
RESULTS AND DISCUSSION

Location of Band Edges

The flat-band potential of B/S co-doped diamond is only 1 to 1.5 V more negative on the electrochemical scale than for boron-doped diamond.\textsuperscript{9,10} This implies that the Fermi level is only 1 to 1.5 eV higher (on the vacuum scale) than the Fermi level in boron-doped diamond. There are two possibilities: the surface dipole created by sulfur-termination causes an increase in the electron affinity of approximately +4 V, \textit{i.e.}, the band edges are severely lowered on the vacuum scale. Alternatively, the band edges are similar in position to those of partially-oxygenated diamond and the Fermi level is low within the band gap. Several pieces of information lead us to conclude that the latter possibility applies to co-doped diamond. From the literature for silicon, sulfur termination causes an increase in the work function of 0.3 eV.\textsuperscript{14} For III-V semiconductors, sulfur causes a change in the work function of approximately +/- 0.3 eV, depending on the initial value of the workfunction\textsuperscript{15,16,17} Measurements performed on diamond by Miller\textsuperscript{18} indicate that the thiol group (–SH) causes a \textit{decrease} in the work function by 0.1 to 0.2 eV compared to hydrogen-terminated diamond. Therefore, the evidence from these sources indicates that the change in work function induced by sulfur is small, and may even be negative. The low turn-on voltage of the p-n junction (Figure 4) suggests that the Fermi levels of the p and n regions are close.

Surface conductivity measurements on sulfur-terminated diamond also support this conclusion. We observed the same conductivity response for both hydrogen and sulfur-terminated diamond. We did not see this pH dependence on oxygen-terminated or fluorine-terminated diamond,\textsuperscript{19} presumably because the band edges for these samples are too low on the vacuum scale for the effect to be present.\textsuperscript{20}

Conduction Mechanism

Density functional calculations performed by Albu \textit{et al.}\textsuperscript{5} predicted the donor and acceptor excitation energies for several B/S complexes in diamond. Donors and acceptors are located throughout the bandgap and some donor levels are located lower on the vacuum scale than acceptor levels, \textit{e.g.}, the ionized donor, SVS\textsuperscript{+}, is approximately 0.2 eV lower than the ionized acceptor, BB\textsuperscript{-}, and is approximately 1.5 eV above the calculated level of the substitutional boron acceptor, B\textsuperscript{-}. These complexes are noteworthy because they support a possible explanation for n-type conductivity low in the band gap.

If the wavefunctions of the acceptor states overlap, then they can create an acceptor impurity band. Electrons from individual donor states can be excited into this acceptor band and then be free to move. A schematic of this mechanism is shown in Figure 5 below.

---

Figure 5. Model of a conduction mechanism low in the bandgap causing n-type conductivity.
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FORMATION OF C-N NANOFIBERS IN HIGH ISOSTATIC PRESSURE APPARATUS AND THEIR FIELD EMISSION PROPERTIES
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ABSTRACT

Carbon-nitrogen (CN) nanofibers have been formed in High Isostatic Pressure (HIP) apparatus in 1:1 nitrogen-argon gas mixture at 75 GPa using graphite electrical heater. Bamboo-like, beads-like, corrugated and spring-like nanofibers with the diameter of about 100-150 nm and the length over 10 μm have been found in a deposit with a low content of amorphous carbon. The nitrogen content up to 8.5 % was found in fibers by EELS analysis. The CN nanofibers were printed on cathode plate and the dode-type flat vacuum lamp with 1 inch diagonal was assembled for the field emission study with the gap between anode and cathode varying in the range of 300 – 900 μm. The turn-on fields were about 1.3 V/μm, the current density was 0.05 mA/cm² at 1.35 V/μm. The time reliability and light emission test were carried out for above 100 hours. We suggest that CN nanofibers can be applied to the high brightness flat lamp because of low turn-on field and time reliability.

Keywords: carbon-nitrogen nanofibers, high isostatic pressure apparatus, structure, field emission.

INTRODUCTION

The possibility of utilization of carbon nanostructures as electron emitters attracts growing scientific interest (refs. 1 to 6). Carbon nanotubes (CNT) and other nanostructures are capable of emitting high currents (up to 1 A/cm²) at low fields (~ 5 V/μm). They already used for producing some cold electron emitter devices (refs. 3 to 6). Despite pure carbon nanostructures CN, SiCN nanostructures attract considerable interest as alternative materials for cold emitters (refs. 7-9). R. Kurt et al. (ref. 7) investigated emissive properties of decorated C/N nanotubes. Plasma enhanced hot filament chemical vapor deposition (PE-HF-CVD) combined with micro-contact printing of catalysts was performed in order to deposit patterned films of nitrogenated carbon (C/N) nanotubes. Each tube was not straight but twisted. The length of a single tube was in the range of 10 - 50 μm, the diameter 50 - 1000 nm. Nitrogen concentration in C/N nanotubes was found to be 4.3 %. On catalytic samples the lowest onset, turn – on and threshold fields required to extract a current density of 10 nA/cm², 10 μA/cm² and 100 mA/cm², respectively, were \( E_{on} = 3.8 \) V/μm, \( E_{th} = 4.7 \) V/μm and \( E_{thr} = 7.4 \) V/μm. In the case of autocatalytic growth very similar results were obtained, except \( E_{thr} = 11.5 \) V/μm. Regarding their field emission properties, C/N nanotubes compare quite well with films of pure carbon nanotubes. For arrays of C/N nanotubes thinner than 50 nm an onset field below 3 V/μm was observed.

The influence of C-N bonds concentration on the emission properties of films was investigated in reference 8.
The following conclusions have been drawn out. High concentration of tetrahedral C-N bonds lowers the threshold voltage for electron emission. The lower the percentage of double C=N bonds, the higher the emittance.

The carbon-nitride nanohorns were obtained by G.Y. Zhang et al (ref. 9) with nitrogen content of about 2%. The onset voltage was about 1 V/1m and the threshold field about 10 V/1m. They point out that according to ab initio calculations, such nanostructures have very high electronic density of states at the open edges.

A method of high isostatic pressure (HIP) growth of carbon nanostructures was designed first by Blank et al (refs. 10,11) and nitrogen concentration up to 13 % have been obtained (ref. 11). Elevated gas pressure promotes desirable chemical reactions due to elevation of chemical potential and diffusion coefficients. This method provides wider range of morphologies of nanostructures and higher nitrogen concentration in C-N nanotubes than CVD techniques.

In this article we investigated structure, nitrogen content and emissive properties of CN nanostructures obtained by HIP apparatus and found that they are competitive with those of pure carbon once for the first time.

**EXPERIMENTAL**

Nitrogen containing carbon nanostructures were formed in the High Isostatic Pressure (HIP) unit. The block diagram of the unit is shown in Fig. 1. In our experiments we used the HIP apparatus, designed for the maximum pressure value of 350 MPa. Its inner dimensions for mounting heater and screens are the following: diameter 40 mm, height 125 mm. Check valve (6) was used for the better stability of pressure during experiment. High gas pressure was created using the one-stage piston gas compressor (2).

![Figure 1. The block diagram of High Isostatic Pressure (HIP) unit (left) and the heating unit (right).](image)

In left: 1 - High Isostatic Pressure (HIP) Apparatus; 2 - High pressure Gas Compressor; 3 - Gas-cylinder (or cylinders); 4 - Shutoff valve; 5 - Manometer; 6 - Check valve.

In right: 1 – carbon resistive heater; 2 – copper contacts 3 – supporting ring (graphite); 4 – upper screen; 5 – side screen (graphite); 6 – thermocouple; A, B, C – carbon nanofibers deposition zones.

We used carbon heater as the carbon source. The shape of the graphite heater and heat shielding are shown in Fig. 1(right). The heat shielding is manufactured from graphite, it contains ring 3, plug 4 and cylinder 5. The heating zone with the thickness equal to 0.7 mm was made in the middle part of the heater 1. Carbon deposit was taken from the top part of the heater (zone A). The thermocouple type A insulated by corundum - straw 7 has been used for measurement of temperature. Details of experimental procedure have been presented in (ref. 10). The argon – nitrogen mixture with equal content of gases was prepared in the mixture unit (3) in Fig.1(left). The gaseous pressure was 75 MPa, duration of synthesis 40 min, temperature of the hot zone above 1400°C. Carbon evaporation was carried out by direct resistive electrical heating and improved by presence of nitrogen. We suppose that nitrogen improves carbon evaporating due to formation of C-N clusters on the heater surface and next transfer them into gas phase. Carbon deposit was investigated by transmission (TEM) and scanning
transmission electron (STEM) microscopy, using JEM-200CX, CM20 Philips TEM, VG 601 UX STEM and Hitachi S-4300.

The CN nanofibers were printed on the active area of cathode plate and then the diode-type flat lamp with 1 inch diagonal emitting area was assembled for the field emission study (Fig.2). The cathode electrode lines were formed with metal Cr on cathode glass plate. The green phosphor was printed on ITO coated anode glass. The field emission measurements were performed with the gap between anode and cathode varying in the range of 300 – 900 μm in vacuum chamber at a pressure of 10^-6 Torr using F.a.G. Elektronik DC Power Supply. The sample temperature during the measurement was 300K.

![Diagram showing the geometrical structure of vacuum packaged CN nanofibers flat lamp: side view (left) and top view (right).]

The green phosphor was printed and the glass frit was dispensed on anode glass plate. And then, it was put on the cathode glass plate with exhausting tube followed by heating to 420°C to melt a glass frit in N₂ ambient. A sheet type getter (ST122) was inserted to panel through the tube, as shown in Figure 2. The panel was connected to tip-off system followed by pumping to 10^-6 Torr.

**STRUCTURE**

Figure 3 shows SEM images of CN nanofibers formed by HIP. Figure 3a shows a cluster and figure 3b has higher magnification. The CN nanofibers were grown in random with the diameter of about 100-150 nm and the length over 10 μm. Increase of the nitrogen pressure caused increase of the carbon deposit and an appearance of variety of different structures. It can be explained by active gas convection, which caused more active mass transport and fluctuations of temperature. We found bamboo-like nanotubes with equidistant diaphragms, wrinkled bead necklace-like (BdL) tubes with thin walls, nanotubes with thin, not completely formed walls, like corrugated nanofibers (Cor fibers) and spring like periodical structure. The examples are shown in Figure 4. All these structures are characterised by curved carbon layers as a result of the presence of included nitrogen atoms. EELS investigations showed presence of nitrogen in tubes. The peak at 401ev of EELS-spectra corresponds to trivalent nitrogen atoms replacing graphite ones in a hexagonal lattice (Fig. 5a). The average nitrogen concentration was calculated to be about 3-4%. The value of nitrogen concentration in BdL tubes was found up to 8.5%.

Although the role of nitrogen for structure formation as well as for modification of material properties is not completely clear, we believe that low value of electron emission onset field found for our nanofibers, can be explained by peculiarities of their structures caused by the presence of nitrogen. At conditions of high argon pressure in HIP apparatus much smaller amount of nanostucture deposit have been formed and that was mainly cylindrical nanotubes, while relatively big amount of nanofibers of various different configurations were formed at the same pressure-temperature conditions at nitrogen atmosphere. The curved intersected inner C-N layers forming a wavy net-like structure have been observed inside nanofibers (ref. 12). Analogous nanostucture was found in bamboo-like fibres, bead necklace-like fibres and net-fibres with a more complex structure consisting of intersecting graphene layers inside the fibre. The reason for an appearance of curved intersected graphene layers inside the fibre is the presence of nitrogen atoms in graphene layers. It is assumed that nitrogen effectively substitute carbon atoms in the graphitic lattice, resulting in bending of fringes (ref. 13).
Figure 3. SEM image of carbon-nitrogen (CN) nanofibers formed by HIP; (a) magnification $\times 1.2k$; (b) magnification $\times 5k$.

Figure 4. HRTEM image of corrugated (left) and spring-like (right) nanofibers.

Figure 5. EELS (a) and IR spectra (b) of CN deposit obtained in HIP unit.
The corrugated structure was explained in (ref 14) by formation of pyridine-like bonds between nitrogen and carbon atoms. These bonds are characteristic mostly for edges of graphene layers. The availability of interstitial nitrogen into the graphite layers leads to the distortion and disruption of lattice. Even the small difference between C-C and C-N bond lengths (0.1422 and 0.1429 nm, respectively (ref. 15) causes large inner tensions in the growing layer, giving rise to elastic deformations and the bending of layers. Formation of fullerene-like structures can be considered as another reason for explanation of the structure of the inner layers (ref. 16). The C-N interaction may take place in a form of substitution of carbon atoms by nitrogen ones in (002) graphite planes, but to a greater extent it can create interlayer bonds, cause defects and formation of sp²-bonds. IR-spectroscopy investigations showed that only single C-N bonds present in the nanostructures synthesized (Fig. 5b). The band at 1100 usually is attributed to C-N single bonds vibration frequencies (ref. 17). It is assumed, that namely single C-N bonds are favourable for field emission properties (ref. 8).

FIELD EMISSION

Figure 6 shows the field emission curves of the CN nanofibers and the corresponding Fowler-Nordheim curves. Turn on field at the spacer gap of 300, 500, 700 and 900 µm was measured 1.56 V/µm, 1.48 V/µm, 1.2 V/µm and 1.44 V/µm, respectively. The emission uniformity in the active area was quite good.

![Graph image]

**Figure 6. Field emission curves (a) and the corresponding Fowler-Nordheim plot (b) of CN nanofibers.**

It is assumed in various studies of the field emission of carbon nanotubes, that electrons are usually emitted from their top tips (ref. 18). But in the case of CN nanofibers, we suppose that besides top tips, electrons can be emitted from nanofiber sides. Substitution of carbon atoms with nitrogen ones in graphene sheet causes its corrugation and appearance of sp² carbon sites, favourable for field emission due to the negative electron affinity. Besides that nitrogen atoms may strongly affect on the electron structure of the fibers and supposedly this may also improve emission properties. The Fowler-Nordheim (FN) theory is used to describe field emission behaviour of metallic materials at high applied electric field. According to the theory the plot of log (I/V²) vs. 1/V, is expected to be a straight line. However, our FN plots in figure 6 show distinct non-linearity. This deviation from FN theory in field emission probably may be attributed to the geometric structure of the emitters, effect of space charge in the chamber and to a change in the contact resistance between CN nanofiber emitters and the substrate (ref.19).

CONCLUSION

The CN nanofibers were formed by HIP process for the first time. From the field emission measurements CN nanofibers show an excellent characteristics of emitter, better than carbon nanofibers and other known carbon-nitrogen structures. The CN nanofibers flat lamp provides high brightness and uniformity of the light beam. The
CN flat lamp can be applied to automotive, avionics industries, high performance back-lights for liquid crystal displays, view box and so on.
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INVESTIGATION OF LARGE AREA HFCVD-DIAMOND DEPOSITION PROCESSES  
BY MULTI-FILAMENT TEMPERATURE MEASUREMENTS
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ABSTRACT
Hot-filament chemical vapor deposition (HFCVD) is a technologically important process for depositing polycrystalline diamond films on large areas or three-dimensional substrates. Growth rate and phase purity of the diamond films are essentially determined by the ability of the hot filaments to produce atomic hydrogen which is affected by the temperature and the state of the filaments with respect to carbon incorporations and carbon coverage, respectively. On the other hand, filament temperature measurements in correlation with deposition parameters give evidence of the state of the filaments and the gas phase activation.

A motor driven optical pyrometer system has been built up for precise and fully automatized filament temperature measurements in multi-filament arrangements. This device allows to investigate how the state of each filament in a given setup is affected by integral parameters like gas composition, heating power, pressure etc. and also by local changes of the boundary conditions, for instance due to the positioning of the substrates or to inhomogeneities of the gas feeding system. The presented results demonstrate that multi-filament temperature measurement is a powerful tool for monitoring, controlling, and optimizing large area HFCVD processes. Thus it enables the systematic improvement of reproducibility, homogeneity, and quality of the deposited diamond films.
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polycrystalline diamond, hot-filament CVD, filament temperature measurement, process control
FABRICATION OF VERY-HIGH-ASPECT-RATIO MICROCHANNELS IN CVD DIAMOND BY A MOLDING TECHNIQUE

V.G. Ralchenko
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ABSTRACT

The growth of diamond films with built-in microchannels (through holes) of a few microns in diameter with aspect ratio up to 50 has been realized using a molding technique and a special template. The method employs the microwave plasma assisted diamond deposition on (111) Si substrate with regular Si whiskers followed by separation of diamond from the substrate to obtain replica of the original pattern. The holes are hexagonal in cross section, and the hole “diameter” is almost constant over the whole depth (ca. 100 µm). The position, diameter and depth of the microchannels can be varied in a broad range. Possible applications of perforated diamond films include membranes, drawing dies, heat spreaders with interconnections for electronic circuits, and novel types of diamond-based composites.

Keywords: CVD diamond; silicon whiskers, molding technique, microchannels

INTRODUCTION

A post-growth processing of CVD diamond films is generally required in most cases to a post-growth processing of CVD diamond films is generally required to employ this material with unique properties for a particular application. Since the mechanical treatment is difficult due to extreme hardness of diamond the laser [1,2] or plasma [1,3] etching techniques are commonly used for diamond film micromachining such as cutting, drilling, surface planarization, fine patterning, etc. Holes of diameter ranged from a few microns to some hundreds microns were produced in CVD diamond by ablation with different types of lasers [2,4,5], while submicron holes in boron-doped diamond for electrochemical applications were etched in oxygen plasma [6]. Yet, the fabrication of deep holes with aspect ratio of the order of 10 or even higher in diamond using a dry etching is still a challenge, especially if strictly parallel and smooth sidewalls of the channel must be obtained. Here we report on growth of diamond film with built-in holes located at predetermined sites using a special silicon template. This method known as the molding technique employs the diamond deposition on a patterned substrate followed by a separation of diamond from the substrate to obtain the replica of the original pattern. Various diamond microstructures such as arrays of pyramids for diamond optics with reduced reflection coefficient [7,8], tips for field electron emitters [9,10], diamond optical lenses [11], optical micro electromechanical systems [12], integrated cantilevers and tips for atomic force microscopy [13], a three-dimensional porous “diamond opal” [14] have been fabricated previously using the molding technique.

EXPERIMENTAL

A sequence of processes to make microholes in polycrystalline CVD diamond is shown schematically in Fig. 1. Silicon whiskers with diameter of 2 and 4 µm and height in the range of 45 to 110 µm have been grown on (111) Si wafers by vapor-liquid-solid (VLS) technique [5]. The whiskers directed perpendicularly to the base of the substrate formed a two-dimensional array with a period of 32 µm on area of 5 mm in diameter (Fig. 2). Since the spontaneous nucleation of diamond on foreign materials has a low probability the nucleation centers must be introduced on the substrate surface before diamond growth. The 10x10x0.3 mm³ substrate was seeded with 5 nm diamond particles in an ultrasonic bath to provide high nucleation density [6]. To produce the exact replica of original pattern after removal of the substrate the diamond nucleation density, N, must be very high in order to provide the conformal coating on microstructured surface. For instance, the replication of a relief with typical 100
nm features would require $N \approx 10^{11}-10^{12}$ particles/cm$^2$. The diamond deposition was performed for 24 hours in a microwave plasma CVD reactor (ASTex PDS19 model) using CH$_4$-H$_2$ gas mixtures [17] under the following conditions: methane content of 3%, total flow rate of 1000 sccm, pressure of 80 Torr, microwave power of 3.5 kW, substrate temperature 730°C. The thickness of the film on a flat part of the substrate surface beyond the whisker array was about 50 µm. Then, the upper part of the diamond film has been removed by grinding till the tips of the Si whiskers appeared on the surface. Finally, the silicon (both whiskers and substrate) has been etched away in hydrofluoric-nitric acid mixture to obtain the free-standing diamond film with through holes replicating the whiskers.

![Diagram of Si whiskers, diamond deposition, polishing, and Si etching.]

Figure 1. The process of making deep holes in CVD diamond using a template with Si whiskers.

![SEM image of Si whiskers forming a 2D array with period of 32 µm.]

Figure 2. Regular Si whiskers forming a 2D array with period of 32 µm.

**RESULTS**

Figure 3 shows a SEM picture of as-grown diamond film as viewed from the top. The space between the whiskers has been almost completely filled with diamond as the inspection of sample cross-section revealed. Raman spectra confirmed the diamond to be of good quality, no signatures of amorphous carbon or graphite inclusions was found in the spectra. The diamonds on the very top of the whiskers form a regular array, they look like single crystals (yet, with a significant number of penetration twins on the facets) rather than the polycrystalline material. The size of those top crystals is a factor of two larger compared to the diamond grain size on the flat area. This may be due to a thermal runaway at the whisker apex immersed into the plasma during deposition process because of
restricted heat conduction there, so the nucleation density on the tip could be strongly reduced if the seeds were burnt-off in the hydrogen plasma.

![SEM picture of diamond film grown on Si whiskers (top view).](image)

Figure 3. SEM picture of diamond film grown on Si whiskers (top view).

After crude mechanical polishing of diamond film and removal of the silicon an array of six-sided through holes has been produced (Fig. 4). The hexagonal shape of the holes replicates the facets of original Si whiskers. The sidewalls of the holes are very smooth and hole diameter is almost constant over the whole depth, that is the advantages of the method. The diamond film thickness after grinding was somewhat lower but close to the whisker height, so the hole aspect ratio is about 25 in this case. Aspect ratio as high as 50 was achieved using whiskers of 2 μm diameter. The position, diameter and height of the whiskers and, consequently of the holes, can be varied in a broad range. The holes with much smaller diameter (a few tens nanometres) could be produced in a similar way by diamond growth on Si nanowhiskers as suggested by Dennig et al. [18]. On the other hand, the holes with large diameter (say, hundreds microns) can be produced on template with Si (or other materials, e.g. metals) columns prepared by a technique other than VLS.

![Hexagonal holes in diamond film (a); a single hole at higher magnification (b).](image)

Figure 4. Hexagonal holes in diamond film (a); a single hole at higher magnification (b).

The CVD diamond films (plates) with the through channels could be used as drawing dies and membranes operated in aggressive media. The diamond films with the vias filled with a metal for interconnections can be used as effective heat spreaders in electronic circuits. The diamond with densely packed channels filled with an appropriate material would represent a novel type of composite material with interesting optical (as a photon crystal), thermal and electronic properties.
CONCLUSIONS

The method to fabricate micron-sized holes with very high aspect ratio in diamond films is described. This transfer molding technique involves CVD diamond growth on a template with Si whiskers followed by etching of the template. Regular arrays of parallel holes of 2 and 4 μm were produced. The direct growth of diamond components with built-in microchannels is an example a net-shape technology that allows a minimization of post-growth diamond treatment.
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The growth of diamond films on porous anodic alumina

Q.T. Wang1,2, X.B. Niu1,2, L. Yu1,2, B. Xu1,2, Y. Liao1,2*, Q.X. Yu2, G.Z. Wang1,2, R.C. Fang2
1Structure Research Laboratory, 2Department of Physics,
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ABSTRACT
Chemical vapor deposition (CVD) diamond and Porous anodic alumina (PAA) are important materials that have been attracting great scientific and technologic interest. This is due mainly to the novel properties of each of these materials and to possible applications in several areas. The searches for the improvement of these materials have naturally been made separately. It will evoke great effect on several future applications if such materials can be structured together.

PAA, which is formed by anodization of aluminum in acidic solution, is a typical self-ordered nanohole-array material. Its structure can be described as compact barrier layer directly attaching to aluminum substrate and located over it porous layer, made of a close-packed array of columnar cells, each containing fine, regular, almost cylindrical, parallel-sided, central axial pores.

Diamond is one of the most technologically advanced materials available today. It has a unique combination of excellent physical and chemical properties, which makes it ideal for numerous potential applications.

Diamond deposition on PAA was carried out in a hot filament chemical vapor deposition (HFCVD) system. PAA was used as substrate and tungsten wire as the filament. The conventional gas mixture of methane and hydrogen was used as the reaction source gas. The effects of deposition parameters on PAA are investigated.

The diamond/PAA composite were analyzed by Raman spectroscopy and the morphology was characterized by scanning electron microscopy (SEM), which are commonly used to identify the quality of diamond films. The results indicated that the homogeneous and dense diamond film could be obtained by HFCVD method on PAA.

* Supported by National Natural Science Foundation of China and Anhui Province Natural Science Foundation.
** Corresponding author: E-mail: liaoyuan@ustc.edu.cn; Tel.: +86-551-3607142.
SELF NUCLEATION OF DIAMOND ON ZEOLITE BY CHEMICAL VAPOR DEPOSITION METHOD
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ABSTRACT

The nucleation stage of diamond in Chemical Vapor Deposition (CVD) is still not properly understood. Several methods were found by trial and error studies to initiate the formation of diamond nuclei on nondiamond substrates, very frequently on single crystal Si wafers. We have obtained first time, diamond nucleation on zeolite substrate without any pretreatment. Diamond nucleation on zeolite substrate gives some insight into the nucleation mechanism. Depositions were carried out in a hot-filament chemical vapor deposition (HFCVD) apparatus. The HFCVD system was fed with a mixture of methane (0.8%) and balance hydrogen. A series of depositions were done in the pressure range 20-120 torr and at substrate temperature 880°C. The morphologies of the as-deposited films analyzed by scanning electron microscopy (SEM) show isolated diamond grains in the initial nucleation stages, develop into a micro porous films in the next stage and form a continuous film after long time deposition. The grainsizes (20-25 microns) were uniform. Raman spectroscopy was used to investigate the crystal morphology, structure and non-diamond impurities in the films deposited at various growth conditions. The Raman spectra taken by focusing laser on single grain showed a single peak of diamond free from other non-diamond features. A single Lorentzian fit to the spectra revealed that the diamond peak is shifted towards higher wave numbers (1335 cm⁻¹) when compared to natural diamond (1332 cm⁻¹). This may be due to the compressive stress of diamond. The FWHM of the Raman peak is also quite high (~10.5 cm⁻¹) when compared to natural diamond (2 cm⁻¹). A broad band corresponding to the graphite also appears ~1560 cm⁻¹ in addition to the diamond band in the spectrum taken on large area of the sample. The nature of the hydrogen bonding with sp³ and sp² network and the quantitative analysis were done by Fourier transform infrared (FTIR) spectroscopy. We hope a detailed Transmission Electron Microscopy (TEM) analysis will give more information on nucleation mechanism. A substrate onto which diamond nucleation is not required may enable us to develop the films with uniform grain sizes and it can be used as microfilters. We have used different types of zeolites (HZSM-5, H-β, and NH₄-Y) to study the effect of pore size on nucleation. Effect of pore size and Si/Al ratio on microstructure of diamond films will be reported.

@Corresponding author
E-mail: nirdesh@phy.iitb.ac.in
Tel.No.91 22 25767561
ELECTRON PARAMAGNETIC RESONANCE • AN AID IN SOLVING TOPICAL PROBLEMS OF DIAMONDS

Tamara Artemevna Nachalna, Novikov N.V., Podzyrey G.A., Malogolovets V.G.
Institute for Superhard Materials of NAS of Ukraine
nachmal@ism.kiev.ua

Abstract

We have developed a nondestructive method for identification of diamonds of various origins, which is based on analysis of the EPR data on impurities, defects, ferromagnetic inclusions, resistance of the defect-and-impurity states of diamonds to external actions as well as on peculiarities of distribution, interaction, relaxation and cross-relaxation of paramagnetic centers.

The suggested method allows a practically complete identification of the diamond sample, i.e., it answers the following questions: is the crystal a natural or a synthetic diamond? Has it formed under static or dynamic conditions? What is the degree of the development and activity of the sample surface? What ferromagnetic materials are contained in the growth system (hence, a possible manufacturer)? Has been the test sample subjected to an additional external action? etc.

We have considered some topical problems, in solving of which the developed method of identification proved to be efficient (at: synthesis of diamond, exploration and development of new deposits, customs examination, ascertainment of the authenticity of the museum displays, sorting of diamonds, etc.)

Keywords: Diamond, EPR, Identification, Impurities, Defects
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NANOCRYSTALLINE DIAMOND FILMS DEPOSITED BY MICROWAVE PLASMA CVD IN MIXTURES OF ARGON AND METHANE WITH AND WITHOUT HYDROGEN ADDITIVE
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ABSTRACT

Nanocrystalline diamond films were deposited on silicon by microwave plasmas in gas mixtures of 1% CH 4 + 99% Ar, and 1% CH 4 + 5% H 2 + 94% Ar. Raman scattering, average surface roughness, surface morphology, and electron field emission characteristics were examined and correlated. Nanodiamond films with average roughness of five to fifteen nanometers were deposited. Very smooth nanodiamond films have been deposited. Electron field emission currents from these nanodiamond films were very low even at an applied electric field of 20 V/µm. Nanodiamond films deposited at a high gas pressure of 200 torr without hydrogen additive were found to emit a higher electron current than other nanodiamond specimens deposited at lower gas pressures or deposited in plasmas with hydrogen additive. Surface roughness including micron and submicron sized particles on the surface of the nanodiamond contributed to the higher electron field emission current. Smooth and micron sized particle-free nanodiamond films deposited in hydrogen-poor plasmas exhibited very small electron field emission current.

Keywords: nanodiamond, electron field emission, microwave plasma

INTRODUCTION

Smooth and thin nanocrystalline diamond films with nano-scale diamond grains possess many advantages over polycrystalline CVD diamond films with micron-scale diamond grains. Nanocrystalline diamond has been shown to exhibit good electron field emission characteristics [1-3]. Nanodiamond films incorporated with sp3 carbon and nitrogen dopant have also been shown to enhance electron field emission performance [4-7]. The effects of hydrogen additive and the correlation of Raman scattering characteristics and surface roughness with electron field emission characteristics for nanocrystalline diamond films deposited in gas mixtures of 1% CH 4 diluted in argon with and without 5% H 2 additive are reported.

EXPERIMENT

Diamond films were grown on <100> silicon substrates using an ASTeX 1.5 kW 2.45GHz microwave CVD reactor. Pre-mixed gases of 1%CH 4 + Ar and 1%CH 4 +5%H 2 + Ar were used for the deposition. Before the nanodiamond growth, silicon was dipped into BOE (buffered hydrofluoric acid etchant) for 10 minutes to remove silicon dioxide. It was then scratched by 1/4 µm diamond paste followed by immersing in nanodiamond/methanol solution in an ultrasonic bath for 1 hour to improve the nucleation density. A dual-band (wavelength of 2.1 and 2.4 µm) optical pyrometer was used to measure the substrate temperature. The as-grown films were examined by Raman spectroscopy using a green laser at the wavelength of 514 nm. The Raman spectra are featured with five main bands and peaks located around 1131-1140, 1332-1333, 1347-1349, 1471-1477, 1545-1549 cm -1 , respectively. The band around 1140 cm -1 has been assigned for nanodiamond [8-10], while the peak around 1332 cm -1 , and two broad bands centered around 1350 cm -1 and 1550 cm -1 were assigned for the diamond, the D-band and the G-band, respectively. L.C. Nistor and J.V. Landuyt, etc. [11] revealed the peak at 1488 cm-1 and assigned it to disordered sp3 carbon. The signal of the fourth band in the range of 1471-1477cm -1 increases with that for the nanodiamond peak at 1140 cm -1.

Electron field emission was characterized using a diode structure with an anode-cathode spacing of 60µm. The nanodiamond samples served as the cathode and a tungsten rod of 0.2 cm diameter enclosed in a ceramic block was used as the anode. The applied electrical field was calculated by dividing the applied voltage by the gap spacing, i.e., E=V/d, where V is applied voltage and d is 60µm for the experimental setup. The emitted current and applied
The field enhancement provided by these particles is believed to result in the higher electron field emission. The nanodiamond specimens with much lower electron field emission currents have no or few particles of the same size. The nanodiamond specimen with the highest (but still very small in the micro-amp range) electron field emission current measured for these specimens.

The average surface roughness for nanodiamond films grown without hydrogen additive was measured to be 11 nm and 14.8 nm for specimens deposited at 150 torr and 170 torr, respectively, at 800 W microwave power. Nanodiamond films grown at a lower pressure at the same microwave power have smoother surfaces. The same trend applies to nanodiamond films grown without hydrogen additive. The average surface roughness for nanodiamond films grown without hydrogen additive was measured to be 5.4 nm and 15.3 nm for specimens deposited at 120 torr and 200 torr, respectively, at 550 W microwave power. Smoother nanodiamond films deposited at lower gas pressures appeared to start to emit electrons at lower electric fields; but, the electron field emission current was lower, too. For example, the smoothest specimen with an average surface roughness of 5.4 nm emitted only $3 \times 10^{-9}$ A at 20 V/µm electric field while the specimen deposited at a higher gas pressure with a surface roughness of 15.3 nm emitted $3 \times 10^{-6}$ A at 20 V/µm electric field. The average surface roughness, alone, can not explain the differences in electron field emission current because specimens deposited with hydrogen additive also have 11-15 nm average surface roughness while the electron emission currents are only $1 \times 10^{-8}$ A and $1 \times 10^{-9}$ A for specimens deposited at 150 torr and 170 torr, respectively, at 800 W microwave power.

The nanodiamond films have resistance across the film from the surface of the film to the back side of the silicon about 1 MΩ for a surface area with a diameter of 0.2 cm, which is the diameter of the anode for electron field emission measurements. Although the resistivity of the nanodiamond films deposited in hydrogen-poor plasmas are high, the voltage drop across the nanodiamond film and the substrate contributed to less than 0.1% of the applied voltage. The high resistivity of the nanodiamond films is therefore not the cause of the low electron field emission current measured for these specimens.

With 5% hydrogen additive, the plasma is still hydrogen poor compared to the standard diamond CVD process in 1% methane diluted by 99% hydrogen. Nanodiamond films deposited in hydrogen-poor plasmas do not have hydrogen-terminated surfaces with a negative electron affinity. Although the specimens deposited with hydrogen additive showed stronger nanodiamond Raman signals than that without hydrogen additive, the best performing nanodiamond specimen among these four is the one deposited without hydrogen additive at a high pressure of 200 torr with a surface roughness of 15.3 nm as shown in Figure 3b.

Careful examination of the surface morphology of these four specimens, shown in Figure 4, indicated that the nanodiamond specimen with the highest (but still very small in the micro-amp range) electron field emission current has particles that are visible under 1,000 times magnification by a Nomarski phase contrast optical microscope. The nanodiamond specimens with much lower electron field emission currents have no or few particles of the same sizes. The field enhancement provided by these particles is believed to result in the higher electron field emission.
Figure 1. Raman spectra for nanodiamond films. (a) with hydrogen additive, (b) without hydrogen additive.

(a) 1% CH₄ + 5% H₂ + 94% Ar

(b) 1% CH₄ + Ar
Figure 2. I-E curves for nanodiamond films grown in a gas mixture of 1% CH₄ + 5% H₂ + 94% Ar. The circled curves are for increasing electric field with time while the dotted curves are for decreasing electric field. (a) Power = 800 W, Gas pressure = 150 torr, Gas flow rate = 10 sccm, Substrate temperature = 680°C, Surface Roughness Rₐ = 11 nm. (b) Power = 800 W, Gas pressure = 170 torr, Gas flow rate = 10 sccm, Substrate temperature = 736°C, Surface roughness Rₐ = 14.8 nm.

Figure 3. I-E curves for nanodiamond films grown in 1% CH₄ + 99% Ar. The circled curves are for increasing electric field with time while the dotted curves are for decreasing electric field. (a) Power = 550 W, Gas pressure = 120 torr, Gas flow rate = 5 sccm, Substrate temperature = 550°C, Surface roughness Rₐ = 5.4 nm. (b) Power = 550 W, Gas pressure = 200 torr, Gas flow rate = 5 sccm, Substrate temperature = 660°C, Surface roughness Rₐ = 15.3 nm.
CONCLUSIONS

Nanodiamond films deposited by microwave plasmas in gas mixtures of 1% CH₄ + 5%H₂ + 94% Ar and 1% CH₄ + 99% Ar exhibited electron field emission current characteristics that were correlated with Raman spectra, average surface roughness, and surface morphology. Electron field emission current was measured to be very low for our nanodiamond specimens that had smooth surfaces and showed Raman scattering bands and peaks similar to the ones reported in this paper. For each gas mixture and substrate temperature, the microwave power, gas flow rate, and gas pressure were among the most important parameters for determining the surface roughness and electron field emission characteristics of the nanodiamond films. At low gas pressures, the C₂ concentration is low and sp² carbon may grow get incorporated into the nanodiamond films. For a fixed microwave power and gas flow rate, when the gas pressure is too high, synthesis of non-diamond particles in the gas phase including soot may occur leading to the appearance of sub-micron-size particles that are embedded in the nanodiamond films. The nanodiamond film grown at a relatively high pressure of 200 torr without hydrogen additive showed the highest (but still very small) electron field emission current among these specimens. The possible formation of non-diamond carbon particles in the gas phase when the nanodiamond films were deposited at high pressures in 1%CH₄+99%Ar without hydrogen additive resulted in non-homogeneous surface roughness that increased local field enhancement in favor of electron field emission.
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NOVEL DIAMOND CONE ARRAYS: SINGLE CRYSTALLINE AND NANOCRYSTALLINE


Center of Super-Diamond and Advanced Films (COSDAF) and Department of Physics and Materials Science, City University of Hong Kong, Hong Kong, P.R.China

ABSTRACT

We have developed a new method for fabricating uniform arrays of single crystal diamond and nanodiamond cones with a very high aspect ratio over large areas using a microwave plasma chemical vapor deposition system. The fabrication of diamond nanocones consists of: i) deposition of diamond films which serve as base materials and ii) subsequent bias-assisted reactive ion etching in hydrogen plasma. In this two-step process [001]–oriented diamond films are converted to very sharp diamond cones with an apical angle of 28° and a tip radius as small as 5 nm. Each cone was identified by TEM as a single crystalline diamond with its [001] axis perpendicular to the substrate surface. Alternatively, when nanodiamond films are used as starting materials for reactive etching by hydrogen plasma, arrays of cones composed of nanodiamond are fabricated. The nanodiamond cones show exceptional electron field emission properties, particularly emission durability and stability compared to single crystalline cones.

Keywords: Single crystal diamond, nanodiamond, CVD deposition, reactive etching
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A DC HF CVD process to grow films of aligned carbon nanotubes.

Applications to field emission.
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Abstract

A DC HF CVD process to grow films of aligned carbon nanotubes. Applications to field emission.

We will describe a new DirectCurrent Hot Filament Catalytic CVD process (DC HF CCVD) that is quite convenient to grow films of aligned carbon nanotubes with a high selectivity. The process is designed in a ultra high vacuum chamber directly connected to a surface analysis chamber provided with XPS AES ELS probes for determination of the carbon nature and surface cleaning and deposition tools (ion beam thermal vacuum evaporation.)
CO-DOPING OF DIAMOND WITH BORON AND SULFUR

Li Rongbin, Hu Xiaojun, Shen Hesheng, He Xianchang
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ABSTRACT

Sulfur incorporation in diamond was performed by B-S co-doping method via microwave plasma chemical vapour deposition (MPCVD) technique on undoped Si as substrates. Dimethyl disulfide and boron oxide were the doping sources, which were diluted in acetone. Auger electron spectra (AES) confirmed the presence of sulfur in the films. Scanning electron microscopy (SEM), X-ray diffraction (XRD) as well as Raman scattering spectroscopy were employed to characterize the as-grown films. It was found that limit amounts of boron facilitated sulfur incorporation into diamond. The activation energy of B/S co-doped diamond films is 0.39 eV. SEM observations showed that the crystal quality of these films increases with increasing S incorporation. The observed Fourier transform infrared (FTIR) supported the existence of C, S and B bonding in the films. Even with S incorporation levels of 0.15%, measurements of films resistivity showed that the films had significant high resistance. This might reflect the defects in these polycrystalline films which could act as compensating acceptors, soaking up the donated electrons from the S.
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ABSTRACT
A high quality, transparent, smooth nanocrystalline diamond film was successfully grown on a Pyrex glass substrate by the microwave plasma chemical vapor deposition (MWPCVD) method. The deposition was carried out using a CH4/H2 plasma maintaining the substrate temperature at as low as 500°C. The films are smooth and reasonably uniform over an area of 30 × 30 cm² and exhibit strong adhesion to the glass substrate. UV Raman spectroscopy (244 nm excitation wavelength) shows a high quality diamond film by the sharp peak at 1333 cm⁻¹. X-ray diffraction analysis indicates that the film consists of nanocrystal diamond, i.e., the crystallites ranged in size from 10 to 20 nm. The transmittance for visible light of a film with a thickness of approximately 1 µm is 55% at a wavelength of 500 nm and is greater for higher wavelength, reaching 80% at 766 nm. This high transmittance in the visible light region makes it possible to coat glass windows with diamond film for use in abrasive or other extreme environments, possibly replacing the more expensive materials currently in use.

Keywords: diamond, nanocrystal, glass substrate, microwave plasma CVD
ABSTRACT

Diamond particles were synthesized on Si single crystal substrate in ten minutes reaction time. Reaction chamber was cylindrical shaped with 150mm in diameter and 180mm in height. Our synthesizing method is basically same as conventional hot filament method. Liquid carbon source and hydrogen were introduced to the chamber. Substrate was heated up with tungsten filament radiation to 780 deg C in three minutes. Then temperature was kept for another seven minutes and then cooled down. We got many diamond particles on Si substrate sized from 1 micron up to 10 microns. We tried doping with nickel, phosphorous and boron.

Keywords: liquid carbon source, hot filament, CVD, diamond

EXPERIMENTAL

We used liquid carbon source, such as acetone, methanol and ethanol. One molecule of these three liquid carbon sources has 2, 1 and 2, methyl groups, respectively. So it is expected that diamond will be synthesized with relatively low activation energy consumption.

Reaction apparatus is shown in Fig.1. Tungsten filament was set perpendicular to substrate on the center of the reaction chamber. After air was evacuated from the chamber, liquid carbon source was introduced on the chamber and vaporized to 10 Torr with room temperature, and then hydrogen gas was introduced until reached to 600 Torr in total pressure. After all valves were closed, filament heated up in three minutes then diamond synthesis was started. So this method can be called as a closed system. Temperature of filament was 2200 deg centigrade measured with the two-colored pyrometer (CHINO, Tokyo, Japan, model IR-AQ) through a silica glass window on the chamber. Substrate temperature was 780 deg C measured with K-type thermocouple attached to the substrate. Synthesizing time was seven minutes, distance between substrate and filament was 3.0 mm, and supplied electric power was 200W. Substrates were silicon single crystal with p-type (100) with 10 x 30 mm² in size. Experimental apparatus, we used for this study, was shown and...
explained elsewhere [14]. The chemical agents for second element doping were Ni(OH)₂, H₃BO₃ and H₃PO₄ for nickel, boron and phosphorus, respectively.

**RESULTS AND DISCUSSION**

*Synthesized from acetone*

Figure 2 shows SEM photographs of particles synthesized in ten minutes from acetone. The diameters of particles were about 0.5-1 micrometers. The shapes of particles were spherical. (111) planes were not observed on particle surfaces.

![Figure 2 Synthesized from acetone](image)

*Synthesized from ethanol*

Figure 3 shows SEM photographs of particles synthesized in ten minutes from ethanol. The diameters of particles were about 0.5-1.5 micrometers. (111) planes were observed on many particles.

![Figure 3 Synthesized from ethanol](image)

Figure 4 shows minima and maxima of particle size. Sizes of particle synthesized from ethanol are larger than that from acetone.
Raman spectra

Figure 5 shows the Raman spectra for samples synthesized from acetone and ethanol. With table 1, both peaks had almost same values in ~1333 cm$^{-1}$, on the contrary, FWHM for acetone is larger than for ethanol. Broad peaks around 1550 cm$^{-1}$ from graphite were observed on both spectra.

<table>
<thead>
<tr>
<th></th>
<th>Ethanol</th>
<th>Acetone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak</td>
<td>1332</td>
<td>1335</td>
</tr>
<tr>
<td>FWHM</td>
<td>11.13</td>
<td>11.68</td>
</tr>
<tr>
<td>INTENSITY</td>
<td>26.44</td>
<td>41.26</td>
</tr>
</tbody>
</table>

Table 1. Result of Raman spectra
With these results, we confirmed that diamond particles were synthesized from ethanol and acetone in ten minutes, successfully. We tried to synthesize diamond from methanol, but failed with some reasons, by now.

We tried doping of the second elements on diamond particles from ethanol.

**Nickel doping**

Typical diamonds particles obtained on the substrate was shown in figure 6. The diameters of particles were about 1.5-2.5 micrometers. (111) planes were observed on particle surfaces. All particles have diamond shaped clear surfaces.

![Nickel doped](image1)

**Boron doping**

Figure 7 shows SEM photographs of particles synthesized from boron doping. The diameters of particles were about 0.1-0.4 micrometers. Particle sizes were too small for confirmation of plane direction. Particles were observed on the small part of the substrate.

![Boron doped](image2)
**Phosphorus doping**

Figure 8 shows SEM photographs of particles synthesized from phosphorus doping. (100) planes were observed on particle surfaces. The diameters of particles were about 0.2-1.8 micrometers.

![Figure 8. Phosphorus doped](image)

Figure 8. Phosphorus doped

Figure 9 shows minima and maxima of particle size. Particle sizes were under the influence of second element doping, positive from nickel, negative from boron and none from phosphorus.

![Figure 9. Sizes of particles, Synthesized from non doped, nickel doped, boron doped and phosphorus.](image)

Figure 9. Sizes of particles, Synthesized from non doped, nickel doped, boron doped and phosphorus.
Raman spectra

Figure 10 shows the Raman spectra of samples synthesized from ethanol, non doped, nickel doped, boron doped and phosphorus. With table 2, all four peaks had almost same values in ~1333 cm⁻¹, on the contrary, FWHM for synthesized from phosphorus doping had the larger width compared with others. Broad peaks around 1550 cm⁻¹ from graphite were observed from all four spectra.

![Raman spectra graph](image)

**Figure 10. Raman spectra**

<table>
<thead>
<tr>
<th></th>
<th>Non doped</th>
<th>Nickel doped</th>
<th>Boron doped</th>
<th>Phosphorus doped</th>
</tr>
</thead>
<tbody>
<tr>
<td>A peak value/cm⁻¹</td>
<td>1332</td>
<td>1335</td>
<td>1335</td>
<td>1334</td>
</tr>
<tr>
<td>FWHM /cm⁻¹</td>
<td>11.13</td>
<td>11.35</td>
<td>10.13</td>
<td>12.56</td>
</tr>
<tr>
<td>INTENSITY</td>
<td>26.44</td>
<td>22.49</td>
<td>21.02</td>
<td>36.71</td>
</tr>
</tbody>
</table>

**Table 2. Result of Raman spectra**

CONCLUSIONS

From the results of experiments, we successfully synthesized diamond with shorter experimental time and lower energy consumption compared with conventional methods.

With the second element doping, we observed the better particle shapes from SEM photographs and stronger peaks from Raman spectra. Especially, with phosphorus doping and nickel doping, higher crystal growth rate and larger coverage were confirmed. More than this, with higher growth rate, graphite phase was synthesized simultaneously with diamond and not decomposed with hydrogen radicals completely. Graphite phase were observed on Raman spectra for doped samples.
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FREQUENCY-DEPENDENCE OF PULSED BIAS-ENHANCED NUCLEATION OF DIAMOND ON (100) SILICON
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ABSTRACT

Bias-enhanced nucleation (BEN) is a technique whereby energetic substrate bombardment of ionized species has a profound effect on the promotion of diamond nucleation. Ion subplantation and enhanced surface mobilities of carbonaceous species have been proposed to explain the high nucleation densities as well as epitaxial diamond formed on pristine silicon and SiC.

We have studied pulsed BEN to improve upon earlier results of dc-BEN on epitaxial diamond formation and to better understand the dynamics of the plasma sheath region and its effects on bias-enhanced nucleated diamond. Pulsed BEN was performed on (100) silicon substrates using a 17% duty cycle and varying bias frequency in the range of 1 Hz to 2 kHz. We observed a constant proportion of highly oriented diamond of 50% as a function of this relatively low bias frequency range; the transit time of ions through the plasma sheath would be subject to essentially freezing-out only at frequencies on the order of megahertz. A linear increase in bias current with bias frequency, and correspondingly, a linear decrease in the bias duration required to form a quasi-continuous film of diamond was observed.

Keywords: Bias enhanced nucleation, highly oriented diamond, epitaxial diamond, bias frequency

INTRODUCTION

Bias enhanced nucleation has led to significant breakthroughs in diamond thin film research and development efforts. A dramatic enhancement of nucleation density has been observed and argued to be a result of higher energetics of the impinging ions (ref.1) and/or an alteration to gaseous constituents above the substrate (ref. 2). Evidence suggests that these same processes may promote nucleation of highly oriented diamond when a suitable substrate is present. Stoner and Glass (ref. 3) report of textured diamond growth on (100) [111]-SiC provided evidence that a carbide of sufficient quality must be in existence for this favorable result. In a subsequent work by Wolter et al. (ref. 4), it was demonstrated that a carburization process, implemented prior to BEN, also led to highly oriented diamond on (100) silicon.

More recently, BEN studies that have applied an ac substrate bias (50-60 Hz) have revealed the feasibility of producing highly oriented diamond on (100) silicon as well (refs. 5 and 6). The ac-BEN studies have afforded new insights on the epitaxial nucleation process. This work leads invariably to the question of bias frequency effects on the diamond nucleation enhancement and the epitaxial growth. This paper reports on experimental observations of substrate bias frequency effects employing unipolar, pulsed BEN to nucleate epitaxial diamond on silicon.

EXPERIMENTAL

The (100) silicon substrates used in this investigation were single-side polished. The 2.5 x 2.5 cm² wafers were cleaned in acetone and methanol, and thoroughly rinsed in de-ionized water. The samples were then placed on a molybdenum substrate holder and transferred to the growth chamber through a load-lock entry system. The growth was conducted in a microwave plasma chemical vapor deposition system using a 2.45 GHz ASTeX™ microwave power supply. Ultra-high purity methane and hydrogen were used as source gases; 5-25 ppm of ultra-high purity nitrogen was added to the source gases to control crystallite morphology.

The substrate holder mounted on a linear transfer rod, that was used to position the substrates within the growth chamber, was isolated from the ground potential to enable the application of a substrate bias. A frequency generator was used to produce square waveforms which were then amplified using a Kepco™ unipolar voltage amplifier. The bias voltage and effective bias current were monitored using an oscilloscope; the effective bias current
was measured as voltage drop across a 10 \( \Omega \) resistor. Figure 1 shows a schematic representation of this diamond deposition system. Further details of this growth chamber and the substrate biasing set-up may be obtained elsewhere (ref. 6).

![Diagram of diamond deposition system and substrate biasing set-up](image)

**Figure 1. A schematic representation of the diamond deposition system and substrate biasing set-up.**

A study was performed to investigate the influence of bias frequency on BEN of highly oriented diamond. In this work, a square waveform with a duty cycle of 17% was employed. A graphic representing 10 Hz and 100 Hz square waveform bias pulses, implementing the 17% duty cycle used in this study, is shown in Figure 2. This graphic exemplifies the differences of the pulse character that occurs with a change of only 1 decade in bias frequency. While the waveforms and total bias ON time of -250 V are identical, an important consideration is the duration of the bias pulses. This duty cycle was chosen after finding that it provided nearly identical results to that of the half- and full-sinusoidal biasing (performed at 50-60 Hz) and resulted in maximizing the percentage of oriented diamond while minimizing total bias duration (ref. 6).

![Graphic of square waveform bias pulses of 10 Hz and 100 Hz at a 17% duty-cycle](image)

**Figure 2. A graphic of the square waveform bias pulses of 10 Hz and 100 Hz at a 17% duty-cycle.**

The bias frequencies evaluated in this study were 1, 10, 20, 30, 50, 60, 100, 200, 500, 1000, and 2000 Hz. Significant distortion in the waveform was observed above 2 kHz as a result of the voltage amplifier. Approximately 25 hrs of deposition time was undertaken following the substrate biasing experiments to enable the growth of diamond octahedra and to discern the relative proportion of oriented diamond. See Table I for further information regarding the process conditions used in these experiments.

The percentage of highly oriented diamond and the bias time required to nucleate a quasi-continuous film were the important criteria used to evaluate the effects of bias frequency. The latter criterion was ascertained by visually inspecting the substrate during biasing. From previous observation, the onset of film formation was evidenced by a
darkening of the substrate and was later confirmed by scanning electron microscopy (SEM; JEOL 6400f field emission scanning electron microscope) to be ~90% coalesced. SEM was performed following the nucleation and growth steps to provide a more detailed inspection of the diamond crystallites. A determination of the percentage of oriented crystallites was based on the application of lineal analysis using the SEM micrographs.

**RESULTS AND DISCUSSION**

It has been observed in previous work in this laboratory, that dc biasing alone (excluding a pre-carburization) is not adequate for the formation of highly oriented diamond on (100) silicon, although significantly enhanced nucleation densities of ~10⁷ cm⁻² can be obtained (ref. 4). It was determined that only through the addition of a carburization step prior to the substrate biasing was it possible to obtain highly oriented diamond of an optimized ~50% crystallite density. By comparison, half-sinusoidal and full-sinusoidal substrate biasing has been shown to produce nearly 50% oriented diamond in the absence of a pre-carburization step. The similarities between that of half-wave and full-wave sinusoidal substrate biasing demonstrated that the positive portion of the cyclic waveform was not an important factor in this processing (ref. 7). Nearly identical results were obtained in regard to the overall nucleation density and oriented diamond fraction for both waveforms. This experimental outcome determined that the positive voltage portion of the sinusoidal waveform did not adversely influence this process nor did it enhance it. Consequently, the results obtained in the unipolar bias pulse experiments, used for the study of frequency effects on epitaxial diamond formation, should be directly related to these prior experiments.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Pulsed bias-enhanced nucleation</th>
<th>Diamond deposition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substrate bias voltage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pulse ON bias voltage</td>
<td>-250 volts</td>
<td>Floating</td>
</tr>
<tr>
<td>Pulse OFF bias voltage</td>
<td>0 volts</td>
<td>Floating</td>
</tr>
<tr>
<td>CH4/H2</td>
<td>2%</td>
<td>1%</td>
</tr>
<tr>
<td>Pressure</td>
<td>2000 Pa</td>
<td>3300 Pa</td>
</tr>
<tr>
<td>Microwave power</td>
<td>~1100 Watts</td>
<td>~700 Watts</td>
</tr>
<tr>
<td>Substrate temperature</td>
<td>~850°C</td>
<td>730°C</td>
</tr>
</tbody>
</table>

The distinct differences between dc-BEN and ac-BEN have led the authors to speculate that a modification of the duty cycle would likely have an impact on the diamond nucleation process. Square waveforms of varying duty cycles were the focus of prior work by our group (ref. 7). These studies revealed a transition in waveform from true bias pulse characteristics to conditions similar to those in dc biasing. In all these experiments, the frequency was held constant at 60 Hz using a unipolar bias pulse of ~250 V. This data revealed that the bias time required to form a quasi-continuous nucleation layer as well as the oriented diamond fraction were inversely proportional to the substrate bias duty cycle. As the duty cycle was increased, a hyperbolic decrease in bias time to film formation was observed from a duration of ~300 min and oriented diamond fraction of ~50% for a 3% duty cycle to a bias duration of ~20 min for film formation at a duty cycle of 75% with an oriented diamond percentage of only ~10%. Interestingly, the observation of reduced bias times and lower oriented diamond fractions at shorter duty cycles was similar to that observed in this laboratory for dc-BEN (when excluding a pre-carburization step). This indicated that the duty cycles previously studied effectively probed the transition from a dc-like character to attributes of pulsed biasing.

In contrast to the effect of duty cycle, a variation of the bias frequency at a constant duty cycle of 17% had little influence on oriented diamond formation. This is evident in Figure 3 revealing ~50% of the diamond crystallites to be oriented when implementing both 10 Hz and 100 Hz bias frequencies, and otherwise optimized process parameters. A semi-log plot of bias time to film formation as a function of bias frequency from 1 Hz to 2 kHz is shown in Figure 4. This plot represents a collection of data from several separate experiments. A linear decrease in the bias duration to film formation with frequency is evident and correlates with a linear increase in bias current. The plot in Figure 5 indicates the constant highly oriented diamond percentage with bias frequency. The oriented diamond percentage was nominally 45% throughout this entire frequency range.
Figure 3. The scanning electron microscopy images of highly oriented diamond on (100) silicon formed from bias-enhanced nucleation using a square waveform bias (17% duty cycle) at (a) 10 Hz and (b) 100 Hz. The diamond was grown for 20 h following the substrate biasing experimentation.

Figure 4. A semi-log plot of bias time to film formation versus duty cycle for bias frequencies of 1 Hz to 2 kHz. The data is fitted linearly and reveals a decrease in this quantity with frequency. (The error bars represent the standard deviation in oriented diamond fraction over different regions of the substrates.)

The lack of influence of bias frequency on epitaxial diamond formation may be anticipated considering the transit time of ions relevant to the nucleation process crossing the plasma sheath to the substrate (ref. 8). For low frequencies, the ions track the changing polarity of the periodic bias potential instantaneously. Even for the highest frequencies used in this study, there was more than enough time for the ionized constituents to traverse the approximately 1 cm thick plasma sheath observed in our growth system during biasing.

Although there was no change in the highly oriented diamond percentage as the frequency was varied from 1 Hz to 2 kHz, a linear decrease in the bias time to film formation was observed. This corresponded to a linear increase in the bias current, which reflects the rate of ionized species arriving at the substrate. The higher bias currents observed with increasing bias frequency translates into a greater flux of positively charged species to the substrate, which may explain the corresponding reduction in bias time to diamond film formation. To explain this observation, an experiment was consequently performed to probe the influence of higher frequency biasing when employing more moderate bias currents to match those of lower frequency biasing. Generally, a bias duration of ~45 min was necessary for diamond film formation performed at a bias frequency of ~2 kHz (as shown in Figure 4); a
corresponding bias current of ~400 mA (at a bias voltage of -250 V) was typically registered. However, when biasing at 2 kHz at a current of ~300 mA (current observed at ~100 Hz), the bias duration for film formation was ~60 min, matching the results of the lower frequency biasing. In essence, one could obtain similar results across the entire frequency range of study by involving comparable bias currents.

Figure 5. Plot of the percentage of highly oriented diamond versus bias frequency. The error bars represent the standard deviation in the data across different regions of the substrates.

CONCLUSIONS

This investigation indicated an upper limit of ~50% for the fraction of oriented diamond with substrate bias frequency in the frequency range of 1 Hz to 2 kHz for pulsed bias-enhanced nucleation. The pulsing action of the square waveform substrate bias (using a 17% duty cycle) was important for the formation of highly oriented diamond in the absence of a pre-carburization treatment. The bias frequency showed very little effect on influencing the formation of epitaxial diamond in this frequency range of study. However, a linear decrease in bias time to diamond film formation was observed with bias frequency.
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ABSTRACT

This paper deals with manipulation of the surface hole areal density of diamond films by a new treatment method. Our proposal is characterized by a post-treatment of as-grown diamond film surface in (H$_2$+SF$_6$) microwave plasma, where SF$_6$ incorporation was around 0.06 % or less. With increasing the treatment time up to 4 min, the surface resistivity changed from $5 \times 10^5$ [Ω/□] down to $4 \times 10^2$ [Ω/□] and, on the other hand, hole areal density increased from 2x$10^{13}$ to 1-2x$10^{14}$ [1/cm$^2$]. In addition, these values did not affect at all by the measurement atmospheres. With further increase in the treating-time, however, those electrical properties began to degrade. As to the role of (H$_2$+SF$_6$) plasma treatment of diamond film surface, a charge transfer model was given for explanation from chemophysical point of view.

Keywords: diamond film, chemical vapor deposition, surface conductivity, sulfur hexafluoride, hydrogenation

INTRODUCTION

Since the Landstrass and Lavi’s first report in 1989 (ref. 1), researches on the conductive layer induced by hydrogenation on diamond surface grown by CVD method have been widely practiced. It took only a few years to be reported that the career type, its surface density, and its mobility were p-type (ref. 2), around 50 [cm$^2$/Vs], and about $10^{13}$ [1/cm$^2$] (ref. 3, 4), respectively. This surface conduction is sensitive to a physical and chemical state of the surface. For example, the oxygen-termination deprives conductivity from the diamond surface, and the conductivity is restored when the film surface is exposed to the hydrogen plasma and fully hydrogenated (ref. 5, 6). In addition, this conductivity on hydrogen-terminated diamond film changes at several orders of magnitude in consequence of the change of surrounding gasses (ref. 7, 8). Owing to these unique properties, this surface conductive layer is utilized as MIS devices (ref. 9) or a gas sensor (ref. 10). In spite of these widespread researches, however, the hole density on the conductive layer itself still remains at the order of $10^{13}$[cm$^{-2}$].

As we reported before, the deposition of CaF$_2$ at high temperature on oxygen-terminated diamond regenerates the surface conductivity (ref. 11, 12). This implies the availability of fluorine for the improvement of conductive property on Diamond surface. In this study, we first demonstrated that the surface treatment by the mixture of 0.06% of SF$_6$ and 99.94% of H$_2$ gas gave diamond surface more than $10^{14}$ [1/cm$^2$] holes. This study implies the remarkable effect of an additional SF$_6$ gas mixture to hydrogen plasma during the terminating process to diamond surface.
EXPERIMENT

Polycrystalline diamond films used for the present experiments were deposited for 2 hours on an p-type silicon wafer by microwave plasma CVD (MPCVD) method under following conditions: 0.8% CH₄ in H₂, 100sccm of gas flow (40 Torr), 2.45GHz, 800W microwave power fed, and 800°C substrate temperature. The deposited film was cut into smaller pieces. We here proposed a special treatment method used SF₆ plasma. The as-grown diamond film chips were exposed to the (0.06% SF₆ + 99.94% H₂) plasma generated by 2.45GHz, 400W microwave. The gas flow and total pressure was fixed at around 100sccm, 40Torr, respectively. This fluorination was accomplished in a quartz chamber. After the treatment, we measured the change of resistivity by the four-probe method, hole density and mobility by the hole effect measurement system, and observed surface morphology by the FE-SEM.

RESULT AND DISCUSSION

Figure 1 shows the resistivity of diamond film treated by the (SF₆ and H₂) plasma as a function of the treatment time. The resistivity markedly decreased with increasing treatment time up to 4 min. With further increase in time, the resistivity started to increase, on the contrary. In other words, one can say that SF₆ plasma treatment offers two sorts of surface manipulation. Firstly, a few minutes’ treatment elevated the conductivity. With the four minutes treatment, the sheet resistivity decreased from $5 \times 10^5 [\Omega/\square]$ to $4 \times 10^2 [\Omega/\square]$. Secondly, if the treatment lasts longer than 4 minutes, treatment effect appeared completely opposite. For instance, the sheet resistivity of a test specimen with seven minutes’ treatment was about $10^6 [\Omega/\square]$, which is surprisingly larger than that of as-grown one. Moreover, the conductivity was missing in the piece with 13 minutes’ treatment.

The decrease in the sheet resistivity is commonly a result of the improvement of either one of or both of carrier density and mobility. The results of Hall effect measurement are shown in Fig. 2. Here the value of sheet carrier density and mobility of
seven minutes’ treated film is expressed as zero, which means the value was so low as to immeasurable and nonsignificant. Figure 2 shows that SF₆+H₂ gas increased both of the carrier density ten times from 1.2 × 10¹³ [1/cm²] to 1.2 × 10¹⁴ [1/cm²] and mobility 100 times from 32 to 280. These two values also decreased with the more increase of the treatment time.

The surface conductive layer on Diamond film is reported to be sensitive to surrounding atmosphere (ref. 7, 8). For the evaluation of the sensitivity of SF₆+H₂ treated film to air condition, we flow HCl gas to the surface so that we decreased the pH of surrounding air. Nevertheless, the resistance did not change. Furthermore, the value showed no significant decrease after one month’s preservation in air. This implies the remarkable stability of the treatment effect.

![Fig. 3. FE-SEM images of SF₆+H₂ treated diamond surface. Treatment time is (a) 0 (before treatment), (b) 3 min., (c) 5min., and (d) 13min.](image)

To understand why the electrical properties degrade for long time treatment, we observed the successive change of the surface morphology by the SF₆ treatment. Figure 3 clearly shows the destruction of the consecutive film structure with grains via a long-term treatment. The square grains seen in Fig. 3(b), which has better sharpness than that in Fig. 3(a), no longer appeared in Fig. 3(d). Instead, rectangle grains broken edges were seen in Fig. 3(d). As Durrent et al. reported about CF₄ plasma treatment on diamond surface (ref. 13), fluorine may cause this change of the surface morphology. This change of morphology may cause the change of mobility shown in Fig. 2(b).

**CONCLUSIONS**

The effect of (H₂+ SF₆) plasma treatment for diamond film surface was investigated. The diamond film resistivity, hole areal density and Hall mobility values showed clearly dependence on (SF₆ + H₂ ) plasma treatment. Particular interest was found on the treatment time: For 0.06% of SF₆ and 400W microwave power, the film reached its minimum resistivity and highest hole density in excess of 10¹⁴ cm⁻² at 4 min treatment, and over which it again increased to immeasurable range. The degradation of the morphological film structure by long term SF₆ treatment could be responsible to the increased resistivity.
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ABSTRACT

Formation of diamond films at gas pressure (Pg) higher than 300 Torr was succeeded by means of a new
method of pulsed discharge plasma chemical vapor deposition (CVD). The pulsed discharge was performed by a
pulse power supply fabricated by means of chopping the output of DC power supply with Intelligent Power Module
(IPM) and elevating the voltage by a transformer. The switching time of the pulse was shortened to get high
discharge beginning voltage, and discharge and non-discharge time in each period of the pulse were adjusted to get
stable discharge at high Pg. The deposited films, investigated with scanning electron microscope and Raman
spectroscopy, showed that the crystalline quality became superior and the deposition rate increased when Pg
increased from 300 to 500 Torr. When a rod-shaped cathode was used against the substrate (anode), the plasma
during the deposition was constricted to small diameter with increasing Pg. Emission intensities of H_α and H_β
from the plasma, which were measured with a spectrometer and CCD array sensor, were also increased when Pg
increased. By using this method using rod-shaped cathode, the diamond film could be deposited to small area at low
substrate temperature.

Keywords: Diamond Film, Plasma CVD, Pulsed Discharge, High Gas Pressure, Low Substrate Temperature

1. INTRODUCTION

Diamond film prepared by plasma chemical vapor deposition (CVD) from vapor phase has excellent properties
as well known, and it is desired to deposit the film with high deposition rate at low substrate temperature (Ts). The
plasma CVD using intermittent or pulsed discharge instead of usual continuous discharge is an excellent method for
improving the crystalline quality of the film and depositing at relatively low Ts. (refs. 1 to 8) The gas pressure (Pg)
during the deposition of the diamond film by these CVD methods is usually around 150 or 200 Torr, and it has been
reported that the crystalline quality and the deposition rate of the film are extremely improved with increasing Pg.
(ref. 9) However, the discharge at Pg higher than about 300 Torr was difficult because the voltage to start the
discharge became very high and the discharge came into arc discharge.

In this study, a new method using pulsed discharge was tried to make stable discharge at higher Pg, and
deposition of the diamond films at Pg higher than 300 Torr was succeeded. The pulsed discharge was performed by
a power supply fabricated by means of chopping the output of the DC power supply with Intelligent Power Module
(IPM) and elevating the voltage by a transformer, as reported before. (refs. 3, 5 to 7) In the present experiments,
however, the switching time of the pulse was shortened to get high discharge beginning voltage by means of
improve the circuit and repair the parts, and the discharge and non-discharge times during each period of the pulse
were adjusted to get stable discharge at high Pg.

The deposited films showed that the crystalline quality was improved and the deposition rate of the film
increased when Pg increased from 300 to 500 Torr. Furthermore, it was found that the plasma during the deposition
was constricted to small diameter with increasing Pg when a rod-shaped cathode was used against the substrate
(anode). By using this phenomenon, the diamond film could be deposited to small area at low Ts.

2. EXPERIMENTAL METHOD

In the first, the film was deposited by CVD system using sub-electrode which is almost same as that reported
before. (refs. 8 to 9) During this experiment, it was found that the plasma had tendency of constriction to small
diameter when $P_g$ increased. Thereon, the second experiment, where a rod-shaped cathode was used instead of flat-shaped cathode, was performed to make clear the phenomenon.

2.1 Sample preparation by CVD system using sub-electrode

Figure 1 shows a schematic diagram of the CVD system, where the sub-electrode is used. The detailed configuration and process were reported before. (ref. 8) After the chamber was pre-evacuated by rotary and turbo molecular pumps, $CH_4-H_2$ gas mixture was supplied to the chamber. The gas pressure during the deposition was changed from 300 to 500 Torr, and the gas flow rate was 10 CCM. The $CH_4/(CH_4+H_2)$ ratio, i.e. methane concentration, was 1%. A Si wafer chip about $5 \times 5$ mm in size was used as the substrate. The substrate was mounted on the substrate holder of about 10 mm in diameter after being scrubbed with diamond paste and rinsed with acetone in an ultrasonic cleaner. The substrate was heated so that the substrate temperature ($T_s$) measured by a radiation thermometer became 700°C. The deposition time of the samples was 2 hours. The distance between the cathode and the sub-electrode ($L$) was about 15 mm, and the distance between the cathode and the substrate ($d$) was about 20 mm, in the present experiments.

![Figure 1. Scheme of pulsed discharge plasma CVD system where sub-electrode is used.](image)

![Figure 2. Typical waveforms for discharge voltage (b) and current (c) between cathode and substrate, corresponding to waveform of pulse generator (a).](image)

The pulse power supply was fabricated by means of chopping the output of the DC power supply with Intelligent Power Module (IPM) and elevating the voltage by a transformer, as reported before. (refs. 3, 5 to 7) In the present experiments, however, the switching time of the pulse was shortened to about 20 $\mu$s to get high discharge beginning voltage by means of improve the circuit and repair the parts. Figure 2 shows typical waveforms
of the discharge voltage (b) and current (c) between the cathode and the substrate (anode), corresponding to the waveform of PG (a). When IPM comes to ON state by the rise of voltage of PG, the discharge voltage increases to discharge beginning voltage \(V_p\) by \(L(dI/dt)\) in the first, and then decreases to glow discharge voltage \(V_d\), where \(L\) is inductance of the transformer and \(I\) the current flowed into the transformer. The current rise time \(d_I\) was about 20 \(\mu s\). The discharge current increases to \(I_s\) after the beginning of the discharge, and decreases after \(T_d\). The shape of the current was corresponding to R-L transient phenomenon. The peak value of \(I_s\) in the present experiments was kept to 0.6 A to observe the effect of \(P_g\). When \(P_g\) was lower than 200 Torr, the deposition of the diamond film was difficult at this low \(I_s\).

The discharge conditions were changed widely with the discharge time \((T_d)\) and non-discharge time \((T_n)\), denoted in the Fig. 2, and in this experiments, \(T_d\) and \(T_n\) were set to 0.5 and 2 ms, respectively. These discharge conditions were suitable to prevent the decrease of the deposition rate and suppress the arc discharge.

The surface morphology of the deposited films was observed by a scanning electron microscope (SEM). Raman spectra of the samples were measured with the 514.5 nm line of an argon-ion laser.

### 2.2 Discharge method using rod-shaped cathode

Figure 3 shows a schematic diagram of the CVD system, where rod-shaped cathode fabricated with tungsten wire of 1 mm in diameter is used. The pulsed discharge was performed between the rod-shaped W cathode and the substrate (anode). The discharge and deposition process was almost same as that described above section 2.1. In this experiments, it was found that the diamond film could be deposited at low substrate temperature \((T_s)\), which is impossible to measure with the radiation thermometer, and therefore, \(T_s\) was measured with thermo-couple attached near the substrate. Emission spectra from the plasma during the discharge were measured using a spectrometer and CCD array sensor.

![Figure 3. Scheme of pulsed discharge plasma CVD system where needle-shaped cathode is used.](image)

### RESULTS AND DISCUSSION

#### 3.1 Microstructures of the films deposited by CVD using sub-electrode.

Figure 4 shows scanning electron microscope (SEM) micrographs of the samples deposited by the CVD system shown in Fig. 1. The gas pressure \((P_g)\) during the deposition is changed from 300 to 500 Torr. When \(P_g\) is 300 Torr, scattered grains are deposited on the substrate. When \(P_g\) is increased to higher than 400 Torr, the size of the grains increases and their crystalline habit becomes clear, showing that the crystalline quality becomes superior and the deposition rate increases with \(P_g\).

Figure 5 shows Raman spectra of the samples shown in Fig. 5. The peak at 1333 cm\(^{-1}\) corresponding to diamond becomes clear when \(P_g\) is increased to 400 Torr, in agreement with the results of SEM shown in Fig. 4. Figure 6 shows SEM micrographs of fractured cross sections of the samples deposited at \(P_g\) of 400 and 500 Torr. The thickness of the film deposited at 400 Torr is about 1.4 \(\mu m\), and increases to about 3 \(\mu m\) when \(P_g\) increases to 500 Torr. Therefore, the deposition rate of the film remarkably increases when \(P_g\) increases.
3.2 Discharge and deposition when rod-shaped cathode was used

The results of the above section 3.1 show that the crystalline quality becomes superior and the deposition rate increases when Pg increases. To make clear these results, the phenomena of the pulsed discharge were investigated by more simple CVD method shown in Fig. 3, where the rod-shaped cathode was used. Figure 7 shows the photographs of the glow (plasma) during the discharge by this CVD system. In this experiment, the distance between the rod-shaped cathode and the substrate is about 15 mm, and the peak of the discharge current was 0.3 A. When Pg is increased from 100 to 500 Torr, the glow is constricted to small diameter.

Figure 8 shows emission intensities of $H_\alpha$ (a) and $H_\beta$ (b) from the glow shown in Fig. 7. When Pg increases, the emission intensities increase, corresponding to the constriction of the glow. These results show that the plasma
formed by the discharge is constricted and the amount of excited atomic hydrogen increases when \( P_g \) increases. As well known, the atomic hydrogen play important role to the growth of the diamond film and remove amorphous component. (ref. 10) Therefore, it can be considered from these results that the increase of \( P_g \) is effective to improve the crystalline quality and increase the deposition rate of the film.

![Image of glow (plasma) changes](image)

**Figure 7.** Changes of glow (plasma) when \( P_g \) is changed from 100 to 500 Torr.

![Emission intensities of \( H_\alpha \) (a) and \( H_\beta \) (b)](image)

**Figure 8.** Emission intensities of \( H_\alpha \) (a) and \( H_\beta \) (b) from the glow shown in Fig. 7.

The waveforms of discharge voltage and current in this method were almost same as those shown in Fig. 2. When \( P_g \) is increased, \( V_p \) and \( V_d \) denoted in Fig. 3 were increased corresponding to the results shown in Figs. 7 and 8. The value of \( V_p \) and \( V_d \) at \( P_g = 100 \) Torr were 2,800 and 800 V, and when \( P_g = 500 \) Torr, 5,000 and 1,300 V, respectively. The increases of \( V_p \) and \( V_d \) mean the increase of the input power to the plasma from the power supply. Therefore, it can be considered that the increases of emission intensities of \( H_\alpha \) and \( H_\beta \) shown in Fig. 8 are caused by the input power to the plasma. The input power is also increases when the discharge current increases. However, in this pulsed discharge CVD method, the amount of the current is limited by the capacity of IPM. Therefore, the increase of the \( P_g \) to increase the input power is useful for the method using pulse power supply.

These experimental results show that the diamond film can be deposited to small area at low \( T_s \). Figure 9 shows SEM micrographs of the film deposited at low \( T_s \) of 500°C by CVD system shown in Fig. 3. In this experiments, the distance between the rod-shaped cathode and the substrate (d) was 5 mm, and the peak of the discharge current (I_s) was 0.6 A. The times of \( T_d \) and \( T_n \) were 0.5 and 2 ms, respectively. The gas pressure (\( P_g \)) during the deposition is changed from 300 to 500 Torr. When \( P_g = 300 \) Torr, crystalline habit of diamond is not clear, and when \( P_g \) is increased to higher than 400 Torr, size of the grains increases and their crystalline habit becomes clear. Therefore, the diamond film can be deposited at low \( T_s \) of around 500°C by the method using rod-shaped cathode when \( P_g \) is increased higher than 400 Torr.
CONCLUSIONS

Deposition of diamond films at gas pressure (Pg) higher than 300 Torr was succeeded by means of the pulsed discharge plasma CVD. The pulsed discharge could be performed by means of chopping the output of DC power supply with IPM and elevating the voltage by the transformer, where the switching time of the pulse was shortened to get high discharge beginning voltage, and Td and Tn were adjusted to get stable discharge.

When Pg during the deposition was increased from 300 to 500 Torr, the crystalline quality of the film was improved, and the deposition rate of the film increased.

When the rod-shaped cathode was used against the substrate (anode), the plasma during the deposition was constricted to small diameter with increasing Pg, and the emission intensities of Hα and Hβ from the plasma increased. By using this method, the diamond film could be deposited to small area at low Ts.
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ABSTRACT
Biased enhanced growth (BEG) is developed as a process to grow nanocrystalline diamond (NCD) films. In the BEG process the diamond nucleation and growth are obtained in a single stage process. Typical conditions, used in this process, are 5 % CH\textsubscript{4} in H\textsubscript{2} at 30 Torr pressure while heating the substrate in the range of ~ 400 to 700\textdegree C. A negative bias of 200 V is applied and the bias current density to the substrate is controlled. The controlled bias current density gives a different set of combination of conditions (bias current density, bias voltage and microwave power) that results in the growth of NCD films composed of grains in the range of 2-30 nm with surface roughness of 20-30 nm at growth rates varying in the range of 0.5 – 2 \( \mu \text{m/hr} \) at 1000 W microwave power.

In the present study, two-stage BEG is reported. In the first stage a bias of 200 V was applied to the substrate for 30 min followed by growth in the second stage at bias voltages varying in the range of 0-320 V. The films were characterized by Raman spectroscopy and atomic force microscopy. Optical properties (thickness and refractive index) of the films were measured by prism-coupling technique using operating wavelengths of 830 and 1300 nm. Hardness of the films was measured by nano-indentor. Hardness increased and roughness decreased with decreasing the bias voltage. Films with average hardness of 75-80 GPa, having stress less than 1 GPa, and rms surface roughness of 15 nm have been obtained. Different regimes of growth were observed, respectively, in the bias range up to 100 V and beyond. A growth mechanism for NCD by BEG process, based on the results, is discussed.

Keywords: nanocrystalline diamond, bias, roughness, hardness, prism-coupling

INTRODUCTION
The high surface roughness of the conventionally grown polycrystalline CVD diamond films prevents their immediate uses in spite of having outstanding properties with their unique combinations suitable for many applications (ref. 1) such as machining and wear applications, optical and thermal management applications. To overcome the problem of surface roughness of diamond films one can opt for either post-polishing or can develop ways to grow smooth diamond films without compromising much with their hardness and other useful properties. Post-polishing is expensive and time consuming (ref. 2,3) and that puts the attention to develop ways for as-grown smooth diamond films (ref. 4,5). One way to reduce the surface roughness during growth is to control of crystalline orientation with (100) facets being parallel to the films place, or by reduction of the grain size, i.e., reduction from grain sizes in micrometers to grain size in nanometers (ref. 4,5). This is the reason that in the last few years efforts in the area of diamond films grown by CVD are diverting from conventional microcrystalline diamond (MCD) films, having grain size of a few hundred of nanometer to several tens of microns, to nanocrystalline diamond (NCD) films, having grain size from 2 nm to a few hundred nanometer.

Recently, we have succeeded in growing very smooth nanocrystalline diamond films on Si substrate by a processing method termed biased enhanced growth (BEG) in microwave plasma chemical vapor deposition (MPCVD) (ref. 6-10). This new method, is an extension to the biased enhanced nucleation (ref. 11) of diamond,
offers nucleation and growth in a single process unlike the conventional two or three stages process for the heteroepitaxial growth of diamond. The BEG process is also different than the process that uses carbon dimmer (C₂) as growth species in hydrogen deficient plasmas (CH₄/Ar or C₆₀/Ar) for the growth of NCD films (ref. 4). The NCD film is a layer composed of high concentration of diamond crystals of a few to few tens of nanometer in size with a significant amount of non-diamond carbon decorating the grain boundaries. Here we present some results of two-stage BEG that gives even smoother NCD films.

EXPERIMENTAL

The NCD films were grown in a 2.45 GHz Seki Technotron Corporation, Japan, (former Applied Science and Technology, USA) made MPCVD system on mirror polished Si(100) substrates using BEG, recently developed by our group (ref. 6,7). Two steps BEG were adopted. In brief, controlled and continuous bias current density (BCD) was provided to the substrates with 5% methane in balance hydrogen at 1000 W of microwave power and 30 Torr pressure. A quartz shield was used to cover the conducting parts of the substrate holder assembly (other than the substrate), while applying negative bias to the substrate throughout the growth to enhance BCD to the substrate at low microwave powers without affecting the microwave plasma. The substrate temperature, which was measured at the bottom of the graphite substrate holder by thermo couple, was kept constant at 600°C. In the first stage a bias of 200 V was applied to the substrate for 30 min followed by growth in the second stage for 60 min at bias voltages varying in the range of 0-320 V. Surface roughness was measured using atomic force microscopy (AFM) and other structural characterizations were carried out by micro-Raman spectroscopy (STR250, Seki Technotron Corporation, Japan) at 514.5 nm. The refractive index and thickness of the films were measured by a Metricon model 2010, USA, analyzer based on the prism coupling technique using operating wavelengths of 830 and 1300 nm. Hardness of the films was measured by nano-indentor.

RESULTS AND DISCUSSION

The prism coupling technique has been described in literature in detail (see ref. 12). In brief, the film thickness and optical constants can be determined together at any point of the sample by observing the wave guiding modes of the sample. The film surface is attached to the base of a right-angle prism by means of a pneumatically operated coupling head as shown in Figure 1(a). This arrangement of holding the sample leaves a small air gap between the film and the prism. A laser beam is sent to the base of the prism and reflection is measured by a photodetector. The guided spectrum of the sample is plotted by measuring the reflected intensity with respect to the angle of incidence of the beam. Dips in the intensity are observed at certain discrete values of the incident angle of the laser beam. At these particular incident angles, the light tunnels through the air gap into the film and enter into guided optical propagation modes resulting in drop in the reflected intensity of the light. The angular location of the modes determine film index, whereas the difference in the angular locations determine the thickness. A typical guided spectrum of an NCD film grown by BEG process is shown in figure 1(b). The vertical lines in the figure exhibit the guided modes observed in the spectra of different films. Operating wavelengths of 830 and 1300 nm were used for all the measurements. The reason for not using the standard wavelength (633 nm) lies in the fact that our NCD films are absorbing for shorter wavelengths (ref. 10, 12). High absorption may lead to higher standard deviation in the measurements. It was also observed that the intensities of the dips at 830 nm decrease with films thickness, obviously because of increase in the optical path length of the guided light in the films. However, it should be mentioned that the guided modes of the MCD films, which has low absorption throughout these regions, can be measured accurately even at lower wavelengths provided that their surfaces are smooth enough not to have high surface scattering losses.
The calculated thickness of the films is plotted as a function of second stage bias voltage in figure 2. The refractive index of the NCD films grown at different second stage bias voltage was found to be 2.33 at 1300 nm and vary with the latter only in the third decimal place. The rms surface roughness of the films, as measured by AFM in an area of 5 X 5 µm², is also plotted in figure 2 as a function of second stage bias voltage. As observed, thickness and roughness of the samples change with second stage bias voltage almost in a common fashion. The dashed lower and upper lines in the plot respectively indicate the thickness and roughness of the film grown continuously for a total 90 min without changing either the bias voltage or any other condition. Thus, these lines are indicators of what thickness and roughness the samples would be if the first stage bias voltage of 200 V continued as such throughout the growth. The thickness increases with time irrespective of what voltage is applied in the second stage though the growth rate decreases and increases respectively in the second stage at lower and higher voltages than 200 V (first stage bias voltage). The rms roughness varies in the same fashion and interestingly can be as low as 15 nm below a second stage bias voltage of 80 V.

Figure 1(a) Schematic of prism coupler (b) A typical guided mode spectrum of an NCD film
Different regions of growth are identified from the plot. The thickness and roughness increase gradually up to 100 V with a larger change coming at 100-120 V following a region where the two parameters remain almost constant up to a bias voltage of 160 V. The thickness and roughness start increasing almost linearly and with a faster rate beyond 160 V. As explained in earlier reports (ref. 6,7), the growth of NCD by BEG process could be a result of a combination of surface and subsurface processes. The appearance of different regions of growth may be resulting from the changes in the energy and density of the ions impinging on the growing surface with bias voltage in the second stage of growth. A detail analyses is underway to understand exactly the roles of the two processes at different biasing voltages.

The visible Raman spectra of some of the films grown at different second stage bias voltage are shown in figure 3. In brief, the visible Raman spectra of the films consist of a band near 1150 cm$^{-1}$, associated to the presence of diamond nano-crystals, along with features near 1350, 1470, and 1580 cm$^{-1}$. The band near 1470 cm$^{-1}$ may be related to the disordered sp$^3$ carbon in the films whereas the other bands near 1350 cm$^{-1}$ and 1580 cm$^{-1}$, respectively, are well-known graphitic D and G bands. In our films the relative intensity of NCD band (I$_n$) to the graphitic G band (I$_g$) is mostly found to have a correlation to structural and mechanical properties of the films and can be understood to represent concentration of NCD in the films (ref. 6-8). The intensity ratio (I$_n$/I$_g$) is plotted as a function of second stage bias voltage in figure 4. Clearly from the Raman spectra and the plot of the intensity ratio of I$_n$/I$_g$ with bias voltage, the NCD concentration appears to be optimizing at moderate second stage bias voltage (80-160 V) that is also correlating to the second region of growth in figure 2. Also plotted in figure 4 is hardness of the films as a function of second stage bias voltage. Interestingly, the hardness increases by decreasing the second stage bias voltage and a hardness of 75 GPa can be achieved at moderate or low bias voltages. Similar to thickness and roughness, shown in figure 2, the hardness of the films also indicate different regions of growth at different second stage bias voltage. However, as mentioned before, a detailed analysis of the results is due and will be published later. Nevertheless, the results suggest that NCD films with a hardness of 75 GPa and rms surface roughness of 15 nm can be grown by two-stage BEG process at a growth rate of 0.5-1 µm/hr at 1 kW microwave power.
Figure 3. Raman spectra of the NCD films grown at second stage bias voltage (a) 0, (b) 60 V, (c) 120 V, (d) 160 V and (e) 320 V.

Figure 4. Plots of hardness and Raman intensity ratio $I_n/I_g$ as a function of second stage bias voltage.
It is shown that the surface roughness of NCD films, grown by single stage BEG process, can be further decreased from 24 nm to 15 nm with hardness increasing from 55 GPa to 75 GPa while compromising the growth rate which decreases from 900 nm/hr to approximately 700 nm/hr by applying two stage BEG.
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ABSTRACT

The hard (70GPa) and flat (average roughness of 10nm) nanostructure diamond films were synthesized by the combination of two-step substrate bias growth combined with irradiation of Ar-H₂ plasma after deposition. Ar-H₂ plasma irradiation has been confirmed to increase the hardness and decrease the roughness of films.

Keywords: Nanostructure diamond; 2-step substrate bias method; MPCVD; Hydrogen-argon plasma treatment; Super hard flat

INTRODUCTION

Morphology of diamond film depends on the reactant gases, their mixing ratios, negative substrate bias and the substrate temperature. Chemical vapor deposited (CVD) diamond films are most commonly grown using low partial pressures of methane in hydrogen. As the partial pressure of methane increases, the crystalline morphology disappears, and diamond-like carbon (DLC), which contain both low quality and graphite-like phase is formed. In recent years, it has been found that growing at specific conditions between these two extremes can yield high quality diamond films containing small nanostructure diamond (NSD) in disordered graphite.

Compared with polycrystalline diamond films, the NSD films are very attractive for many industrial applications due to their unique bulk and surface properties such as high optical band gap, high hardness, high thermal conductivity and low electrical conductivity. The smoother surfaces and the wide band gap provide the opportunity to act as ideal transparent protective films on optical components (ref. 1). Moreover, the possibilities of microelectromechanical systems (MEMS) and nanoelectromechanical systems (NEMS) devices have been explored by Gruen (ref. 2).

NSD films with extremely high grain boundary density have been prepared by various methods such as Ar-C₆₀ or Ar-CH₄ precursors with little or without hydrogen using microwave plasma enhanced CVD (MPECVD) (refs. 3 to 7). The former case, C₂ dimmers produced by ion bombardment might provide growth species for NSD. And latter case, NSD is formed by the ion bombardment-induced high frequency secondary nucleation.

It is well known that the grain size is one of the important factor influencing on properties of the NSD film. However, the nucleation mechanism and properties of NSD film remains poorly understood, because of difficulty in locating and controlling the nucleation sites. In this study, we investigate the properties of NSD film grown by microwave plasma enhanced chemical vapor deposition (MPECVD) with two-step substrate bias and hydrogen-argon plasma irradiation. We will discuss the effect of substrate temperature at bias enhanced nucleation (BEN) step and hydrogen-argon (H₂-Ar) plasma irradiation after NSD deposition.

EXPERIMENTAL

The NSD films were deposited in a 2.45-GHz MPECVD system with a two-step substrate bias to reduce the residual stress and the surface roughness. The mirror-polished Si(100) substrates, pretreated in an aqueous solution of HF (HF:H₂O=1:1 by volume) to remove the oxide, were set on a molybdenum (Mo) holder. Then they were cleaned with H₂ plasma for 20 min at 900°C. The CH₄ concentration, microwave power (MP), and total pressure were maintained at 5%, 1000 W, and 30Torr, respectively. The growth time at BEN and BEG steps were 5 and 60 min, respectively. The substrate temperature was varied from 400 to 800°C while keeping substrate bias at BEN of -300 V. After deposition, NSD films were treated by the mixture of Ar-H₂ plasma irradiation with different Ar/(H₂ +Ar) ratios at MP of 1000W for 30min.
The surface morphological features of nucleation stage in NSD films were examined using a Seiko Instruments SPI-3800N CAFM system with a Pt probe in a vacuum of 10^-7 Torr. Structural characterizations of the films were carried out by Raman spectra in the back-scattering geometry using the 514.5nm line of an Ar^+ ion laser at room temperature in the spectral range from 900 to 1800cm-1 with a resolution of 1.0cm-1, and the signals were separated by a monochromator. The crystallographic structure and crystallinity of NSD films were investigated by X-ray diffraction (XRD) with quite shallow incident X-ray angle using Cu Kα radiation. Hardness of the films was measured by a nanoindenter (UMIS-200) using a Berkovich diamond pyramid. The deposition rate was around 600 - 1800nm/h and, in order to minimize the substrate effect on the hardness measurements, maximum loading force was not exceeded beyond 10mN. Therefore, the indentation depth was kept within the critical depth (maximum penetration depth should not exceed 10% of the film) beyond which there would be severe effect in the hardness measurement of the film from the substrate. Both the UMIS and indenter tip were calibrated using a fused silica standard of known material properties. We also characterize the hydrogen concentration by the technique of elastic recoil detection analysis (ERDA).

RESULTS AND DISCUSSION

Surface morphological features

We first investigated in detail the surface morphology of NSD films. CAFM shows clear morphological change with variation of substrate temperature, as shown in Figs. 1(a), - 1(d). For a substrate temperature of 600°C, the large cauliflower-like clusters of 100-130nm in diameter, which are composed of many 30-50nm in diameter small and uniform grains, were obtained, as shown in Fig. 1(c). The morphology of cluster changes from a cauliflower-like to a columnar above 700°C. The size and shape of cluster strongly depends on the substrate temperature. We clearly find, as shown in Fig. 1(a), the high uniformity of the trapezoidal (columnar) shape clusters composed of small grains, 200nm square and 100nm high, which are connected with each other and enhance the alignment of nuclei below 500°C. In other words, a high density (or coverage) of {100}-oriented, textured grains has been obtained. For a substrate temperature above 700°C, some portion of the small grains coalesces together to form crystallites, while the boundary of crystallite contains individual grains. The current value of the conducting region increased with increase in the substrate temperature. The comparison of CAFM current image of NSD films deposited between 400°C and 700°C revealed that the conductive difference is at least a magnitude of one order. Thus, the surface graphitization of the depositing NSD film might be produced from films deposited above 700°C. The average roughness (Ra) and root mean square (RMS) roughness decreased from 9.8nm and 12.5nm to 9.0nm and 11.3nm, respectively, as the substrate temperature is increased from 400°C to 500°C. However, both Ra and RMS again increase as the substrate temperature is increased above 600°C.

Figures 1(e) and 1(f) show the typical surface morphologies of NSD films irradiated by Ar-H2 plasma with Ar concentrations of 50% and 100%, respectively. It is clear that the significant morphological change was observed by
Ar-H$_2$ plasma irradiation compared to the cauliflower-like surface morphology of the NSD film deposited at 500$^\circ$C, as shown in Fig. 1(b). Moreover, both Ra and RMS of CAFM, which shown in the inset in Fig. 4(b), were almost unchanged and the relation between surface roughness and Ar concentration could not be established. It should be noted that both Ra and RMS slightly decrease and the density of small cluster increases by introduction of Ar-H$_2$ plasma irradiation after NSD deposition. The uniformity of size and shape of gains improves by Ar-H$_2$ plasma irradiation. We also observed a significant difference in grain and grain boundary from the NSD film, not shown here, irradiated by only H$_2$ plasma (Ar=0). The surface roughness of CAFM increased with increase in H$_2$ plasma exposure time.

**XRD characterizations**

XRD results reveal that our NSD films were mostly consist of cubic diamond (111), as shown in Fig. 2. Although, both diamond(111) and diamond(220) are reported from the NSD film deposited by continuous BEN method there was no signal at 2\(\theta\)=75$^\circ$ of signature of diamond (220) in our films. It should be noted that the NSD film composed of highly oriented diamond(111) which was achieved by using two-step bias method. During BEN step, high energy carbon ion bombardment might leads to a shallow ion penetration at the subsurface region and a renucleation of diamond on randomly oriented crystallites. It has been accepted that an atomic hydrogen, hydrogen ions and hydrogen radicals are in the plasma. And the etching efficiency of carbon by hydrogen ions is much faster than atomic or radical species. The number of oriented {111}-textured grains and the overall coverage of the film can be increased by NSD growth and hydrogen ion etching simultaneously at BEG step (ref. 8). In our experiment, the BEG step was performed at negative bias of 100V and the ion penetration mechanism was not occurred at this step. The crystallite size was estimated to be approximately 40nm-70nm from the full width at half maximum (FWHM) of the diamond peak and this value is in good agreement with that of CAFM. The maximum intensity and the narrowest FWHM of diamond(111) peak was observed from the NSD film deposited at substrate temperature of 500$^\circ$C. This may be due to optimal substrate temperature of NSD deposition.

XRD spectra of films irradiated by Ar-H$_2$ plasma with different Ar concentration show that the absolute intensity of diamond(111) is weaker than those of non-irradiated films, and the diamond(220) observed in all irradiated films. Thus, the NSD film gradually changes from oriented diamond(111) to randomly oriented phase by Ar-H$_2$ plasma irradiation. The relation between XRD characteristic and Ar concentration during Ar-H$_2$ plasma irradiation could not be established.
Raman spectra characterizations

Figure 3 shows Raman spectra of the NSD films deposited with different substrate temperatures and typical Raman spectrum of the NSD film irradiated by Ar-H₂ plasma. The formation of diamond phase is demonstrated by the occurrence of the first order diamond line at 1333 cm⁻¹ from films deposited below 600°C. We also observed broad signals near 1140 cm⁻¹, 1350 cm⁻¹, 1460 cm⁻¹ and 1580 cm⁻¹. The peaks at 1350 cm⁻¹ and 1550 cm⁻¹ (~ 1580 cm⁻¹) are the D and G modes caused by disordered carbon (ref. 9). The diamond feature at 1333 cm⁻¹ without peak shift was observed up to a substrate temperature of 700°C and this indicates that almost no residual stress formed in the film. For the substrate temperature at 800°C, Raman spectrum shows amorphous nature of carbon by its prominent G and D peaks. It should be noted that there is some controversy in the interpretation of the peaks at 1140 cm⁻¹ and 1460 cm⁻¹ of diamond film.

In comparison with non-irradiated film, although the peak at 1460 cm⁻¹ decreases the Ar-H₂ plasma irradiation on NSD films affects no significant change in overall Raman features. On the other hand, however, both 1140 cm⁻¹ and 1450 cm⁻¹ peaks were disappeared while G and D bands still remained from the NSD film subjected to only hydrogen plasma (Ar=0).

Lopez-Rios et al. (ref. 10), and later Ferrari and Robertson (ref. 11) have assigned the 1150 cm⁻¹ and 1450 cm⁻¹ peaks to the sp² phase of transpolyacetylene (trans-(CH)ₙ) by surface enhanced Raman scattering and Raman scattering taken at various laser excitation energies. But, it is very clear that when ever the 1150 cm⁻¹ peak has been observed, NSD diamond, either in the cubic form or in the hexagonal form has been observed by both XRD and transmission electron microscope (TEM). Therefore, the possibility of sp² diamond phase can not be ruled out at this time. For the case of 1460 cm⁻¹ peak, even though the Raman intensity ratio of the 1150 cm⁻¹ to this peak (I₁₁₅₀/I₁₄₆₀) decrease with increase in Ar concentration during Ar-H₂ plasma irradiation, the absolute intensity of I₁₁₅₀ was almost constant under same Raman condition. Therefore, only the I₁₄₆₀ varies with Ar concentration. This result indicates that the peak at 1460 cm⁻¹ is probably related to amorphous sp² phase or polymeric chain such as trans-(CH)ₙ phase which are removed by Ar-H₂ plasma irradiation.

Hardness characterizations

Figure 4 shows the hardness-penetration curves of NSD films with different substrate temperature indented to maximum load of 10mN. The inset in Fig. 4 illustrates the hardness of NSD films as a function of substrate temperature. The data show that the hardness of the NSD film is constant over the 35-60 nm penetration depth range and there is almost no influence of the substrate on the measured hardness values.
The hardness increases with increase in the temperature up to around 600°C and decreases with further increase in temperature. The maximum hardness of 68GPa was obtained from the NSD film deposited at 500°C. The hardest NSD film was obtained where the CAFM values of Ra and RMS were minimum.

Figure 5 shows that the hardness-penetration curves of Ar-H2 plasma irradiated NSD films with different Ar concentration. The inset in Fig. 5 illustrates the hardness of NSD films as a function of Ar concentration during Ar-H2 plasma irradiation after NSD deposition. The as-grown NSD film was deposited at substrate temperature of 600°C and the initial hardness of NSD film was 60GPa. It is clear that the film hardness increased from 60GPa to 70GPa with increase in Ar concentration during Ar-H2 plasma irradiation. Here, it is worth to note that the hardness of the film irradiated by only H2 plasma (40GPa) decreases significantly as compared to that of the non-irradiated film (60GPa). This result indicates the importance of little or no H2 during Ar-H2 plasma irradiation.

Discussion

No clear explanation on origin of high hardness of NSD film and increase of hardness by Ar-H2 plasma irradiation have been reported so far. The question is, therefore, why are the NSD film and the Ar-H2 plasma irradiated NSD film so hard? Based on the substrate temperature dependence of CAFM feature and TEM observations, not shown here, we propose that the hardness of NSD film is attributed to the size of nano-clusters composed of adjacent NSD particles, amount of NSDs embedded in an amorphous tissue as well as surface roughness those are controlled by substrate temperature.

For the case of Ar-H2 plasma irradiation after NSD deposition, a plasma irradiation introduces a structural change of film. And also, the surface roughness decreases due to decrease of NSD grain boundaries and improve of uniformity of smaller grain size by Ar-H2 plasma irradiation. We think that some $sp^2$ amorphous regions change or coalescence together to form $sp^3$ phase crystallites according to CAFM morphological change. The decrease of 1460cm⁻¹ phase, which is related to $sp^2$ phase, in Raman spectrum suggests that the NSDs are embedded in an amorphous tissue and both amorphous carbon and NSDs were removed by Ar-H2 plasma irradiation. The structural change cannot detect clearly by Raman and XRD, however, ERDA indicates that the hydrogen content in the film slightly changes by Ar concentration during Ar-H2 plasma treatment. It is thought that the hardness can be increased by forming of $sp^3$ phase crystallites and etching of $sp^2$ phase, simultaneously, by Ar-H2 plasma irradiation. On the other hand, however, only H2 plasma irradiation introduces H-atoms, detected by ERDA, and leads to the increase of $sp^2$ phase or polymeric chain in a NSD film. The hardness decreases by only H2 plasma irradiation after NSD deposition due to increase of both $sp^2$ phase and surface roughness induced by H2 chemical etching. This result suggests that hydrogen plays a critical role in determining the hardness of NSD film irradiated by Ar-H2 plasma after NSD deposition.

CONCLUSION

In conclusion, the (111) NSD films mainly composed of diamond(111) were grown by two-step substrate bias method. The maximum hardness of as high as 70GPa with the smallest Ra and RMS of CAFM is obtained at substrate temperature of 500°C with minimum surface roughness. The hardness of film increased by Ar-H2 plasma irradiation after NSD deposition due to decrease of surface roughness and improvement of uniformity of smaller grain size. The hardness of film irradiated by only H2 plasma, however, decreased in comparison with non-irradiated film. Thus, we confirm that the introduction of Ar-H2 plasma after NSD deposition is effective to increase hardness of films. Our results demonstrated that hard NSD films can be produced from Ar-H2 plasma irradiation after NSD deposition with little or no H2 using MPECVD.
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INFLUENCE OF METALS ON DIAMOND TO GRAPHITE PHASE TRANSFORMATION

A.Y Nozhkina
YNDALMAS
Moskow, Russia

Abstract

Transformation of diamond into graphite was investigated in the region of diamond metastability under the action of media chemically active to carbon in the temperature range from 770 K up to 2200 K and pressure range from $10^{-3}$ Pa up to 3Gpa.

I $\gamma$-III $\gamma$ group metals of periodic system and oxygen were used as media chemically active relative to diamond.

Methods of electron diffraction, chemical analyses, emission spectroscopy and X-ray phase analyses were used for determination of the reaction products.

It was found that in the region of diamond metastability the stage of catalytic phase transformation of diamond into graphite took place during the Interaction between diamond and metal. Metals reduce activation energy for transition of diamond into graphite from 109.4kcal/mole to 77.4kcal/mole.

Kinetic of phase transformation of diamond into graphite was investigated.

Pressure does not considerably influence on the rate of phase transformation of diamond into graphite in the presence of transition metals.

It is established that catalytic action of transition metals and silicon considerably increases in the presence of oxygen during into graphite. Action energy is maximal for silicon (40 kcal/mole) and minimal for manganese (13 kcal/mole).
DIAMOND SPONTANEOUS CRYSTALLIZATION
FROM Mg-Ni-C SYSTEM AT HPHT

G.S. Bobrovnitchii, A.S. Osipov, A. L.D. Skury
North Fluminense State University, Av Alberto Lamego, 2000, Campos, RJ, Brazil, CEP 28013-600

ABSTRACT

In this work, different Mg-Ni alloys were used as carbon solvents in the synthesis of diamonds at a pressure of 7.7 GPa and temperatures of 1473 to 2073 K. All the alloys were melted by a special treatment at high pressure. The temperature ranges were determined for spontaneous diamond crystallization, using Mg2Ni, MgNi2 compounds and two eutectic alloys, according to the Mg-Ni phase diagram. Diamonds were observed to form at temperatures exceeding 1873 K when Mg2Ni and 0.89at.%Mg+0.11at.%Ni alloys were used as carbon solvents. X-ray diffraction patterns revealed the presence of MgO. Spontaneous diamond crystallization was found to occur above 1573 K, using the MgNi2 alloy. Cubo-octahedral morphology of diamond crystals were detected at temperatures of 1723-1823 K. Intense spontaneous diamond crystallization was observed at temperatures of 1573 K and upward when the eutectic 0.23at.%Mg+0.77at.%Ni alloy was employed. Unlike the behavior with the MgNi2 alloy, the rate of spontaneous crystallization increased, as did the number of crystallization centers. The MgNi2 carbon solvent alloy was found to be preferable for the synthesis of high-quality diamond crystals.

Keywords: High pressure; Diamond crystallization; Mg-Ni alloy; p,T-parameters

INTRODUCTION

The spontaneous crystallization of diamonds under conditions of high pressure and temperature is a well-established process for the Ni-Mn-C, Fe-Ni-C and Fe-Si-C systems (refs.1 to 3). Based on the results of research into these systems, industrial technologies have been developed to synthesize diamond powder. It is worth noting that the lowest pressure and temperature parameters (p,T-parameters) utilized in the process of industrial diamond synthesis are achieved when using Ni-Mn and Fe-Ni alloys, since the carbon they contain displays a high degree of solubility. In most cases, however, the crystals obtained under the abovementioned conditions show a given content of inclusions (ref.4). The presence of inclusions significantly limits the application of these crystals in various types of operations due to the deterioration of the crystals’ physical and mechanical properties. On the other hand, natural diamonds with a low content of impurities are known to possess excellent thermal, electrical and optic properties (refs. 5 to 6).

The report (ref.7) assert that crystals with low impurity content and with electrical semiconducting properties can be obtained in the presence of pure Mg. However, in the production of diamonds of the Mg-C system, unlike other types of catalyzers, the p,T-parameters must be maintained under stricter conditions. Therefore, synthesizing diamonds for the production of crystals with semiconductor properties is a complex technical task.

The phase diagrams of the Ni-C (ref.8) and Mg-C (ref.9) systems have already been studied under conditions of high pressure and high temperature. Based on those studies, the pressure and temperature regions in which diamonds can be formed in these systems are well known. Thus, from the scientific standpoint, it is interesting to study the process of diamond formation in the Mg-Ni-C system under high pressure and temperature conditions, aiming to develop an efficient methodology for the production of diamonds with special properties.

EXPERIMENTAL

All the experiments carried out to study the process of spontaneous diamond crystallization in the Mg-Ni alloy and graphite system were conducted under a constant pressure of 7.7 GPa and at temperatures varying from 1473 to 2073 K, in 50 K intervals. A high-pressure anvil-type device with toroidal concavity and diameter hole 13.5 mm was used. The reactive volume was set up in the high pressure cell in alternate layers, as illustrated in figure 1.

High pressure capsule used in the synthesis process was made of the block lithographic stone (CaCO3). The starting materials were supplied with high purity powdered graphite (>99.99%), and the Mg-Ni alloys were produced beforehand under high pressures (1.0 – 2.0 GPa) and high temperatures (1573-1773 K). An anvil-type device with a central concavity of 55 mm was used for the production of the alloys. The compounds of Mg2Ni,
MgNi₂ and two eutectic alloys of the content 0.89at%Mg-0.11at%Ni and 0.23at%Mg-0.77at%Ni according to the Mg-Ni phase diagram were obtained (ref.10).

The pressure in the reactive volume high pressure cell was measured using the well-known methods to determine the Bi, Tl and PbSe phase transitions at room temperature. The temperature in the cell was measured using a Pt-Pt13%Rh thermocouple in relation to the electric power applied. During the experiments, the temperature was evaluated using devices to measure the electric power applied during heating.

The duration of each process was limited by the time during which it is possible to maintain constant pressure inside the high pressure cell. Hence, each process lasted a maximum of 100 s.

The samples obtained after the thermobaric treatment were analyzed by X-ray diffraction (XRD), optical microscope and scanning electron microscopy (SEM).

**RESULTS AND DISCUSSION**

Table 1 lists the most relevant experimental results obtained from the diamond synthesizing process in the Mg-Ni alloy and graphite system with variable composition, under a pressure of 7.7 GPa.

**Table 1. Experimental results of diamonds synthesis in the Mg-Ni-C system at pressure of 7.7 Gpa and duration heating of 100 s.**

<table>
<thead>
<tr>
<th>Alloys of Mg-Ni system</th>
<th>Temperature (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1473</td>
</tr>
<tr>
<td>0.89at%Mg+0.11at%Ni</td>
<td>○</td>
</tr>
<tr>
<td>Mg₂Ni</td>
<td>○</td>
</tr>
<tr>
<td>MgNi₂</td>
<td>○</td>
</tr>
<tr>
<td>0.23at%Mg+077at%Ni</td>
<td>○</td>
</tr>
</tbody>
</table>

○: No diamond formation; +: diamond formation with octahedral morphology; !: diamond formation with cubo-octahedral morphology; ●: growing polycrystalline diamond.

As can be seen, independently of the alloy composition employed, no diamond formation occurred at a temperature of 1473 K. In contrast, the exact opposite occurred from 1873 K upward, i.e., diamonds were present in the samples of all the compositions used in this study. No evident differences were found in the behavior of the alloys with 0.89at%Mg-0.11at%Ni and Mg₂Ni compositions during the diamond crystallization process of the system studied here. Intense formation of diamonds, with the appearance of growing dendrites, was observed at a temperature of 2073 K, with most of the crystals displaying a cubo-octahedral morphology. Figure 2 shows a SEM micrograph of one of the samples obtained in Mg₂Ni-C system. The arrows indicate the presence of a whitish substance in contact with the crystals. An X-ray diffraction of this substance, depicted in figure 3, detected the presence of MgO and Mg(OH)₂.

A possible explanation of the formation of these phases is based on the supposition that, after the diamond formation process and the subsequent reduction of pressure in the high pressure cell, the diamond-graphite-alloy system, the oxygen and the vapor in the air come into contact with each other, thus constituting favorable conditions for the formation of magnesium oxide and hydroxide. The same behavior takes place in the crystallization of diamonds in the Mg-C system under a pressure of 7.7 GPa and temperature of 1973 K, when synthesis of the diamond occurs only from the formation of magnesium carbide (MgC₂) with subsequent fusion and dissolution of the graphite (ref.11). Thus, it is likely that the diamond formation mechanism, using the
intermetallic alloy MgNi or the eutectic alloy 0.89at%Mg-0.11at%Ni as the solvent metal, is similar to the formation mechanism of the Mg-C system.

With regard to the use of the MgNi₂ alloy in the diamond synthesis process, spontaneous crystallization was found to occur from a temperature of 1573 K up. The polished surface of the areas of contact between the graphite and the alloy revealed the presence of isolated crystals with a well-defined octahedral morphology, as illustrated in figure 4, with sides of approximately 4.5 μm. At temperatures exceeding 1773 K, crystals were found with a cubo-octahedral morphology, as well as a small amount of cube-shaped crystals with sizes up to 30 μm, as depicted in figure 5. As can be seen, the dendritic growth structure was not significant. The crystals grown with this alloy were generally comed apart, octahedral with blunt-sided.

Fig 2. SEM microphotograph of the diamond synthesized from graphite and Mg₂Ni. Substance based on MgO and Mg(OH)₂ indicate by an arrows.

Fig 3. X-ray diffraction pattern of the substance which was observed near diamond crystals (fig.2).

The diamond crystallization process using the 0.23at%Mg-0.77at%Ni alloy displayed intense growth of crystals throughout the reactive volume of the high pressure cell, with crystallization beginning at 1573 K. However, unlike the behavior displayed by the MgNi₂ alloy, higher temperatures hastened the crystals’ growth, resulting in the formation of twinned crystals. The same behavior was observed in the synthesis of diamonds of the Ni-C system. Figure 6 contains a micrograph showing twinned crystals grown under a pressure of 7.7 GPa and a temperature of 1873 K and a duration of 30 s. The octahedral sides show linear dimensions of about 140 μm. Other regions of the same sample displayed growing polycrystalline diamond, demonstrating the large number of nucleation centers formed under these conditions.
CONCLUSIONS

The results of the studies reported herein allowed us to determine the minimum temperatures at which diamond crystallization in the Mg-Ni-C system can occur, using the compositions employed in our experiments.
It was established that the diamond formation mechanism using the Mg$_2$Ni and 0.89at%Mg-0.11at%Ni alloys does not differ significantly from that of the Mg-C system, which requires high temperatures.

In the crystallization of diamonds using the MgNi$_2$ alloy at temperatures of 1723 to 1823 K, it was found that the crystals generally grew in the shape of octahedrons with blunt and cubic-octahedral faces.

The use of the 0.23at%Mg-0.77at%Ni alloy led to the growth of twinned crystals, with the crystallization process characterized by a large number of crystallization centers and the presence of growing polycrystalline diamonds.
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POLYMERIC NITROGEN
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Abstract

Common nitrogen consists of diatomic molecule in which atoms hold each other with the strongest triple covalent bonds. However, in principle, nitrogen atoms can be connected with single or double bonds creating a net of atoms similar to polymeric carbon. The non-molecular nitrogen phase has been recently synthesized at very high pressures about 150 GPa, but it can be recovered to atmospheric pressure due to the huge hysteresis of the transformation [Eremets, M.I. et al., Nature 411 (2001) 170]. In the present work in addition to the direct polymerization of \( \text{N}_2 \) molecules we explore a different approach to the nitrogen polymerization: molecular \( \text{N}_3^- \) anions in the lattice of \( \text{NaN}_3 \) have been squeezed at pressures up to 160 GPa at temperatures 10-300 K. Raman spectra, X-ray diffraction and electrical conductivity were measured in a diamond anvil cell. As a result of pressurizing to 120-160 GPa sodium azide transforms to new structures completely different from molecular consisted of linear \( \text{N}_3^- \) molecules. These new nonmolecular phases preserve at release pressure to the lowest pressures in diamond anvil cell (< 1 GPa) and some of them can be recovered.

One of these structures (phase I) starts to form at 17 GPa. Raman bands at 1670 - 1850 cm\(^{-1}\) are characteristic for this phase. It appears in the pure form (without signs of molecular ion azide) after pressurizing up to 120-160 GPa (or 80 GPa with subsequent large plastic deformation) and persists in the confined cell to the lowest pressures (0-1 GPa). Probably this phase is formed of strongly coupled azide ions forming new molecules or other clusters.

In the 50 to 160 GPa pressure range the amorphous phase III is formed. The phase III is conductive; it is completely black and opaque. It partly transforms back to the phase I at 50 GPa upon pressure release. This phase is most probably formed by layers of polymeric nitrogen separated by layers of sodium atoms. Other observed phases are formed by different complexes of nitrogen.

Keywords: nitrogen, polymerization, high pressure, Raman spectra.
Formation and analysis of dense boron carbide coatings with a low porosity formed by electromagnetically accelerated plasma spraying
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Abstract
Thick coatings, which are necessary for many industrial fields, are easily obtained using thermal spraying compared with other methods such as CVD and PVD. However, the porosity is relatively high in the spray coatings. The ambient gases passing through the many pores in the coating may damage a base substrate material, and the coating would be easily detached. We have obtained thick boron carbide (B4C) coating with a porosity of 3% using electromagnetically accelerated plasma spraying. In this study, by using smaller powder of 2 micron in diameter, dense B4C coatings are formed with a low porosity of less than 1%. The size of the pores is also drastically decreased.
PROPERTIES OF CARBON DEPOSITS FORMED BY PLASMA SPRAYING OF NANODIAMOND
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ABSTRACT

Deposits of carbon nanoparticles based on an onion-like structure were fabricated by a new one-step method, an electromagnetically accelerated plasma spraying (EMAPS) deposition, from detonation nanodiamond powders on stainless steel substrates. The presence of spherical and polyhedral carbon onion particles was confirmed by transmission electron microscopy (TEM) studies. Carbon bonding in virgin powders and synthesized deposits was studied by two-wavelength Raman spectroscopy under excitation by visible (514 nm) and UV (244 nm) irradiation. The transformation of nanodiamonds to closed curved graphitic nanoparticles was explained by intensive heating and electron irradiation of the spraying powder in plasma. Friction measurement of the deposits showed their availability as solid lubricant films.

Keywords: onion-like carbon, nanodiamond, plasma spray, Raman spectroscopy, solid lubricant

Onion-like carbon (OLC) belongs to the fullerenic or curved-layer carbon structures and consists of closed, concentrically arranged graphitic shells. Many methods have been proposed for OLC synthesis. They can be classified into two groups according to the mechanism of the OLC formation. The first one is the reconstruction of some carbon solid structure under severe conditions: high-temperature treatment of nanodiamond powders (refs. 1 and 2), electron irradiation of graphitic precursors (soot, nanotubes) and diamond crystals (ref. 3), and ball-milling of graphite (ref. 4). The second approach is based on the condensation of OLC from small carbon fragments, such as by the method of implanting high-dose carbon ions into the metal layers (ref. 5), growth by radio-frequency plasma-enhanced chemical vapor deposition (ref. 6), rf-cosputtering (ref. 7), and arc discharge in water (ref. 8). OLC can be obtained as a powder (refs. 1 to 4 and 8), or a film (refs. 5 to 7). OLC possesses attractive properties, and a number of applications are expected to be found. Possible applications are as an optical limiting agent (ref. 9), and as a solid lubricant, especially in space technology (refs. 5 and 10). Due to the strong intrinsic structure of the OLC particles, the near-round shape, and the small size, the particles may decrease the friction coefficient and improve wear protection. To apply the particles as a solid film lubricant, it is necessary to develop an effective way to produce OLC coatings on various substrates. We present here a new method to produce OLC-containing films on steel substrates by plasma spraying of detonation nanodiamond powders.

EXPERIMENTAL METHOD

Spraying of nanodiamonds was conducted by electromagnetically accelerated plasma spraying (EMAPS) (ref. 11), a novel spraying technique which utilizes pulsed high-current arc plasma and is capable of accelerating particles in the velocity range between 1 and 3 km/s, which is not attainable by conventional plasma spraying. Such a high particle velocity is considered to be advantageous in forming a dense spray deposit with high adhesion to the substrate. Another important advantage of EMAPS in this work was its capability of making spray experiments using very small amount of powders. The EMAPS process is illustrated in Fig. 1. The apparatus consists of a 3 mF capacitor bank and a coaxial plasma channel combined with a vacuum chamber in which the air pressure is less than 10 Pa. Commercially available detonation nanodiamonds 0.05 g in weight were injected with argon into the plasma channel. When the injected nanodiamond particles were dispersed almost all over the plasma channel, a high-current
arc discharge of 100kA in peak and 300 ms in duration was initiated at the position of a pilot plasma generator. The transient argon pressure in the plasma channel at the time of arc initiation was approximately 10 kPa. Subsequently, a fast traveling, spatially confined argon plasma was formed by an intense electromagnetic force, i.e., the Lorentz force. The observed traveling velocity, spatial length, and calculated peak pressure of the plasma were 2.5 km/s, 60-100 mm, and 1MPa, respectively. This plasma was considered to be in local thermal equilibrium at a temperature of around 20000K according to the experimental observation of argon positive column plasma (ref. 12), and high-current arc plasma in a railgun-type electromagnetic launcher (ref. 13). The nanodiamond particles were heated and accelerated by the plasma and sprayed on the mirror-polished stainless steel (SUS304) substrate located in the vacuum chamber. The duration of interaction between the nanodiamond particle and the plasma was less than 300 µs.

Deposits on the substrate were detached and dispersed in ethanol by ultrasound for study by transmission electron microscopy (TEM) with a point resolution of 0.19 nm under 200 kV accelerating voltage (Topcon EM-002B). The sample of virgin nanodiamonds was treated by the same method. Carbon bonding in virgin powders and synthesized deposits was studied by Raman spectroscopy under excitation by visible (514 nm, JASCO NRS-2100) and UV (244 nm, JASCO NRS-1000UV) laser irradiation. Friction coefficient of as received carbon deposit on the substrate was measured by ball-on-disk method (CEM TRIBOMETER).

RESULT AND DISCUSSION

Obtained deposits about 1µm in thickness by single deposition procedure were fairly soft and could be detached from the substrate. Fig. 2(a) shows TEM image of diamond nanoparticles less than 10 nm in size used as starting material. The lattice fringes correspond to the \{111\} crystal planes of diamond, with an interplanar distance consistent with that of bulk diamond (0.206 nm). The shape of the particles is nearly spherical, and some crystals have an octahedral form. Figure 2(b) demonstrates the products of the nanodiamond transformation during the EMAPS process. No original nanodiamond particles can be seen in the picture, only curved graphitic structures: graphite ribbons and carbon onions (spherical and polyhedral). Graphite ribbons consist of 3 or 4 graphitic planes, and their interplanar spacing equals 0.37 nm, exceeding that of graphite (0.3376 nm). The size of carbon onions ranges from several nanometers to 10 nm. The number of graphite shells in the particle can reach 10-12 but is typically 7-8. The average interplanar distance is 0.35 nm.
In view of the previously reported data on nanodiamond transformation to OLC under high-temperature treatment (refs. 1 and 2), let us suppose that the structural reformation of the virgin particles occurs under severe plasma conditions during the EMAPS process. A combination of high temperature and high electron concentration favors the formation of curved graphitic structures (ref. 14). However, another concurrent mechanism based on the deeper destruction of virgin particles may be considered. In particular, the nanodiamond particles may undergo evaporation and form a homogeneous cloud (carbon plasma) which, after being under cooling conditions in the chamber, can coagulate in an onion-like structure. Results of the experiments carried out for the spraying of other carbon nanomaterials, not reported here, prove the first assumption since the quality of the coating was found to be strongly dependent on the initial material. Nevertheless, some overlapping of both models should not be ignored. Therefore, an exact simulation of the interaction of nanodiamonds with plasma during the EMAPS process is required.

Figures 3(a) and (b) show the Raman spectra measured from the nanodiamond powder and deposited coatings, respectively. For the carbon materials, especially under UV irradiation, the question of possible damage arises. For
that reason, in order to collect the representative spectra of the samples, a mapping procedure was applied. The signals from about 50 points, obtained by moving the sample by 20 mm increments in the XY plane, were collected and averaged. This method provides a high signal-to-noise ratio for the short irradiation time of each investigated area. The difference between spectra obtained by visible and UV irradiation is clearly seen. The excited at the 514.5 nm spectrum of nanodiamond, shown in Fig. 3(a), consists of the following main features on a strong photoluminescence background: a characteristic peak of the nanodiamond phase at 1323 cm\(^{-1}\), broad bands around 1090 - 1100 cm\(^{-1}\), 1220 cm\(^{-1}\), and 1600 cm\(^{-1}\) (G mode), shoulders at 1400-1450 cm\(^{-1}\) and at 1500 – 1550 cm\(^{-1}\). The shift of the diamond peak from the 1332 cm\(^{-1}\) position is due to a size effect and was previously well explained by the phonon confinement model (ref. 16). The existing in the nanodiamond powder admixtures of sp\(^2\) bonded carbon lead to the appearing of the G band at 1600 cm\(^{-1}\). Other spectrum bands and shoulders can not be assigned to density-of-state features of either the sp\(^2\)-bonded carbon, nor the sp\(^3\) phase, because they disappear in a UV Raman spectrum of the virgin nanodiamond. This UV spectrum, presented at Fig. 3(a), has the same nanodiamond characteristic peak at 1323 cm\(^{-1}\), a low asymmetric band around 1560 – 1600 cm\(^{-1}\), and a feature near 1060 – 1080 cm\(^{-1}\). The band at 1560 – 1600 cm\(^{-1}\) belongs to the sp\(^3\)-bonded carbon (G mode). The feature at 1060 – 1080 cm\(^{-1}\), known in literature as a T peak, is due to the resonant enhancement of s-states (ref. 15). The Raman study in the UV region (244 nm, 5.1 eV) gives more reliable information about the presence of sp\(^2\) and sp\(^3\) carbon phases because this energy is sufficient to excite electronic transitions in both structures and the spectra do not emphasize any particular phase. The laser energy of visible light 2.41 eV (514.5 nm) is comparable with the local sp\(^2\) bonded carbon energy gap, thus the electronic p-p* transition often leads to the dominance of the G and D bands of the other diamond peak.

The spectra of EMAPS carbon coatings are presented in Fig. 3(b). The spectrum excited at 514.5 nm is typical for a large variety of carbon materials. The superposition of the G (~1590 cm\(^{-1}\)) and D (~1350 cm\(^{-1}\)) bands determines the spectrum shape. As can be seen in Fig. 3(b), the 244 nm spectrum of the carbon coating consists of a strong asymmetric G peak (maximum 1586 cm\(^{-1}\)) and a small peak (near 1325 cm\(^{-1}\)), but the D peak is absent. The G mode is a sign of the sp\(^2\) carbon bond stretching and is a characteristic feature of graphite (with the position of pristine graphite at 1582 cm\(^{-1}\)). In the presence of disorder, the breakdown of the wave-vector selection rules occurs, and an additional band, the D band, appears in visible spectra. The D peak is caused by the breathing motion of carbon rings, but an exact and complete theory of the nature of this band does not yet exist (ref. 15). The G peak does not disperse with excitation energy in the cases of bulk graphite, nanocrystalline graphite, and glassy carbon. The upward shift occurs only for amorphous networks (ref. 15). The D mode is quite sensitive to the excitation energy, and its intensity decreases when it moves from the visible to the ultraviolet region. The D band disappears at 5.1 eV excitation energy for nanocrystalline graphite but not for amorphous carbons (ref. 15).

Only a few Raman studies have been carried out for OLC. It was shown that a carbon onion possesses a distinctive band in addition to the D and G peaks (ref. 16). The position of this band depends on the quantity of shells. For a particle with seven shells, the band lies at 1572 nm (laser excitation wavelength 457.9 nm). The shift from the characteristic G mode has been explained by the curvature of the graphitic shells (ref. 16). Our spectra
excited by 514.5 nm laser did not show this peculiarity, and they are similar to those presented for OLC (ref. 17). We suppose that the splitting of the graphite mode or the shift in the visible Raman spectra can be observed only for well-formed, perfect OLC, but it has been suggested that spherical carbon onions are constructed of imperfect nanodomains with a number of defects, such as dangling bonds (ref. 17). In this case, the spectrum shape and position of the G band in particular seem to be dominated not by closed carbon shells but by some carbon clusters constructed from curved graphitic planes and forming nearly spherical onion-like particles. The data of Obraztsova et al (ref. 16) confirmed that the synthesis of a nearly ideal carbon onion structure from detonation nanodiamond is possible; it is only a question of the experimental conditions. As seen in the TEM pictures (Fig. 2 (b)), the OLC formed by the EMAPS process has a number of defects, which explains the presence in the 514.5 nm spectrum of only the G band near 1590 cm⁻¹. However, the UV Raman spectrum extracts some features of the OLC structure. Line shape analysis performed by fitting of the UV Raman spectrum of OLC with two Gaussians showed that the G peak is a superposition of two bands: 1571 cm⁻¹ and 1592 cm⁻¹. The G band undergoes a high-frequency shift compared with the 514.5 nm spectrum (1590 cm⁻¹), and the shoulder in the G mode, responsible for the OLC, becomes evident. From the comparison between the spectra excited by visible and UV irradiation, particularly (1) the G band shift and splitting and (2) the disappearance of the D band in the UV spectrum, we suppose that the carbon coating consists of organized sp² clusters which form defective graphitic curved structures, including closed shells of OLC (refs. 15 and 16).

Figure 4 shows the friction data of carbon deposits obtained by single- and double EMAPS depositions compared with the friction of bare surface of mirror polished 10 mm x 10 mm square SUS304 substrates. It is demonstrated that the carbon deposit shows apparent lubricating ability whose durability can be improved by increasing the thickness of deposit. Friction measurements in vacuum are now in progress to examine the contribution of OLC particles in the lubricating ability of the deposits.

CONCLUSION

From TEM and Raman studies, it is found that the carbon deposit obtained by EMAPS deposition consists of organized sp² clusters which form defective graphitic curved structures, including closed shells of OLC. The deposit shows apparent lubricating ability whose durability can be improved by increasing the thickness of deposit. Although further effort is necessary to improve the degree of perfection of the OLC structure, the deposition process described here demonstrates a new one-step method to obtain OLC based coatings. This results shows the possibility of using plasma spraying, including EMAPS, to fabricate not only OLC dominant coatings but also the coating of nanodiamond- and OLC-dispersed composite materials, which are promising materials from the standpoint of low friction and high wear resistance in non-oil lubrication (ref. 18).
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THE JOINING OF DIAMOND TO SiC BY ENERGIZATION PULSE SINTERING METHOD

Jun Tanabe
Nippon Institute of Technology
Miyashiro-machi, Minamisaitama-gun, Saitama Pref., 345-8501 JAPAN

Abstract

The application of the energization pulse sintering (EPS) method is comparatively made in low temperature degree and a method of effective diffusion joining between solids in a diamond and the joining of various base materials by a short time. In this study, as materials which were easy to diffuse into diamond and which obtain a bonded SiC was joined with diamond. The junction planes of diamond/SiC confirmed diffusion couple adhesion with all joining conditions by scanning electron microscopy (SEM) and an energy dispersion system (EDS) result after the EPS method. These results showed that grain boundary diffusion and volume diffusion progressed with the volume transport mechanism.

Keywords: diamond, silicon, graphite, the energization pulse sintering, diffusion bonding, ceramic, non-ferrous metallurgy.

INTRODUCTION

Diamond has the highest strength, tensile strength and compression strength among materials, and it has excellent in physics and chemical property and electrical properties; therefore, there need for cutting tools and gears to which diamond must be applied by joining it to an other circuit substrate material. Possibilities for such joining are brazing method (the liquid phase process) and the CVD and PVD (the vapor phase process). The necessary bond strength is not obtained the brazing method in term of the thermal stress during the cooling. In the meantime, there is a restriction for both the CVD method and the PVD method for film thickness. Therefore, the application of the energization pulse sintering (EPS) method (Figure 1) is comparatively made in low temperature degree and a method of effective diffusion joining between solids in a diamond and the joining of various base materials by a short time.

Figure 1 Schematic diagram of the EPS method

In this study, as materials which were easy to diffuse into diamond and which obtain a bonded interface, SiC, were selected. Then, each listed material was joined with diamond and the diffusion mechanism and bond strength were examined.
**Experimental**

**A joining experiment**

The diamond grains were produced by a high-temperature and high-pressure method, and had a particle size of about 150 µm. Figure 2 shows the diamond grains.

![Figure 2 SEM observation of the diamond substrate made by high temperature and pressure method.](image)

A carbon sheet was wound around the inner surface of the graphite die (outer diameter: 30.0 mm, bore: 15.4 mm) in order to prevent the reaction, powder (SiC) were placed in the die to 2g, and then 0.2g of diamond grains were placed in the die. The carbon sheet was inserted between the punch and the sample. Figure 2 shows schematic diagram of the die.

![Figure 2 Schematic diagram of the die.](image)

The graphite die with the powder sample was placed in an spark plasma sintering (SPS) furnace, and the furnace chamber was exhausted to a vacuum (6 Pa); then under held for the as welding force of 34 MPa, it rapidly changed for temperature conditions of 773K, 973K and 1173K, and maintainers times of 1.2ks, 2.4ks and 3.6ks in the EPS method.

**Evaluation method**

To evaluate the sample after the processing, the bonded interface was observed by scanning electron microscopy (SEM) and an energy dispersion system (EDS). As a method of evaluating the bond strength of the sample, compression testing was used.

**Result and Discussion**

Fig. 3 shows by SEM and an EDS result of the junction planes of diamond/SiC after the EPS method.
The junction planes of diamond/SiC confirmed diffusion couple adhesion with all joining conditions by SEM and an EDS result after the EPS method. These results showed that grain boundary diffusion and volume diffusion progressed with the volume transport mechanism.

I made a true stress - true distortion diagram from a result of compression examination as an evaluation method of joining strength of a sample provided by EPS method. Fig.11 shows a true stress - true distortion diagram of a SiC/ diamond.

Fig.11 shows a truth stress - truth distortion diagram of a SiC/ diamond.

The stress in which it was not a plug from the result of compression test committed the bond strength of the sample. And, the bond strength of the sample was deduced from the part in which the curve caused elastic deformation. Though the diffusion is the rate-limiting, and the bond strength seems to increase by extending retention time, and from Fig4, the difference between the strength by the change in the retention time is not almost observed. It can be said that the EPS processing is efficient for this fact and that the joining can quickly do it in the short time of 1.2ks (20 minutes). From the result of this study, compression strength was a condition of the 1173Ks temperature, and it was 10.0MPa. As a result, it can be said that to some extent, adhesion was achieved under all conditions.

CONCLUSION

In this study, joining experiment of SiC/diamond by the EPS method was carried out, and following fact was proven:

(1) On the joining by the EPS method, grain boundary diffusion and volume diffusion progressed with the volume transport mechanism.

(2) On the bond strength, they are the welding force and short time, and the joining can possibly call it effective measures from any fact.
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Modeling the deposition of carbon and nitrogen atom/ions on wurtzite AlN (001) surface

R Q Zhang, Dongju Zhang
Center of Super-Diamond and Advanced Films (COSDAF) and Department of Physics and Materials Sciences, City University of Hong Kong, Hong Kong, China
aprqz@cityu.edu.hk

Abstract

The bonding behaviors of carbon and nitrogen atom/ions to wurtzite AlN (001) surface have been investigated theoretically using ab initio HF method and the semiempirical AM1 molecular orbital theory. The reactivities of ions were found to be higher on the surface than their neutral atoms based on the frontier molecular orbital theory. The information of the potential energy surfaces calculated for carbon and nitrogen atoms on the AlN substrate suggested that the more ordered and stable Al-N bond can be achieved compared to the Al-C bond. The surface nitride of AlN substrate would improve the quality of the interfacial bonds and hence increase the adhesion between the diamond films and the substrate. Further, the use of the anion beams with an appropriate intensity in ion beam assisted deposition is expected to be more effective for the forming of good ordered interfacial bond than the ionic beam.
Room temperature growth of homogeneous ultrathin Co films

on 6H-SiC (0001)-$\sqrt{3} \times \sqrt{3}$R30° surface

Wei Chen*, Hai Xu*, A.T.S. Wee* and Kian Ping LOH* *

*Department of Chemistry, National University of Singapore, 3 Science Drive 3, Singapore.

**Department of Physics, National University of Singapore, 3 Science Drive 3, Singapore.

Abstract

The effect of a periodic template on the nucleation of cobalt clusters was studied by considering the nucleation phenomena of Co atoms on 6H-SiC (0001)-$6\sqrt{3} \times 6\sqrt{3}$R30° surface. The motivation of our study was to see whether the highly "porous" reconstruction allows the Co clusters to form regular-sized, periodic nano-islands. The nucleation process was studied by a combination of UHV-STM, RHEED, LEED and XPS. The 6H-SiC (0001)-$6\sqrt{3} \times 6\sqrt{3}$R30° reconstructed surface, which contains homogenous honeycombs (2~3nm in diameter), can confine the Co atoms in the honeycomb and prevent its nucleation into larger clusters during the initial film formation stage at room temperature. The honeycomb layer also acts as a barrier against cobalt silicide formation. XPS results showed that no cobalt silicide was formed even after the sample was annealed to 1100°C. We propose that this can be a novel method to prepare ferromagnetic nano-metal arrays.

*corresponding author: Dr Kian Ping LOH, email: chmlohp@nus.edu.sg, FAX: +65 6779 1691
Phone (office): 65-6874-4778
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These are the Proceedings of the Seventh Applied Diamond Conference/Third Frontier Carbon Technology Joint Conference held at Epochal Tsukuba International Conference Center from August 18 to 21, 2003. The diamond CVD process was first reported by Dr. Spitsyn in 1981 and Prof. S. Iijima reported his discovery of carbon nanotubes in 1991. In the past years, both diamond-related materials and novel carbon materials have attracted considerable interest by the scientific, technological, and industrial community. Many practical and commercial products of diamond materials are reported in these proceedings. A broad variety of applications of carbon nanotubes and novel carbons have also been explored and demonstrated. Having more than 175 invited and contributing papers by authors from over 18 countries for presentations at ADC/FCT 2003 clearly demonstrates that these materials, due to the combination of their superior properties, are both scientifically amazing and economically significant.