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PURPOSE
This grant supported research on gas (air) wave bearings for turbomachinery applications. A team of researchers from the University of Toledo performed the research. The team consists of Dr. Theo Keith (Distinguished University Professor), Dr. Florin Dimofte (Senior Research Associate) and Sorin Cioc (PhD Research Assistant).

INTRODUCTION
The wave bearing has been pioneered and developed by Dr. Dimofte over the past several years. This bearing will be the main focus of this research. It is believed that the wave bearing offers a number of advantages over the foil bearing, which is the bearing that NASA is currently pursuing for turbomachinery applications.

The wave bearing is basically a journal bearing whose film thickness varies around the circumference approximately sinusoidally, with usually 3 or 4 waves. Being a rigid geometry bearing, it provides precise control of shaft centerlines. The wave profile also provides good load capacity and makes the bearing very stable. Manufacturing techniques have been devised that should allow the production of wave bearings almost as cheaply as conventional full-circular bearings.

RESEARCH ACCOMPLISHMENTS
The research performed on this grant is described in the following 4 papers:


A copy of each of the first three papers is included below. Because the last paper is under review for publication in the STLE Tribology Transactions it is not included in this report.
MEASURED GAS WAVE JOURNAL BEARING LOAD CAPACITY UNDER STEADY LOADS.

Florin Dimofte, The University of Toledo, currently working at NASA Glenn Research Center, Cleveland, Ohio,
David P. Fleming, NASA Glenn Research Center, Cleveland, Ohio,
Theo G. Keith, Jr., The University of Toledo.

ABSTRACT

A 35 mm diameter by 28 mm long wave air bearing was tested at speeds up to 30,000 rpm. The tests were performed on a gas bearing rig at NASA Glenn Research Center in Cleveland, Ohio. A maximum load of 196 N was supported by the bearing at maximum speed for more than 90 minutes. The bearing was stable both dynamically and thermally. Good agreement was found with numerical prediction.

INTRODUCTION

A circular (plain) journal bearing has better load capacity than all other hydrodynamic journal bearings if the comparison criteria is the minimum film thickness. However, the plain journal bearing is easily de-stabilized, especially if the bearing is unloaded. This has been proven both theoretically and experimentally [1, 2, 3]. To improve stability, the plain journal bearing's geometry must be modified.

Numerous concepts including lobed, grooved, stepped, and tilting-pad bearings were developed. These concepts, however, have substantially lower load capacity. The wave bearing, a new concept developed at NASA Glenn Research Center, offers good stability with a load capacity that is close to that of a plain journal bearing [4]. The wave journal bearing features a wave profile circumscribed on the inner bearing diameter. The wave bearing can have 2, 3 or more waves, and the wave amplitude can vary. However a three wave bearing was found to better satisfy both steady-state and dynamic running conditions than other wave bearing geometries [5, 6]. A three-wave bearing concept is shown in fig. la. A plain journal bearing is shown in fig. lb for comparison. The wave amplitude and bearing clearance are exaggerated so that the wave profile can be seen.

Predictive analysis was developed to quantify the performance of wave journal bearings and contrast it to plain journal bearings [4]. The predictions revealed a significant difference in the pressure distribution between the three-wave and the plain journal bearing. The altered pressure distribution provides a higher load capacity for the wave bearing when compared to the plain circular bearing operating at the same eccentricity [4]. In addition, the wave journal bearing offers better stability. The analysis was performed assuming that the bearings were operating in air, a compressible lubricant. This analysis was validated by the measurements performed on a bench test rig that was assembled at NASA Glenn Research Center [7]. The work presented herein was performed to establish the practical maximum load capacity of a wave bearing that could also be compared to other types of air bearings.

DESCRIPTION OF TEST RIG

An air bearing test rig (fig. 2) was built to test journal bearings with 30-50 mm diameters and 25-60 mm lengths. A commercial air spindle (fig. 2, pos. 4) with a removable add-on shaft is used to drive the test bearing. It is mounted vertically to eliminate gravitational effects. The spindle can operate at rotational speeds to 30,000 rpm with a shaft run-out of less than 40 micro-inches (1 micron). A cross section of the bearing assembly is presented in fig. 3. The mechanical run-out of the add-on shaft (fig. 3, pos 4) was measured with a contact electronic dial indicator, accurate to 0.1 µm. The run-out of the add-on shaft is less than 0.2 µm at the top (farthest from the spindle) and less than 0.1 µm at the bottom (closest to the spindle).

The test bearing set up can be seen in fig. 4. The test bearing housing (fig. 3, pos. 1 or fig. 4, pos. 1) is supported between two air thrust plates (fig. 4, pos.2 and 3). The thrust plates allow the test bearing to move freely in the radial direction. The bottom thrust plate (fig. 4, pos. 2) was designed with 3 thrust pads to allow bearing alignment to the shaft. Each pad has a separate air supply system including a valve (regulator) and pressure gauge. The top thrust plate (fig. 4, pos.3) contains a single 360 degree pad. It is supported by three threaded rods (fig. 4, pos. 4) which allow easy adjustment to the axial clearance of both (bottom and top) thrust
plates.

The bearing rotor (fig. 3, pos. 5) is mounted on the top of the add-on shaft. The bearing sleeve is assembled inside the bearing sleeve assembly (fig. 3, pos. 2). The bearing sleeve assembly is fixed inside the housing (fig. 3, pos. 1). Rubber O-rings are used between the bearing sleeve assembly and the housing to provide additional self-alignment capability when load is applied. The test bearing was operated in ambient air.

A radial load can be applied to the test bearing via a pneumatic load cylinder (fig. 2, pos. 2). A micro-switch (fig. 4, pos. 5) is used to sense excessive torque on the bearing housing; it will shut off the spindle if triggered. A burst shield surrounds the experimental bearing for added safety.

The test rig includes instrumentation to measure shaft speed, radial load, rotor-sleeve position, and bearing temperature. Shaft speed is measured by a capacitive probe located within the spindle. A miniature precision load cell (fig. 2, pos. 3 or fig. 4, pos. 6) measures the radial load applied by the pneumatic load cylinder. Two light beam displacement sensors (fig. 4, pos. 7) allow measurement of rotor-sleeve position. The bearing housing temperature is monitored with K-type thermocouples (fig. 4, pos. 8).

**TEST RESULTS**

The tested bearing has a 35 mm diameter and is 28 mm long. The radial clearance was 18 μm and the ratio of the wave amplitude to radial clearance is 0.143. Since the goal of this work was to establish a maximum practical load capacity of the wave journal bearing, the bearing was tested under relatively large loads. Consequently, large eccentricity to radial clearance ratios (greater than 0.7) resulted. Speeds of 5000, 10,000, 20,000, and 30,000 rpm were used. Eccentricity, shaft speed, and load were recorded at each load step by using a digital camera. A typical photograph containing this information can be seen in fig. 5. This figure also shows the maximum load applied to the bearing in this test, 44 lb (196 N), at a maximum shaft speed of 29,418 rpm where the bearing operated with 15.8 μm eccentricity. The bearing temperature was also monitored. At maximum speed the bearing temperature stabilized at 33°C in a few minutes and was then virtually constant throughout the tests, which ranged up to 90 minutes.

The results of this test are plotted in fig. 6 in terms of specific load (average bearing pressure) versus eccentricity ratio. Analytical predictions are also plotted. Figure 6 shows that the wave bearing ran at eccentricity ratios from 0.7 to 0.88. The bearing ran stably at all speeds, and bearing temperature stabilized in a short time at reasonable values for each run. The wave bearing can carry a specific load of 2 bars at 30,000 rpm.

**CONCLUDING REMARKS**

A 35 mm diameter by 28 mm long wave air bearing was tested at speeds up to 30,000 rpm in the hydrodynamic regime. The test was performed on the gas bearing rig at NASA Glenn Research Center in Cleveland, Ohio.

A maximum load of 196 N was carried by the bearing at maximum speed (30,000 rpm) for more than 90 minutes. This corresponds to a specific load of 2 bars. The bearing was stable both dynamically and thermally.

Good agreement was found with numerical prediction.
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Figure 1. Journal Bearings.
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Figure 2. Gas Wave Bearing Rig: 1 Test Bearing; 2 Pneumatic Load Cylinder; 3 Load Cell; 4 Air Spindle; 5 Light Beam Displacement Sensor Signal Conditioners.
Figure 3. Bearing Assembly Cross Section

Figure 4. Test Bearing: 1 Housing; 2 Bottom Thrust Plate; 3 Top Thrust Plate; 4 Threaded Rods; 5 Micro-switch; 6 Load Cell; 7 Displacement Sensors; 8 Thermocouple Line.
Figure 5. Records at Max Speed and Max Load: 1 Eccentricity (10μm/div); 2 Shaft Speed (rpm); 3 Load (lb)

Figure 6. Specific Loads vs. Eccentricity Ratios: Comparison of Measurement to Prediction.
Computation of Pressurized Gas Bearings Using the CE/SE Method

SORIN CIOC, FLORIN DIMOFTE and THEO G. KEITH, JR.
The University of Toledo
Department of Mechanical Engineering
Toledo, Ohio
and
DAVID P. FLEMING
NASA Glenn Research Center
Cleveland, Ohio

A numerical scheme that has been successfully used to solve a wide variety of compressible flow problems, including flows with large and small discontinuities, entitled the space-time conservation element and solution element (CE/SE) method, is extended to compute compressible viscous flows in pressurized thin fluid films. This method is applied to calculate the pressure distribution in a hybrid gas journal bearing. The formulation of the problem is presented, including the modeling of the feeding system. The numerical results obtained are compared with experimental data. Good agreement between the computed results and the test data were obtained, and thus, validate the CE/SE method to solve such problems.

NOMENCLATURE

- \( u \) = \( \frac{\rho}{\rho_0} \) dependent variable in the governing equation
- \( U \) = \( \omega R \) velocity in circumferential direction
- \( \dot{U} \) = \( \frac{d\psi}{2\pi R^2} \) non-dimensional circumferential velocity
- \( x \) = circumferential coordinate
- \( z \) = \( \frac{z}{2\pi R} \) non-dimensional circumferential coordinate
- \( z_0 \) = position of the maximum fluid film thickness, measured in the negative direction of axis \( z \)
- \( z_w \) = position of the wave peak (for wave bearings), measured in the negative direction of axis \( z \)
- \( z \) = axial coordinate
- \( \beta \) = \( z/(2\pi R) \) non-dimensional axial coordinate
- \( \gamma \) = Isentropic exponent
- \( \Delta \) = time step
- \( \epsilon \) = weight parameter characterizing one form of artificial dissipation, or \( e/C \) eccentricity ratio
- \( \epsilon_w \) = wave amplitude (for wave bearings)
- \( \mu \) = fluid viscosity
- \( \rho \) = fluid density
- \( \beta \) = \( \rho/\rho_0 \) non-dimensional fluid density
- \( \rho_0 \) = atmospheric (reference) density
- \( \omega \) = angular velocity of the journal bearing

SUBSCRIPTS AND SUPERSCRIPTS, OTHER THAN SHOWN ABOVE

- \( \theta \) = value of the variable at the point \( O \)
- \( i \) = supply pocket index
- \( \partial \), \( \partial_x \), \( \partial_z \), \( \partial_t \) = partial derivative with respect to \( x \), \( z \), and \( t \), respectively
- \( t \) = time step
ANALYSIS

The two-dimensional, transient, Reynolds equation, written for a Newtonian compressible fluid in laminar flow is,

\[ \frac{\partial p h}{\partial t} + \frac{\partial}{\partial x} \left( \frac{ph^2 u}{2} \right) + \frac{\partial}{\partial z} \left( \frac{ph^2 v}{2} \right) + \frac{\partial}{\partial x} \left( -\frac{ph^3}{12\mu} \frac{\partial p}{\partial x} \right) + \frac{\partial}{\partial z} \left( -\frac{ph^3}{12\mu} \frac{\partial p}{\partial z} \right) = 0 \]  

The flow is considered polytropic, i.e.,

\[ \frac{p}{\rho^n} = \text{const.} \]

where the polytropic exponent is \( n = 1 \) for isothermal flow, \( n = 1.405 \) for adiabatic flow, or can have other values for general polytropic flows.

A more suitable form of the Reynolds equation for numerical formulation is obtained using a new variable \( u \) that is the product of the non-dimensional film thickness and the pressure, i.e.,

\[ u = \tilde{h} \rho \]

In terms of \( u \), in non-dimensional variables, the Reynolds equation can be written as

\[ \frac{\partial u}{\partial t} + \frac{\partial f}{\partial x} + \frac{\partial g}{\partial z} = 0 \]

where the flux terms \( f \) and \( g \) are,

\[ f = \frac{u \tilde{U}}{2} - \frac{nu^n}{48\pi^2 \tilde{h}^{n-1}} (u_x \tilde{h}^2 - u \tilde{h}_x), \]

\[ g = -\frac{nu^n}{48\pi^2 \tilde{h}^{n-1}} (u_z \tilde{h} - u \tilde{h}_z). \]

All partial derivatives considered in Eqs. [4] and [5] are carried out relative to non-dimensional variables \( \tilde{x}, \tilde{z}, \tilde{z} \). In the following, in order to simplify the expressions, the non-dimensional notation (upper bar) will be dropped, and all variables will be implicitly considered in non-dimensional form.

Consider a triangular mesh that covers the \((x, z)\) spatial domain. One triangle \( BCD \) and its three neighboring elements are shown in Fig. 1. Point \( A \) is the centroid of the triangle \( BCD \), while points \( E, F \) and \( G \) are the centroids of the neighboring triangles \( BCH, CDI \) and \( BDJ \), respectively. The CE/SE method calculates the values of the dependent variables \( u, u_x, u_z \) for point \( A \) at the time step \( t = t^n + \frac{1}{2} \) using the corresponding values of the same variables for the points \( E, F \) and \( G \) at the time step \( t = t^n \). In order to calculate the three unknowns at the new time step, a system of three equations will be derived.

Consider the quadrilateral \( ABEC \). Simultaneously integrating Eq. [4] over the surface of this quadrilateral and in time, between time steps \( t^n \) and \( t^{n+1} \) (see Fig. 2), yields

\[ \int \int_{ABEC} \left[ \frac{\partial u}{\partial t} + \frac{\partial f}{\partial x} + \frac{\partial g}{\partial z} \right] dxdz = \int_{t^n}^{t^{n+1}} \int_{ABEC} \left[ \frac{\partial u}{\partial t} + \frac{\partial f}{\partial x} + \frac{\partial g}{\partial z} \right] dxdz = 0. \]

Performing the time integration for the first term and transforming the surface integration into a contour integration for the second term (using Green's theorem) produces
Fig. 2—Conservation volume in the \((x, z, t)\) space.

\[
\int f_{ABEC} (u^{n+\frac{1}{2}} - u^n) \, dv + \int f_{ACFD} F : \mathbf{n} \, \, ds \, dt = 0, \quad [7]
\]

where \(\mathbf{n}\) is the unit vector normal to the contour, oriented outwards and \(F = f\mathbf{i} + g\mathbf{k}\) is the vector in the \((x, z)\) plane characterized by the Cartesian unit vectors \((\mathbf{i}, \mathbf{k})\). Functions \(f\) and \(g\) are given by Eq. [5]. Equation [7] implies conservation of flux in the three-dimensional space \((x, z, t)\). Functions \(u, f, g\) are next written with linear approximations using first order Taylor expansions, i.e.,

\[
u = u_0 + (u_x)_0 (x - x_0) + (u_z)_0 (z - z_0) + (u_t)_0 (t - t_0), \quad [9]
\]

\[
f = f_0 + \left( \frac{\partial f}{\partial u_x} \right)_0 (u - u_0) + \left( \frac{\partial f}{\partial u_z} \right)_0 (u_z - u_z)_0 + \left( \frac{\partial f}{\partial u_t} \right)_0 (u_t)_0, \quad [10]
\]

\[
g = g_0 + \left( \frac{\partial g}{\partial u_x} \right)_0 (u - u_0) + \left( \frac{\partial g}{\partial u_z} \right)_0 (u_z - u_z)_0 + \left( \frac{\partial g}{\partial u_t} \right)_0 (u_t)_0, \quad [11]
\]

Substituting Eq. [9] into Eqs. [10] and [11] yields linear expressions for \(f\) and \(g\) as functions of \((x, z, t)\). In Eqs. [10] and [11], coefficients \(a_p, b_p, c_p, a_G, b_G, c_G\) are considered constant when integrating Eq. [7], and are known as functions of \(u_0, (u_x)_0, (u_z)_0\). In Eq. [9], the time derivative can be calculated as function of the space derivatives using Eq. [3], i.e.,

\[
u_t = -(f_x)_0 - (g_z)_0 \equiv -a_F (u_x)_0 - a_G (u_z)_0, \quad [12]
\]

Equations [8]-[12] are then substituted into Eq. [7]. Point \((x^*, z^*, t^{n+\frac{1}{2}})\) is used as the Taylor expansion point for the expressions of \(u^{n+\frac{1}{2}}\), \(f\) and \(g\) on the contour segments \(AB\) and \(CA\), while point \((x^*, z^*, t^n)\) is used as the Taylor expansion point for the expressions of \(u^n\), \(f\) and \(g\) on the contour segments \(BE\) and \(EC\). Thus, a first equation with three unknowns, the values \(u, u_x, u_z\) at the new half time step \((x^*, z^*, t^{n+\frac{1}{2}})\), is obtained. The coordinates of points \(A'\) and \(E'\) are selected in a suitable way, as will be shown later. The equation is linear and has the general form

\[
a_1 u_A^{n+\frac{1}{2}} + b_1 (u_x)_A^{n+\frac{1}{2}} + c_1 (u_z)_A^{n+\frac{1}{2}} +
\]

\[
d_1 u_E^n + e_1 (u_x)_E^n + f_1 (u_z)_E^n + g_1 = 0. \quad [13a]
\]

Two other similar equations are obtained using the same procedure for the conservation elements \(ACFD\) and \(ADGB\). These equations have the general form

\[
a_2 u_A^{n+\frac{1}{2}} + b_2 (u_x)_A^{n+\frac{1}{2}} + c_2 (u_z)_A^{n+\frac{1}{2}} +
\]

\[
d_2 u_F^n + e_2 (u_x)_F^n + f_2 (u_z)_F^n + g_2 = 0. \quad [13b]
\]

\[
a_3 u_A^{n+\frac{1}{2}} + b_3 (u_x)_A^{n+\frac{1}{2}} + c_3 (u_z)_A^{n+\frac{1}{2}} +
\]

\[
d_3 u_G^n + e_3 (u_x)_G^n + f_3 (u_z)_G^n + g_3 = 0. \quad [13c]
\]

The linearized system formed by Eqs. [13a], [13b], and [13c] can be solved using an iterative method; note that the coefficients \(a_1, b_1, c_1, i = 1,2,3\) are functions of the unknowns \(u_x^{n+\frac{1}{2}}, (u_x)_A^{n+\frac{1}{2}}, (u_x)_E^{n+\frac{1}{2}}\). An alternate approach is to choose the Taylor series expansion point \(A'\) as the center of the hexagon \(BECFDG\). The other three Taylor series expansion points \(E', F', G'\) can be chosen arbitrarily; however, in order to maintain consistency, they are selected as the centers of the corresponding hexagons formed around the neighboring triangular elements.

Adding Eqs. [13a], [13b], and [13c] yields a new equation that represents the flux conservation over the hexagon and over one half time step. When point \(A'\) is the centroid of the hexagon \(BECFDG\), this equation has a simpler form given by

\[
a_{sum} u_A^{n+\frac{1}{2}} + d_1 u_E^n + e_1 (u_x)_E^n + f_1 (u_z)_E^n +
\]

\[
d_2 u_F^n + e_2 (u_x)_F^n + f_2 (u_z)_F^n +
\]

\[
d_3 u_G^n + e_3 (u_x)_G^n + f_3 (u_z)_G^n + g_{sum} = 0, \quad [14]
\]

where \(a_{sum}\) is given by

\[
a_{sum} = A_{ABEC} + A_{ACFD} + A_{ADGB} = A_{BECFDG} \quad [15]
\]

Equation [14] has only one unknown, \(u_A^{n+\frac{1}{2}}\), and can easily be solved explicitly. It is also important to note that all the coefficients in Eq. [14] depend only on the geometry (coordinates of the points) and the values of the dependent variables at the previous half time step so that an iterative method is not needed. After calculating the value \(u_A^{n+\frac{1}{2}}\), the values of the other two dependent variables \((u_x)_A^{n+\frac{1}{2}}\) and \((u_z)_A^{n+\frac{1}{2}}\) can be calculated using any two of the Eqs. [13a], [13b], and [13c]. This is also called the \(a\) scheme.
\[ Q = \frac{\pi a^2 \sqrt{\frac{\rho_i}{\rho_a} \rho_a}}{\sqrt{1 + \left(\frac{\rho_i}{\rho_a}\right)^2}} \dot{Q} \]  

where the non-dimensional mass flow \( \dot{Q} \) is a fraction \( C_D \) of the ideal mass flow,

\[ Q = C_D \left\{ \begin{array}{ll}
\sqrt{\frac{\rho_i}{\rho_a} \rho_a} & \text{for } \frac{\rho_i}{\rho_a} \leq \left(\frac{2}{\gamma+1}\right)^{\frac{\gamma}{\gamma-1}} \\
\sqrt{\frac{\rho_i}{\rho_a} \rho_a} \left(1 - \left(\frac{2}{\gamma+1}\right)^{\frac{\gamma}{\gamma-1}}\right) & \text{for } \frac{2}{\gamma+1} < \frac{\rho_i}{\rho_a} \leq 1
\end{array} \right. \]  

When no restricting orifice is present, i.e., an inherent restrictor, Eq. [16] becomes

\[ Q = \pi d h \sqrt{\rho_i \rho_a} \dot{Q} \]  

The feeding system is introduced into the bearing computation through the boundary conditions. Thus, on each feeding pocket contour, the mass flow rates calculated from the bearing equations and from the feeding system, respectively, must be equal

\[ (Q_i)_{\text{bearing}} = (Q_i)_{\text{feeding}}, \quad i = 1, 2, ..., n_s. \]  

Equation [19] represents a nonlinear set of \( n_s \) equations, where the pressures in the bearing at the feeding holes are the unknowns \( p_i, i = 1, 2, ..., n_s \). This system is solved iteratively using Newton’s method.

**RESULTS AND DISCUSSION**

A computer code has been developed based on the described method, using the \( \alpha-\varepsilon-\alpha-\beta \) scheme with \( \varepsilon = 0.5 \). This code has been tested for some simple cases where experimental data were available, considering isothermal flow (\( n = 1 \)).

The first case considered was the circular gas bearing without any feeding system. The results are shown in Fig. 4, where the same bearing with the aspect ratio \( L/(2R) = 2.0 \) is examined for two bearing numbers \( A = (6p - R)/\pi C_a \) and for two eccentricities. There are no significant differences between the experimental and calculated pressure distributions, at least in the middle plane where the experimental results are available. The relative differences between the experimental and calculated non-dimensional loads \( \eta = \text{Load}/(p_0^2 2LR) \) are 3.5% and 4.0%; both represent improvements over the theoretical results shown by (6).

The second case considered is the wave journal bearing (7) without any feed system. The fluid film thickness in an aligned wave bearing is given as,

\[ h = 1 + \varepsilon \cos 2\pi (x + x_0) + \varepsilon \cos [2\pi n_w (x + x_w)] \]  

In the last term on the right hand side of Eq. [19], \( \varepsilon_w \) is the wave amplitude, \( n_w \) is the number of waves and \( x_w \) is the wave origin relative to the origin of the \( x \) axis. For the present case, the bearing diameter and bearing length are 50 mm, the radial clearance is 0.02 mm, \( n_w = 3 \), \( \varepsilon_w = 0.3 \), and the relative minimum film thickness is \( h_{\text{min}} = 0.3 \) for all cases. The bearing number is 3.566.

The results are compared with a finite difference based code built by (7). Different bearing positions \( (x_w) \) have been tested and the results (calculated load magnitude and position) are presented.
The results show very good agreement between the two methods.

The third case considered is a pressurized gas bearing without rotation and with zero eccentricity. Details of the bearing geometry and working conditions are presented in Table 2. Figures 5(a) and 5(b) show the calculated and experimental pressure distributions for two values of the radial clearance, corresponding to the subsonic flow regime (obtained when \( C = 12.7 \) \( \mu \)m), and the choked flow regime (obtained when \( C = 31.75 \) \( \mu \)m) in the feed system, in two longitudinal planes situated at the jet position (Fig. 5(a)) and at half distance between jets (Fig. 5(b)); pressure peaks are visible at the jet positions; also nearly constant pressure is obtained between the supply planes. The predicted pressure peaks at the position of the jet are higher than the experimental values (this difference is more visible for the subsonic inlet flow, however it is present in both cases). This is due to the difficulty of measuring the local pressure at the feeding orifice position. The value for the correction factor \( C_D \) is 0.8 for the subsonic inlet flow, and 0.85 for the choked flow.

Finally, the code was applied to different configurations, where experimental or computed data were not available.

Figure 6 shows the pressure distribution (sections at the jet and at the mid-jet positions) obtained for five supply planes for the same bearing as in the previous case \( C = 12.7 \) \( \mu \)m. The supply planes are equally distanced with respect to each other and with the bearing ends. It is seen that, although the external pressure is the same for all supply holes, the pressure that develops in the pockets (inside the bearing) is not the same for all supply planes.

The pressure distribution between two consecutive feeding planes has an almost linear form. Furthermore, at the central supply

---

**Table 1—Comparison between Calculated Data with CE/SE Method and with Finite Difference Method**

<table>
<thead>
<tr>
<th>Eccentricity (deg)</th>
<th>Load CE/SE (N)</th>
<th>Load FD (N)</th>
<th>Load Angle CE/SE (deg)</th>
<th>Load Angle FD (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.502</td>
<td>40</td>
<td>177</td>
<td>177</td>
<td>40.49</td>
</tr>
<tr>
<td>0.460</td>
<td>32</td>
<td>170</td>
<td>170</td>
<td>39.09</td>
</tr>
<tr>
<td>0.433</td>
<td>24</td>
<td>166</td>
<td>165</td>
<td>36.37</td>
</tr>
<tr>
<td>0.416</td>
<td>16</td>
<td>163</td>
<td>162</td>
<td>32.94</td>
</tr>
<tr>
<td>0.404</td>
<td>8</td>
<td>158</td>
<td>158</td>
<td>29.30</td>
</tr>
<tr>
<td>0.400</td>
<td>0</td>
<td>154</td>
<td>154</td>
<td>25.61</td>
</tr>
<tr>
<td>0.404</td>
<td>-8</td>
<td>151</td>
<td>151</td>
<td>22.08</td>
</tr>
<tr>
<td>0.416</td>
<td>-16</td>
<td>149</td>
<td>148</td>
<td>18.95</td>
</tr>
</tbody>
</table>

**Table 2—Pressurized Gas Bearing Geometry and Working Conditions**

<table>
<thead>
<tr>
<th>Bearing length (mm)</th>
<th>117.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bearing diameter (mm)</td>
<td>60.4</td>
</tr>
<tr>
<td>Supply planes</td>
<td>2</td>
</tr>
<tr>
<td>Supply plane position (mm)</td>
<td>12.7</td>
</tr>
<tr>
<td>Holes/supply plane</td>
<td>14</td>
</tr>
<tr>
<td>Orifice diameter (mm)</td>
<td>0.16</td>
</tr>
<tr>
<td>Pocket diameter (mm)</td>
<td>0.9</td>
</tr>
<tr>
<td>Supply pressure (Pa)</td>
<td>5.514x10^5</td>
</tr>
<tr>
<td>Injection angle (deg)</td>
<td>90</td>
</tr>
</tbody>
</table>

---

Fig. 5(a)—Comparison between the calculated and experimental pressure distributions at jet position.

Fig. 5(b)—Comparison between the calculated and experimental pressure distributions at mid-jet position.
plane, the peak pressures are not as visible as the peak pressures at the other supply planes; this suggests that the central supply plane does not have an important contribution for the general pressure distribution inside the bearing.

Figure 7 shows the pressure distribution in half bearing for the same bearing geometry as in the previous two cases, but in a running condition (40,000 RPM, $\omega = 25.76$), with a relative eccentricity $e = 0.5$. The value $C_D = 0.8$ was used. The pressure distribution is very complex. It can be seen that for many feeding holes the flow is inverted, i.e., is directed from the bearing towards the feeding system, because the pressure inside the bearing is higher than the supply pressure.

CONCLUSIONS

The CE/SE computational method has been extended for the first time to calculate compressible viscous flow in pressurized thin fluid films with restrictors in series. Formulation of the method was presented along with the numerical results obtained for both non-pressurized and pressurized bearings. The results were compared with existing experimental and computed data. The results demonstrate the ability of the method to accurately predict the pressure distributions in such flows.

While most numerical methods handle space and time differenting terms in the governing equations separately, this relatively new scheme treats them in a unified way. This results in very good accuracy even though the unknowns are considered locally linear and even when a relatively coarse grid is used. Also, the entire structure of the method, as well as the developed code, are relatively simple. Unlike most numerical schemes, no special treatment is necessary for discontinuities, providing that the governing equations are written in strong conservative form. However, the method is limited to time dependent equations. Steady state results, such as those discussed in this work, can be obtained only after the stabilization of the unsteady solution starting from initial conditions.

Future work will focus on predicting dynamic characteristics of pressurized gas bearings. Improving the feeding system with restrictors in series modeling will also be considered, as well as improving the computation time. Cases including discontinuities will also be considered.
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The space-time conservation element and solution element (CE/SE) method, successfully used to solve a wide variety of compressible flow problems, is extended for the first time to predict the effects of gaseous cavitation in moderately to heavily loaded wave bearings, including misaligned cases. Erod's formulation is used for a two-dimensional, finite length bearing, and the intricacies of the CE/SE scheme applied to solve this problem are presented. The numerical results obtained are compared with other numerical solutions to demonstrate the ability of the method to solve such problems.
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INTRODUCTION
The space-time conservation element and solution element (CE/SE) method was proposed for the first time by Chang and To (1). Over the past several years it has been utilized in a number of fluid flow applications that involve shock waves, contact discontinuities, acoustic waves, vortices and chemical reactions. Being capable of simultaneously capturing small and large discontinuities (such as sound waves and shock waves) without introducing numerical oscillations in the solution (2)-(4) this new method is an excellent candidate to be applied to the flow in cavitated wave bearings.

Historically, the most common practice to account for the effects of cavitation in fluid film bearings was through the application of the Gumbel (or half-Sommerfeld) boundary conditions. This was accomplished by setting negative pressures to zero (rel-

NOMENCLATURE

\[ a = \text{coefficient in the flux term } f \text{ (see Eq. [4]), m/s} \]
\[ b = \text{coefficient in the flux terms } f \text{ and } g \text{ (see Eq. [4]), m}^2/\text{s} \]
\[ c = \text{coefficient in the flux term } g \text{ (see Eq. [4]), m/s} \]
\[ C = \text{radial clearance, m} \]
\[ d_m = \text{degree of misalignment, non-dimensional} \]
\[ f = \text{Flux term in } x \text{ direction (see Eq. [3]), m}^2/\text{s} \]
\[ F = f + g \text{ vector flux term} \]
\[ g = \text{flux term in } z \text{ direction (see Eq. [3]), m}^2/\text{s} \]
\[ g_r = \text{switch function (see Eq. [5]), non-dimensional} \]
\[ h = \text{film thickness, m} \]
\[ n, N = \text{unit vectors in circumferential and in axial directions, respectively} \]
\[ L = \text{bearing length, m} \]
\[ n = \text{unit vector normal on the contour line, oriented outwards} \]
\[ p = \text{fluid pressure, Pa} \]
\[ R = \text{bearing radius, m} \]
\[ s = \text{linear (contour) coordinate, m} \]

\[ t = \text{time, s} \]
\[ u = \text{ } /\theta, \text{ m} \]
\[ U = \text{velocity in circumferential direction (} \omega R \text{), m/s} \]
\[ x = \text{circumferential coordinate, m} \]
\[ z = \text{axial coordinate, m} \]
\[ \alpha = \text{angle between the centerline and the direction of the misalignment at the bearing center} \]
\[ \beta = \text{bulk modulus, Pa} \]
\[ \Delta t = \text{time step, s} \]
\[ \mu = \text{fluid viscosity, Pa s} \]
\[ \sigma = \rho_0/\rho_1 \text{, non-dimensional density in full film; fractional film content in cavitated region} \]
\[ \omega = \text{angular velocity of the journal bearing, s}^{-1} \]

SUBSCRIPTS AND SUPERSCRIPTS
\[ ( )_0 = \text{value of the variable in the point } O \]
\[ ( )_c = \text{value at the cavitation border} \]
\[ ( )_i, ( )_z, \]
\[ ( )_t = \text{partial derivative with respect to } x, z, \text{ and } t, \text{ respectively} \]
active to the cavitation pressure). Although the load carrying predictions by this approach were reasonably accurate, the results violated the mass conservation principle. Consequently, several other procedures have been proposed. Jakobsson and Floberg (5) and later Olsson (6) introduced a self-consistent, mass conservative, set of boundary conditions for cavitation to be applied to Reynolds equation. This procedure is valid for moderately to heavily loaded bearings and is generally called JFO theory. This methodology is commonly incorporated into modern computational algorithms for bearings, and is also implicitly included in the present method.

Previous computational methods used for this problem are known to have certain difficulties. Elrod's algorithm (7) was the first that correctly applied JFO theory, however the algorithm necessitated, as the author pointed out, "considerable experimentation" to develop. Moreover, it has only first order accuracy in the cavitated region, while in the full film region the algorithm is accurate to second order; an oscillation in the cavitation front is often found to occur. The method proposed in (8) is based on concepts used in transonic flow (9). This method uses a number of features from the Elrod algorithm, but does not "rely on experimentation" to develop the solver. It should be noted that the Vijayaraghavan and Keith method has the same accuracy as the Elrod's algorithm in cavitated regions and in the full film region. In addition, like Elrod's method, the solver loses accuracy at the cavitation boundaries.

In this context, a method such as the CE/SE scheme, which is conceptually simple and has the capacity to accurately predict the fluid film flow including the boundaries of the cavitated region(s), without numerical oscillations or smearing, represents an improvement over these earlier methods. This is especially important since, as shown in (10) for the one-dimensional case, the theoretical formulation can lead to flow discontinuities at the reformation front. The CE/SE method applied to the Reynolds equation has some noticeable advantages: it is second order accurate over the entire domain, it computes in a unified way the pressure induced flow for all the regions and, because it solves a set of integral equations derived directly from the physical conservation laws, the scheme is able to capture naturally the flow discontinuities (cavitation boundaries). Thus, the CE/SE method can potentially provide better results for the cavitation and reformation front positions, as well as for the distributions of the state variables in their vicinity. This paper presents the general development of the CE/SE method applied to two-dimensional cavitated flows in journal bearings, showing the strengths and some of the limitations of this emerging modern computational scheme. The paper also presents some results obtained using this numerical scheme to illustrate its characteristics.

ANALYSIS

The theoretical model, based on Reynolds equation in Elrod's formulation, is the two-dimensional extension of the formulation presented in (10). In strong conservation form, required for a weak solution (with discontinuities), the governing equation is,

$$\frac{\partial u}{\partial t} + \frac{\partial f}{\partial x} + \frac{\partial g}{\partial z} = 0$$  \hspace{1cm} [1]

The main unknown \( u \) is the product of the film thickness, \( h \), and the non-dimensional density, \( \theta \),

$$u = h\theta$$  \hspace{1cm} [2]

Note that the non-dimensional density \( \theta \) has also the meaning of fractional film content in the cavitated region. The flux terms are given by the following expressions,

$$f = au - b\frac{\partial u}{\partial x}$$
$$g = cu - b\frac{\partial u}{\partial z}$$  \hspace{1cm} [3]

where coefficients \( a \), \( b \), and \( c \) are

$$a = \frac{U}{2} + g_c \frac{\partial h}{\partial x}$$
$$b = \frac{g_c}{12\mu} \frac{\partial h^2}{\partial x}$$
$$c = \frac{g_c}{12\mu} \frac{\partial h}{\partial x}$$  \hspace{1cm} [4]

The value of the switch function \( g_c \) is determined by the value of \( \theta \),

$$g_c = \begin{cases} 
1 & \text{full film region, } \theta \geq 1 \\
0 & \text{cavitated region, } \theta < 1
\end{cases}$$  \hspace{1cm} [5]

The governing equation is spatially elliptic in the full film region and hyperbolic in the cavitated region.

In order to numerically solve the problem using the CE/SE method, the main unknown \( u \) and the flux terms \( f \) and \( g \) are written in linear form using a Taylor series. Considering a generic point of expansion \( O \), they are written as

$$u \approx u_0 + (u_x)_0 (x - x_0) + (u_z)_0 (z - z_0) + (u_t)_0 (t - t_0)$$  \hspace{1cm} [6]
$$f \approx f_0 + (f_x)_0 (x - x_0) + (f_z)_0 (z - z_0) + (f_t)_0 (t - t_0)$$
$$g \approx g_0 + (g_x)_0 (x - x_0) + (g_z)_0 (z - z_0) + (g_t)_0 (t - t_0)$$  \hspace{1cm} [7]

Because the time derivative \( u_t \) can be written from the governing equation in terms of space derivatives, Eq. [6] can also be expressed as

$$u \approx u_0 + (u_x)_0 (x - x_0) + (u_z)_0 (z - z_0) - (f_x + g_z)_0 (t - t_0)$$  \hspace{1cm} [8]

Solution of the governing equation, Eq. [1], is performed on a triangular mesh in the \((x, z)\) plane. One triangle \( BCD \) and its three neighbor elements are shown in Fig. 1. Point \( A \) is the centroid of the triangle \( BCD \), while points \( E \), \( F \) and \( G \) are the centroids of the neighboring triangles \( BCH \), \( CDI \) and \( BDJ \). The CE/SE method calculates the values of the variable \( u \), for a "representative point" \( A' \) of the triangle \( BCD \), at the new time step \( t = t' \) using the corresponding values of the same variables for the points \( E' \), \( F' \) and \( G' \) at the old time step \( t = t \). The location of the "representative
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Fig. 1—Triangular mesh element and its neighbors.

points $A'$, $E'$, $F'$, and $G'$ will be explained later. In order to calculate the unknown at the new time step, one equation will be derived. This equation can be obtained considering the hexagon $BECD$. Simultaneously integrating the governing equation, Eq. [1], over the surface of this hexagon and in time, between time steps $t^n$ and $t^{n+1}$, yields

$$\int_{BE} \int_{CFD} f^{n+1} \, d\sigma + \int_{CFD} f^{n+1} \, d\sigma = 0 \quad \text{[9]}$$

Equation [9] implies flux conservation in the three-dimensional space $(x, z, t)$, which represents the central feature of the method, also justifying its name. Performing the time integration for the first term and transforming the surface integration into a contour integration for the second term (using Green's theorem) yields,

$$\int_{BE} \int_{CFD} (u^{n+1} - u^n) \, d\sigma + \int_{CFD} f^{n+1} \cdot \tilde{n} \, ds \, dt = 0 \quad \text{[10]}$$

where $\tilde{n}$ is the outward directed unit vector, normal to the contour, and

$$\tilde{F} = \tilde{f} \cdot \tilde{n} + g \tilde{k} \quad \text{[11]}$$

is a vector in the $(x, z)$ plane characterized by the Cartesian unit vectors ($\tilde{x}, \tilde{z}$).

Because functions $u$, $f$, and $g$ are substituted with linear approximations, given by Eqs. [7] and [8], the time integral in Eq. [10] can be written as the value of the integrand at the mid-interval multiplied with the length of the time step, i.e.,

$$\int_{BE} \int_{CFD} (u^{n+1} - u^n) \, d\sigma + \Delta t \int_{CFD} \tilde{F} \cdot \tilde{n} \, ds = 0 \quad \text{[12]}$$

The next important feature of the method consists in selecting the "representative point" for each triangular element as the centroid of the hexagon constructed around that triangular element. In this case, point $A'$ is the centroid of hexagon $BECD$, while points $E'$, $F'$, and $G'$ are the centroids of the hexagons corresponding to the neighbor elements.

The integrals that appear in Eq. [12] are calculated using the linear approximations, given by Eqs. [7], and [8]. The points of expansion are as follows:

- Point $A'$ for the first term in Eq. [12], which is approximated as,

$$\int_{BE} \int_{CFD} f^{n+1} \, d\sigma \approx u^{n+1} A_{BECD} \quad \text{[13]}$$

- Point $E'$ for all the integrals that include the quadrilateral $ABEC$, and similarly, point $F'$ for the quadrilateral $ACFD$, and point $G'$ for the quadrilateral $ADGB$. The surface integral $\int_{BE} \int_{CFD} u^n \, d\sigma$ is written as the sum of the surface integrals over the three mentioned quadrilaterals, each of them with its own expansion point, thus,

$$\int_{BE} \int_{CFD} u^n \, d\sigma = \int_{AB} \int_{EC} u^n \, d\sigma + \int_{AC} \int_{FD} u^n \, d\sigma + \int_{AD} \int_{GB} u^n \, d\sigma \quad \text{[14]}$$

For example, the first integral in the right hand side of Eq. [14] is written as,

$$\int_{AB} \int_{EC} u^n \, d\sigma \approx \int_{AB} \int_{EC} [u^n + (u_x)_{E}'(x - x_E) + (u_z)_{E}'(z - z_E)] \, d\sigma \quad \text{[15]}$$

Since all the terms are evaluated at the old time step $t^n$, the right hand side can be determined numerically. Similarly, the contour integral $\int_{BE} \int_{CFD} \tilde{F} \cdot \tilde{n} \, ds$ is written as the sum of six segment integrals,

$$\int_{BE} \int_{CFD} \tilde{F} \cdot \tilde{n} \, ds = \int_{BE} \int_{CFD} \tilde{F} \cdot \tilde{n} \, ds + \int_{EC} \int_{FD} \tilde{F} \cdot \tilde{n} \, ds \quad \text{[16]}$$

The right hand side of Eq. [16] was written in segregated form to indicate that each group of terms uses one expansion point. For example, point $E'$ is used as expansion point for the integrals over the segments $BE$ and $EC$, etc. All the line integrals are calculated using the values at the old time step, which are readily available. For example,

$$\left( \int_{BE} \tilde{F} \cdot \tilde{n} \, ds \right)^{n+1/2}$$

$$\int_{BE} \tilde{F} \cdot \tilde{n} \, ds = \int_{BE} \tilde{F}_x \, ds + \int_{BE} \tilde{F}_z \, ds \quad \text{[17]}$$

At the end of this process, one explicit equation is obtained. It contains only one unknown, viz., the value of $u^{n+1}$ at the new time step.

After calculating the field of the unknown $u$ at the new time step, the space derivatives $u_x$ and $u_z$ must also be calculated. This
can be calculated. At the next time step, neighboring elements. Figure 2 shows a portion of simple uniform
calculated using exclusively the values at the old time step for the
of each hexagonal element and in time (conservation volume).

An important feature is that, even though the space derivatives
are not calculated from the conservation condition (the integrated
form of Reynolds equation), this is still satisfied over the surface
of each hexagonal element and in time (conservation volume).
The flux terms derivatives \( f_x, f_y, g_x, g_y \) can be calculated following an identical procedure. Another approach, which was also
used, considers, starting from Eq. (3), and neglecting higher order
terms, so that

\[
(f_x)_n = \alpha_0(u_x)_0, \quad (f_y)_n = \alpha_0(u_y)_0 = -\alpha_2(u_x)_0 - \alpha_0(u_y)_0 \\
(g_x)_n = \alpha_0(u_x)_0, \quad (g_y)_n = \alpha_0(u_y)_0 = -\alpha_0(u_x)_0 - \alpha_2(u_y)_0 \quad [18]
\]

These approximations have the advantage of simplifying the calculations, without significantly reducing the accuracy of the method.

An interesting feature of the method consists in the fact that the
value of the unknown at the new time step for any element is cal-
culated using exclusively the values at the old time step for the
neighboring elements. Figure 2 shows a portion of simple uniform
triangular mesh. Assuming that the values of \( u \) at the time step \( n \)
are known for all elements marked with black dots, at the time
\( n+1 \), the values of \( u \) for all elements marked with hollow circles
can be calculated. At the next time step, \( n+2 \), the values for the
black dot elements can be calculated. It is thus evident that the
method actually uses two staggered grids, and at each time step it
switches from one grid to the other. In practice, both grids can be
used at every time step. This procedure doubles the volume of cal-
culations, but it has the advantages of producing better resolution
of the results, as well as permitting the extension of the applica-
bility of the method for general unstructured grids. Another
advantage is related to the calculation of the space derivatives, as
shown in (12).

As with most explicit methods applied to hyperbolic partial
differential equations, the stability of the method is subject to the
CFL condition (13), which states that the ratio between the time
step and the space step must be small enough (more exact, the
maximum Courant number, which is the product of this ratio and
the local velocity, must be smaller than 1). Also, when the time
step (Courant number) decreases, the accuracy of the method
decreases, because the dissipation increases. For the present prob-
lem, the Courant number is multi-dimensional and variable in the
field. In addition, the governing equation is second order, necessi-
tating the calculation of an equivalent Courant number. Because
of these features, a different approach is used. In this methodolo-
gy, the time step is determined using a heuristic procedure, so that
it simultaneously satisfies the following conditions: (i) when the
time step is increased, by a factor of two for instance, the scheme
becomes unstable, and (ii) when the time step is decreased, by a
factor of two for example, the results do not change significantly
(the change is due only to a small increase of the dissipation —
smeaming of the solution). This approach is directly derived from
the general characteristics of explicit numerical methods, and it
was found to be very effective. An example of a detailed approach
for the convergence and error bound analysis of this method
applied at a more simple equation can be found in (16). The use of
a variable time step did not bring any significant benefit.

RESULTS AND DISCUSSION

In order to determine the performance of the method, numeri-
cal solutions in several geometries were performed. The results
were compared with the results obtained using other numerical
methods. Only the asymptotic steady state solution, obtained by
integration until the state parameters stabilize, was consid-
ered. The grids used consisted of 90-180 intervals in the circum-
ferential direction (a courser grid can be used for simple geomet-
ries), 10-20 intervals in the axial direction for a half bearing, 20-
40 intervals for a full bearing (misaligned cases). The grids used
are uniform in both directions, and the results show no significant
change for the grid intervals specified. The non-dimensional time
step \( \bar{t} = \alpha t \) has the order of \( 10^3 \), 30,000-120,000 time steps were
usually needed to obtain the steady solution (residual of variable
\( u \) smaller than \( 10^{-4} \)). The computational time required to
obtain the steady-state solution starting from an initial uniform
pressure distribution ranged from 5 to 25 minutes on a 1 GHz PC.

Circular Journal Bearing

A standard journal bearing with one inlet groove was first con-
sidered. The geometry and the fluid characteristics are presented
in Table 1.

Figures 3 and 4 show a comparison between the non-dimen-
sional gage pressure, \( \bar{p} = \frac{p}{\mu u} (\frac{L}{2})^2 \), and the fractional fluid film
content, \( \delta \), distributions obtained with the CE/SE method and with
the type difference method (9), (14). Two transverse sections
through the bearing at \( z = 0 \) and \( z = L/4 \) are presented for each
method. The bearing \( z \) coordinate ranges between the values \(-L/2\)
and \(-L/2\), so that \( z = 0 \) is the symmetry plane. The differences
between the two methods are seen to be relatively small; the max-
imum pressure predicted using type differencing is less than 2% lower
than the maximum pressure calculated with the present
method, while the total load is 6.9% lower. The difference
between the attitude angles calculated with the two methods is 0.9°.

Figure 4 shows that for the cavitated region, $\theta < 1$, the type differencing method produces a sharper discontinuity in the fractional film content compared to the CE/SE method. However, in the type differencing code, the discontinuity in the fractional film content distribution is forced to occur using different numerical formulations for the two different regions – full film, and cavitation, respectively. The computational domain is accordingly split into two parts, connected through boundary conditions. On the other hand, the computational domain used by CE/SE code is continuous (periodic boundary conditions are used at one circumferential position), so that the fractional film content discontinuity appears in the field. Also, no special treatment is used for any of the two regions. This approach was possible only because the CE/SE method is able to cope with large discontinuities without introducing any significant amount of numerical smearing and/or oscillations. The code developed using the CE/SE method is thus more general and potentially more robust. The visible presence of numerical dissipation is due to the small time step, which is necessary to obtain the CFL stability condition in the full film regions. This dissipation affects only the value of $\theta$ in the cavitated region in the vicinity of a discontinuity, which is unimportant relative to the pressure distribution, since $p = p_\infty = const.$ in these regions.

Wave Journal Bearing

The geometry of a wave bearing is more complex compared with the geometry of a standard journal bearing, Dimofte (15). An example of the non-dimensional film thickness $h = h/C$ distribution for a three-wave bearing as a function of the circumferential coordinate is shown in Fig. 7(b), as discussed later. The physical conditions are presented in Table 2.

Figure 5 shows the non-dimensional gage pressure $\tilde{p} = \frac{r_1}{\mu_0} \left( \frac{C}{R} \right)^2$ distribution obtained using the present method compared with the pressure calculated by Dimofte, using a finite difference (FD) method to solve the steady form of Reynolds equation with Gumbel (or half-Sommerfeld) boundary conditions. The results show similar variations, however the peak pressures differ. The total load predicted by the present method is 2039 N, 13.7% higher than the load predicted using FD, which indicates a lower numerical dissipation for the CE/SE method. The difference
between the predicted load directions using the two codes is less than 1.6°. These results have been obtained using a bulk modulus value \( \beta = 1.2105 \times 10^8 \) Pa. The pressure distribution using a smaller value, \( \beta = 1.029 \times 10^7 \) Pa, is presented in Fig. 6. In this case, even though both peak pressures predicted by the present method and FD are almost the same, the total load compared with the previous case does not change significantly. The load directions however have a larger difference (5.5°). In brief, the film compressibility effects reduce the pressure peaks in the bearing and also produce a change in the pressure distribution phase. Another effect, this time related to the numerical scheme, resides in the fact that when the value of the bulk modulus increases, the diffusion velocity increases. This leads to a smaller maximum time step for the scheme to be stable. The method more readily "handles" compressible fluids. Note that, although the bulk modulus value for the oil used by Dimofte is not known, the first case (\( \beta = 1.2105 \times 10^8 \) Pa) probably is a more realistic value. Also, the code based on the present method uses a film thickness distribution calculated by Dimofte considering the elastic deformation of the bushing; this can also be a source of errors.

### Misaligned Wave Journal Bearing

The misalignment of journal bearings can be defined using two parameters: the angle \( \alpha \) between the centerline and the direction of the misalignment at the bearing center and the degree of misalignment \( d_m \), that represents the proportion of the actual misalignment to the maximum possible. The maximum misalignment is restricted by the condition that at the bearing ends (in the axial direction) the film thickness reaches the value of zero. The physical conditions of the bearing are presented in Table 3. Because of the misalignment, the fluid film thickness is a function of both the circumferential and axial coordinates, so that for each value of the circumferential coordinate there is a domain of thickness variation, represented in dark color in Fig. 7(a). Both the aligned and misaligned bearing have the same film thickness distribution at the center plane (which is also the symmetry plane for the aligned case).

Three sections through the pressure distribution, at the midplane \( z = 0 \), and at mid-distance between this plane and the bearing ends, \( z = \pm L/4 \), are presented in Fig. 8(a). The maximum calculated pressure is 38.8 MPa (not seen in the figure). The same bearing with identical physical conditions but without misalignment has different values for the pressure distribution, as seen in Fig. 8(b) for the same sections (the pressure distribution is symmetric relative to the central plane \( z = 0 \). The maximum calculated pressure in this case is 23.2 MPa, at the symmetry plane. The cavitation and the full film regions for the misaligned and the aligned 3-wave bearing are presented respectively in Figs. 9(a), 9(b). The load is found to be 10,523 N for the aligned bearing and 22,115 N for the misaligned bearing, which shows that the misalignment may have a positive impact on bearing performance. This effect is due to the fact that, with misalignment, a region with smaller film thickness is present, compared with the same aligned bearing. This determines the development of higher pressures. At the same time, the region that has a larger film thickness develops cavitation, so that the pressure does not decrease the same amount as it increases in the smaller films thickness region.

### CONCLUSIONS

The CE/SE method was applied for the first time to investigate two-dimensional flow in cavitated wave bearings. The theoretical formulation of the solution method was presented along with numerical results. The results were compared with the results obtained using other numerical algorithms. Using Elrod's formulation, discontinuities can appear at the reformation fronts, and the
results presented show that the CE/SE method is able to capture these discontinuities without any special treatment, and thus it is potentially more accurate than "standard" methods. It is also important to recognize that the CE/SE method is conceptually simple and entirely explicit, which makes it also computationally efficient. However, the computational time is higher than for the steady solvers, which can give the results in seconds on modern personal computers, but it is comparable with other transient solvers (this statement is based on the comparison with the time difference code, which also uses the Erod's formulation). The conclusion is that the method is a strong candidate to solve applications that require more precise results, such as accurate, robust computation of the cavitation boundaries, as well as to solve transient problems.
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Fig. 9(a)—Cavitation map in a misaligned 3-wave bearing (full film region shown in dark color).

Fig. 9(b)—Cavitation map in an aligned 3-wave bearing (full film region shown in dark color).


