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Abstract 
A 5~cond international AIAA Drag Predictioii \Voikshop 
(DPW-II) was organized and held in Orlando Florida on 
June 21-22. 2003. The primary purpose was to inves
tigate the code-to-code uncertainty. address the sensi
tivity of the drag prediction to grid size and quantify 
the uncertainty in predicting nacelle/pylon drag incre
ments at a transonic cruise condition. This paper presents 
an in-depth analysis of the DPW-II computational re
sults from three state-of-the-art unstructured grid Navier
Stokes flow solvers exercised on similar families of tetra
hedral grids. The flow solvers are USM3D - a tetrahe
dral cell-centered upwind solver. FUN3D - a tetrahedral 
node-centered upwind solver. and NSU3D - a general 
element node-centered central-differenced solver. 

For the wing/body. the total drag predicted for a 
constant-lift transonic cruise condition showed a de
crease in code-to-code variation with grid refinement 
as expected. For the same flight condition. the 
wing/body/nacelle/pylon total drag and the nacelle/pylon 
drag increment predicted showed an increase in code
to-code variation with grid refinement. Although the 
range in total drag for the wing/body fine grids was 
only 5 counts. a code-to-code comparison of sur
face pressures and surface restricted streamlines indi
cated that the three solvers were not all converging 
to the same flow solutions- different shock locations 
and separation patterns were evident. Similarly, the 
wing/body/nacelle/pylon solutions did not appear to be 
converging to the same flow solutions. 

Overall, grid refinement did not consistently improve 
the correlation with experimental data for either the 
wing/body or the wing/body/nacelle pylon configuration. 
Although the absolute values of total drag predicted by 
two of the solvers for the medium and fine grids did not 
compare well with the experiment, the incremental drag 
predictions were within ±3 counts of the experimental 
data. The correlation with experimental incremental drag 
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was not significantly changed by specifying transition. 
Althfl!'gh tht' '()I)"'P' nf I'nnp-tn-"nnp v:.ri:Jtinn in forl'P 

and moment predictions for the three unstructured grid 
codes have not yet been identified. the current study re
inforces the necessity of applying multiple codes to the 
same application to assess uncertainty. 

Introduction 
A concerted international effort is underway through the 
AIAA Applied Aerodynamics Technical Committee to 
quantify the uncertainty associated with computing drag 
from computational fluid dynamics (CFD) methodology. 
The first attempt culminated with the 1st AIAA Drag 
Prediction Workshop (DPW-I) held at Anaheim. Califor
nia June 9- 10. 200 l.l-{) All 37 participants from several 
countries using a variety of Navier-Stokes flow solvers 
were equally surprised by the outcome- the final stan
dard deviation of computed drag on a simple wing-body 
transport configuration at a fairly benign transonic cruise 
condition using each participant's "best" flow solver was 
quantified in the range of ±21 drag counts." While some 
obvious shortcomings in the computational grids were 
identified. the participants eagerly sought a follow-on 
workshop to further address this large variation in pre
dicted drag. 

Two of the current authors along with several other 
workshop participants initiated an independent follow-on 
grid convergence study to evaluate the quantitative ef
fects of discretization error on the code-to-code variation 
of forces and moments for the DLR-F4 configuration.7 

Results for two structured grid codes and two unstruc
tured grid codes were compared for a constant angle
of-attack case near the DPW-I constant cruise lift. The 
structured grid refinement study was inconclusive be
cause of difficulties computing on the fine grid. The grid 
refinement study for the unstructured grid codes showed 
an increase in variation of forces and moments with grid 
refinement. However. all of the unstructured grid re
sults were not definitively in the range of asymptotic grid 
convergence. The study indicated that certain numerical 
schemes or other code-to-code differences may have a 
larger effect than previously thought on grid sizes con
sidered to be "medium" or "fine" by current standards. 

A second international AIAA D.rag Prediction Work
shop (DPW-II) was subsequently organized and held in 
Orlando Florida on June 21-22. 2003.8.9 The primary 
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purpose was to I) investigate the code-to-code uncer
tainty with more carefully generated grids. 2) address 
the sensitivity of the drag prediction to grid size. and 
J) quantify the uncertainty in predicting nacelle/pylon 
drag increments at a transonic cruise condition. A simi
lar winglbody (WB) transport was chosen that included 
a nacelle/pylon component (WBNP). A series of coarse. 
medium. and fine grids were constructed for both the 
WB and WBNP configurations using prescribed "best
practice" guidelines for both structured and unstructured 
solvers. A notable outcome of DPW-I1 was that the sta
tistical uncertainty of predicting transonic cruise drag 
signiticantly decreased over that of DPW-l. The esti
mated code-to-code population standard deviations of 
total drag for the nested solutions was ±7.3 counts for 
the WB. ± 11.4 counts for the WBNP and ±8 counts for 
the nacelle/pylon increment. 10 The grid resolution stud
ies were also useful. but still led to a consensus that many 
of the provided grids were not adequate. The truth of the 
phrase "grids are everything" was continually reinforced 
during DPW-II. 

The intent of this paper is to capitalize on the unique 
opportunity afforded by DPW-II to present more in-depth 
analysis of three distinctly different unstructured Navier
Stokes flow solvers exercised on a similar family of tetra
hedral grids. The flow solvers are USMJDII - a tetrahe
dral cell-centered upwind solver. FUNJDI2 - a tetrahe
dral node-centered upwind solver. and NSUJDJ:l - a gen
eral element node-centered central-differenced solver. A 
total of twelve tetrahedral grids were generated for each 
flow solver from the VGRIDns code using common sur
face input files for the WB and WBNP. Grid densities 
were altered by changing a global scaling factor. Six 
of the node-based grids were further decomposed into 
prism elements within the viscous layers for the NSUJD 
code. This paper will primarily examine the grid sensi
tivities and code-to-code comparisons for absolute and 
incremental drag on the DPW-II configuration between 
the three codes. 

Test Configuration and Data 
The DLR-F6 is derived from the DLR-F4 configuration 
which was the focus of the DPW_1.1 The DLR-F6 rep
resents a twin-engine wide-body aircraft and has also 
been the focus of several wind tunnel tests and com
putational studies. Multiple engine geometries and in
stallation locations were tested. 14 However. only one 
geometry and installation location are considered for this 
workshop (CFM56-long. position I). The design cruise 
Mach number for the DLR-F6 is ilL", = 0.75. and 
the lift coefficient is C L = 0 .. 500. The aspect ratio 
is 9.5 and the leading edge sweep is 27.10. The en
gines are represented by flow-through nacelles which are 
axis-symmetric in shape. The computational geometry 
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defined by the DPW-I1 committee is used as the surface 
definition for all computational grids. x The experimental 
data used for comparison in this paper were also provided 
by the DPW-IJ organizing committee. x 

Flow Solvers 
Three unstructured-grid Reynolds averaged Navier
Stokes (RANS) CFD codes are employed i~ this study: 
USMJD is a cell-centered code. and NSUJD and 
FUNJD are node-centered codes. 

Cell-Centered Code 

USMJD is a tetrahedral cell-centered. finite volume Eu
ler and Navier-Stokes solver ll within the NASA TetrUSS 
system. IS The inviscid flux quantities are computed 
across the cell faces using the Roe's flux-difference split
ting scheme with or without flux limiting. and the spatial 
discretization is accomplished by an analytical recon
struction process. The full viscous terms are solved with 
a central-difference stencil. Flow solutions are advanced 
in time to steady state using an implicit backward-Euler 
time-stepping scheme. In addition to standard bound
ary conditions. a number of special boundary condi
tions are available such as jet inflow/exhaust with swirl. 
propeller/rotors. blunt trailing edge treatment. and wall 
function. All USMJD computations presented in this 
paper are performed fully turbulent with no flux limiter 
using the wall-function and thick trailing-edge boundary 
conditions. 

A brief note is offered regarding the thick trailing-edge 
boundary condition. The VGRlDns grid generator does 
not presently support the generation of thin-layered tetra
hedral field cells for resolving the wake flow behind a 
wing trailing edge. Thus. it is difficult to enforce ad
equate grid resolution downstream of the trailing edge 
without resorting to excessive numbers of cells. A spe
cial boundary condition has been developed to mimic the 
relieving effect of a blunt-base wake on a coarse grid. 
which is useful for cases where the wing has a thick trail
ing edge. The approach is to introduce a solution-defined 
transpiration velocity on the blunt-base boundary faces 
to provide a smooth departure of the flow past the cor
ner. This boundary condition has been well tested over 
the past decade and is used extensively in USMJD with 
inviscid flows and wall function applications. 

Node-Centered Codes 

NSUJD and FUNJD are finite-volume methods in which 
the flow variables are stored at the vertexes of the mesh. 
NSU3D solves the equations on mixed element grids 
including tetrahedra. pyramids. prisms. and hexahedra 
while FUN3D is currently limited to tetrahedra only for 
turbulent flows. 

FUN3DI2.16.17 employs an implicit upwind algorithm 
in which the inviscid fluxes are obtained with a flux-
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difference-splitting scheme and the viscous terms are 
evaluated with a finite-volume formulation, which is 
equivalent to a Galerkin type of approximation for these 
terms. This formulation results in a discretization of 
the full Navier-Stokes terms without any thin-layer ap
proximations for the viscous terms. At interfaces de
limiting neighboring control volumes. the inviscid !luxes 
are computed using a Roe-Riemann solver based on the 
values on either side of the interface. For second-order 
accuracy. interface values are obtained by extrapolation 
of the control volume centroidal values. based on gradi
ents computed at the mesh vertexes using an unweighted 
least-squares technique. The solution at each time-step 
is updated with a backwards Euler time-di fferencing 
scheme. At each time step, the linear system of equa
tions is approximately solved with either a point implicit 
procedure or an implicit line relaxation scheme. I ~ Local 
time-step scaling is employed to accelerate c01l\ergence 
to steady-state. 

NSU3D l3 includes two options for the di~ereti/ation 
of the inviscid convective terms. The first option em
ploys a Roe-Riemann solver at control volume interrace~. 
with a least squares gradient reconstruction procedun: for 
second-order accuracy, similar to the FUN3!) di~eretila
tion. The second option employs centrally diflcrenced 
convective terms with added matrix-based artificial dis
sipation. Second-order accuracy is achieved by formulat
ing these dissipative terms as an undivided bi-harmonil: 
operator. which is constructed as two pas~e~ of a m:ar
est neighbor Laplacian operator. In the matrix form. this 
dissipation is similar to that produced by the Riemann 
solver gradient based reconstruction tel:hnique. and is 
obtained by replacing the difference in the renmstructcd 
states on each side of the control volume interfal:e hy the 
undivided differences along mesh edges reSUlting from 
the biharmonic operator construction. In both I:ases. 
these differences are then multiplied by the I:haral:tcr
istic matrix to obtain the final dissipative terms. The 
matrix dissipation formulation is used exclusively in this 
study. The thin-layer form of the Navier-Stokes equa
tions is employed in all cases, and the viscous terms are 
discretized to second-order accuracy by linite-diiTcrence 
approximation. The basic time-stepping sl:heme is a 
three-stage explicit multistage scheme. Convergence is 
accelerated by a local block-Jacobi preconditioner in re
gions of isotropic grid cells. In boundary layer regions. 
where the grid is highly stretched, a line preconditioner 
is employed.19 An agglomeration multigrid algorithm 
is used to further enhance convergence to steady-state. 
The Jacobi and line preconditioners are used to drive 
the agglomeration multi grid algorithm. which results in 
a rapidly converging solution technique. 
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Turbulence Model 

For the current study, the one-equation turbulence model 
of Spalart and Allmaras is used.2o USM3D. NSU3D and 
FUN3D employ the version of SA referred to as SA-Ia. 
This is the version of the model that is given in Spalart 
and Allmaras.2o and will be referred to simply as "SA" 
from now on. For FUN3D and NSU3D. transition is 
specilied by zeroing out the production terms in the tur
bulence model. 

Computational Grids 
Two sets of tetrahedral grids were generated for the cur
rent study: grids for the cell-centered solver with wall
functions and grids for the node-centered solvers with 
integration to the wall. Overall spatial resolution is de
termined by the number of cells (unknowns) for a cell
centered solver and by the number of nodes (unknowns) 
for a node-centered solver. Additionally, for the grid con
vergenl:e study with each solver type, two families of 
coarse. medium and fine grids were generated for the WB 
conliguration and the WBNP configuration. Although 
the DLR-F6 test configuration was a full span model, the 
computations were performed on half-models since the 
now conditions were symmetric. Figures I and 2 show 
the WB and WBNP surface mesh for the cell-centered 
and node-centered medium grids. 

All of the grids were generated with the VGRIDns 
advancing-layer and advancing-front grid generation 
software package.n .n The grids generated with 
VGRIDns were fully tetrahedral. However, VGRIDns 
uses an advancing layer technique to generate the bound
ary layer portion of the grid so that prisms can be recon
structed in the boundary layer for use with NSU3D. In 
the boundary layer. three tetrahedral cells are combined 
to make up one prism. The mixed-element grids have the 
same number of nodes (unknowns) and nodal spacing as 
the fully tetrahedral grids although the number of cells 
and the shape of the control volume differ in the bound
ary layers. To streamline the current discussion. only the 
fully tetrahedral node-centered grids will be discussed in 
detail. 

VGRIDns has two types of spacing requirements: 
the "inviscid" spacing distributions are used in the 
advancing-front region of the mesh, and the "viscous" 
spacing distributions are used in the advancing-layer re
gions of the mesh where high stretching is required. All 
WB grids share the same surface definitions and the same 
underlying inviscid spacing distributions. Similarly, all 
WBNP grids share the same surface definitions and the 
same underlying inviscid spacing distributions. The dif
ferent grids for each configuration were generated by 
a global coarsening/refinement of the inviscid spacing 
parameters (VGRIDns "sources") and a global coarsen
ing/refinement of the viscous wall spacing and stretching 
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Node-Centered Medium Grid 
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Fig. 1 Comparison of surface grids for the medium WB grids. 

factors. Also. note that the WB and WBNP grids share 
the same inviscid spacing parameters for the fuselage and 
wing. Additional "sources" were included in the WBNP 
grids to accommodate the nacelle and pylon. A compar
ison of the global grid sizes and spacings for each of the 
twelve grids is given in Tables I, 2. 3 and 4. 

The medium grids for each family is representative 
cell-centered and node-centered medium grids. of a "best 
engineering practices" for the given method with a tar
get wall normal spacing set so that the first point off the 
wall was located at y+ ~ 9 for the wall-function grids 
and y+ "'" 1 for the integration to the wall grids. The 
clustering of points normal to the surface was computed 
according to the VGRIDns stretching function' 

where 8,. is the nonnal spacing of the nth layer. 8\ is the 
spacing of the first layer. and the factors 1'[ and 7"2 are 

4 

constants that determine the rate of stretching. (Note if 
7"2 is zero the stretching is geometric.) The blunt trail
ing edges of the wing and nacelles were resolved in all 
grids. However, the grids are limited to an underlying 
Ootype topology that had no additional resolution of the 
trailing-edge wake region. The far-field boundary was 
106 reference-chord (Gre!) lengths away from the sur
face. 

For a given tetrahedral grid, a 'Cell-centered solver 
and a node-centered solver will have a different num
ber of unknowns. On the same isotropic grid, there 
are approximately six times the number of cells in a 
tetrahedral grid as the number of nodes. and the cell
centered control volume sizes will be approximately one
sixth the node-centered control volumes. The control
volume triangular faces for the cell-centered solvers will 
be approximately one-half of the node-centered dual
volume faces. In order to have comparative WB and 
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Fig. 2 Comparison of surface grids for the medium WBNP grids. 

WBNP grids for both cell-centered and node-centered 
solvers. the medium node-centered grids were generated 
by a global refinement of the inviscid spacing parame
ters of the "best-practices" cell-centered grids - the in
viscid spacing parameters of the medium cell-centered 
grid were all multiplied by 0.66. The viscous spacing 
parameters were modified for the node-centered grids 
to accommodate the different turbulence models (waIl
function vs. integration to the wall) and the different 
finite-volume formulation. A comparison of the number 
of no-slip triangles for the medium grids in Tables I and 
2 shows that the number of no-slip triangles in the cell
centered grids are half the number in the node-centered 
grids for the same configuration. Therefore, the cell
centered and node-centered grids have similar surface 
discretization. However, the total number of cells for the 
medium cell-centered grids is more than the total num
ber of nodes for the medium node-centered grids even 

5 

though the required viscous wall spacings and stretching 
rates are lower for the node-centered grids. This is due 
to the fact that the refinement was made to the inviscid 
spacing parameters or VGRIDns "sources" which act in 
a localized manner. Figures I and 2 shows the overall 
refinement of the medium grid WB and WBNP surface 
meshes. 

Cell-Centered Solver Grids 

The "best-practices" WB cell-centered grid was used for 
the medium grid solution in the current grid convergence 
study (see Tables I and 3). This grid contained a total 
of 3,901,658 cells with 49,919 no-slip boundary trian
gles. The maximum chord wise grid spacing at the wing 
leading edge was approximately 0.6% local chord, and 
the maximum chordwise grid spacing at the trailing edge 
was approximately 0.29% local chord. The blunt wing 
trailing edge was defined by two cells. Figure 3 shows a 
comparison of the chordwise spacing across the span of 
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Cell-Centered Grids II Node-Centered Grids 
Coarse Medium Fine II Coarse Medium Fine 

Global Spacing 1.5 1.00 0.67 I 0.66 0.44 
Refinement Factor 
Tetrahedral 1,409,689 3,901,658 11,347,301 6.558.758 17.635.283 53.653.279 
Cells 
Tetrahedral 246.020 675.946 1.954.524 1,121,301 3,010,307 9,133,352 
Nodes 
No-Slip 24.638 49.919 104.180 49,901 109,679 237.121 
Triangles 
Cells in 524.213 1.051,794 2.017,809 3,826.019 8,313,126 22.866.866 
Viscous Layer 
Nodes in 103.973 208.210 404,276 674.338 1.462,475 3.975,437 
Viscous Layer 

Table 1 Global grid sizes of WB grids. 

Cell-Centered Grids Node-Centered Grids 
Coarse Medium Fine Coarse Medium Fine 

Global Spacing 1.5 1.00 0.67 I 0.66 0.495 
Refinement Factor 
Tetrahedral 2,153,501 5,912,596 16,776,859 10,715,204 27,875.222 60,412,948 
Cells 
Tetrahedral 375,728 1.025.010 2.891.082 1,827,470 4,751,207 10,278,588 
Nodes 
No-Slip 43.447 89,678 179,918 89.738 192,785 331.303 
Triangles 
Cells in 909,464 1.877,753 3.494.1 03 6.871.628 14.614.147 29,535.244 
Viscous Layer 
Nodes in 178.793 367,619 690,072 1,203.608 1.557,848 5.128.216 
Viscous Layer 

Table 2 Global grid sizes of WBNP grids. 

the wing at the root. crank and tip. The discontinuities in 
the spacing across the chord is related to the location of 
surface "patch" edges or divisions which are used in the 
grid generation process. 22 Spanwise stretching was used 
along the leading and trailing edges of the wing to reduce 
the number of cells in areas of low spanwise gradients. 
The maximum spanwise aspect ratio was approximately 
20 for the leading-edge and trailing-edge cells. There 
was no spanwise stretching at the wing root and tip. The 
wall normal spacing was set so that the first point off 
the wall was located at y+ "" 9 (0.0057 mm model co
ordinates). The viscous stretching rates 7'1 and T2 were 
0.456 and 0.07, respectively. With these parameters, ap
proximately 18 layers were generated in the boundary 
layer region, where each layer corresponds to a highly 
stretched triplet of right angle tetrahedraY 

The "best-practices" WBNP cell-centered grid was 
used for the medium grid solution in the current grid con
vergence study (see Tables 2 and 4). This grid contained 
a total of 5.912,596 cells with 89,678 no-slip boundary 

6 

triangles. The same wing spacing parameters described 
in the previous paragraph were used in the WBNP grid. 
Also the same viscous wall spacing and stretching rates 
were used. (Compare Tables 3 and 4.) The maximum 
chordwise grid spacing at the nacelle leading edge was 
approximately 0.35% local chord, and the maximum 
chordwise grid spacing at the trailing edge was approx
imately 0.34% local chord. The blunt nacelle trailing 
edge was defined by one cell. Figure 4 shows a compar
ison of the chordwise spacing around the circumference 
of the nacelle at 60°. 180° and 300°. (Facing the front of 
the port nacelle. zero degrees is at the top of the nacelle, 
and the increasing angle is clock-wise.) As for the wing 
grid, the discontinuities in the spacing across the chord 
is related to the location of surface "patch" edges used 
in the grid generation process. Circumferential stretch
ing was used along the leading and trailing edges of the 
nacelle to reduce the number of cells in areas of low gra
dients. The maximum circumferential aspect ratio was 
approximately 8.5 for the leading-edge and trailing-edge 
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Cell-Centered Grids II Node-Centered Grids 
Coarse Medium Fine II Coarse Medium Fine 

Global Spacing 1.5 1.00 0.67 I 0.66 0.44 
Refinement Factor 
% Chordwise 0.90 0.60 0.35 0.70 0.45 0.25 
Spacing at wing L.E. 
% Chordwise 0.494 0.29 0.185 0.34 0.33 0.17 
Spacing at wing T.E. 
Wing T.E. Cells 2 2 2 2 4 6 
Aw r~lI!J+ n 9 n 0.9 0.7 0.'1 

Nominal Boundary 16 18 20 26 26 33 
Layer Cells 
Viscous Wall 0.0855 0.057 0.038 0.00144 0.001 0.000695 
Spacing 61 (mm) 
Viscous Stretching 0.456, 0.456, 0.456, 0.2, 0.2. 0.\3, 
T1,T2 0.07 0.07 0.07 0.Q2 0.02 0.02 
Outer Boundary 106Crc j I06Crrj 106Crc j 106Cre j I06Cre j 106Crcj 

Box 

Table 3 Grid spacings of WB grids. 

Cell-Centered Grids II Node-Centered Grids I 
Coarse Medium Fine II Coarse Medium Fine 

Global Spacing 1.5 1.00 0.67 1 0.66 0.495 
Refinement Factor 
% Chord wise Spacing 0.52 0.35 0.23 0.34 0.15 0.13 
at nacelle L.E. 
% Chordwise Spacing 0.40 0.34 0.15 0.35 0.23 0.17 
at nacelle T.E. 
Nacelle T.E. Cells 1 I I 1 2 3 
Ave. Cell y+ \3 9 6 0.9 0.6 0.5 
Nominal Boundary 16 18 20 24 24 28 
Layer Cells 
Viscous Wall 0.0855 0.057 0.038 0.00144 0.001 0.000794 
Spacing 61 (mm) 
Viscous Stretching 0.456. 0.456, 0.456, 0.2, 0.2, 0.15, 
T1, T2 0.07 0.07 0.07 0.02 0.02 0.Q2 

Outer Boundary l06Crej 106Cre j I06Crej I06Cre j 106Cre j I06Crej 
Box 

Table 4 Grid spacings of WBNP grids. 

cells. 

A family of WB and WBNP cell-centered grids was 
generated for the grid convergence study such that the 
total number of the cells in each mesh differ by a fac
tor of approximately three between the coarse, medium 
and fine grids. The coarse and fine grids were gener
ated by a global coarsening/refinement of the medium 
grid spacing parameters (VGRIDns sourcing terms) of 
1.5 and 0.67, respectively. The minimum wall spacing 
between the grids differs by a similar factor. Tables 1 
and 2 summarize the global grid sizes for the family of 
WB and WBNP cell-centered grids, and Tables 3 and 

7 

4 illustrate the effect of coarsening and refinement on 
the chord wise spacings and viscous spacings. Figure 5 
compares the chord wise spacing on the upper wing sur
face at the crank between the coarse, medium and fine 
grids. Figure 6 compares the chordwise spacing on the 
exterior nacelle surface at the inboard 60° station. Both 
figures show a consistent coarsening and refinement of 
the chord wise spacing on the wing and nacelle. The blunt 
trailing edge was not refined explicitly due to the use of 
the USM3D trailing-edge boundary treatment. Although 
the viscous wall spacings were coarsened/refined, the ge
ometric stretching rates were not modified. 

AM ERIC AN INSTITUTE OF AERONAUTIC'S AND ASTRONAUTIC'S PAPER 



I Cell-Centered WB Gridl 
5----.. 

I 
I 

4.5~-----l 

I 

AIAA-2004-0554 

I Node-Centered WB Gridl 

4.5~----I 
Wing Root 

- ._. -. - Wing Crank 
--- WingTip 

3.5 ~ ____ -t====-=;-j====-:::.J 

3~------------+------

°0~----~0~.25~~~~0~.5~~~~0~.7~5~~~~ 

xlc 

Fig.3 Comparison of chordwise spacing for the medium WB grids across the wing span. 
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Fig.4 Comparison of chordwise spacing for the medium WBNP grids around the nacelle. 

Node-Centered Solver Grids 

The "best-practices" WB node-centered grid was used 
for the medium grid solution in the current grid conver
gence study (see Tables I and 3). This grid contained a 
total of 3,0 I 0,307 nodes with 109,697 no-slip boundary 
triangles. The maximum chord wise grid spacing at the 
wing leading edge was approximately 0.45% local chord, 
and the maximum chordwise grid spacing at the trailing 
edge was approximately 0.33% local chord. The blunt 
wing trailing edge was defined by four cells. Figure 3 
shows a comparison of the chordwise spacing across the 
span of the wing at the root, crank and tip. The maximum 
chordwise spacing at the root and crank is approximately 
2.7% and approximately 1.7% at the tip. Overall. the 
the chordwise spacing for the node-centered grid is finer 
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than the cell-centered grid. Spanwise stretching was used 
along the leading and trailing edges of the wing to reduce 
the number of cells in areas of low spanwise gradients. 
The maximum spanwise aspect ratio was approximately 
20 for the leading-edge and trailing-edge cells. There 
was no spanwise stretching at the wing root and tip. The 
wall normal spacing was set so that the first point off the 
wall was located at y+ :::::< 1 (0.001 mm model scale). 
The viscous stretching rates Tl and T2 were 0.2 and 0.02, 
respectively. With these parameters, approximately 26 
layers were generated in the boundary layer region. 

The "best-practices" WBNP node-centered grid was 
used for the medium grid solution in the current grid 
convergence study (see Tables 2 and 4). This grid con
tained a total of 4,751,207 nodes with 192,785 no-slip 
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Fig. 6 Comparison of chordwisc spacing rur thc WBNP grids on the exterior inboard nacelle. 

boundary triangles. The same wing spacing paramr
ters described in the previous paragraph were lIsed in 
the WBNP grid. Also the same viscous wall spacing 
and stretching rates were used. (Compare Tables 3 and 
4.) The maximum chordwise grid spacing at the nacdk 
leading edge was approximately 0.15% local chord. and 
the maximum chordwise grid spacing at the trailing edgr 
was approximately 0.23% local chord. The blunt nacdlr 
trailing edge was defined by two cells. Figure 4 shows 
a comparison of the chordwise spacing around the cir
cumference of the nacelle at 600

, 1800 and 3000
• The 

maximum chordwise spacing is approximately 3.1 % at 
the top of the nacelle and approximately 5.0% at the bot
tom. Overall, as in the WB case, the chordwise spacing 
for the node-centered grid is finer than the cell-centered 
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grid. Circumferential stretching was used along the lead
ing and trailing edges of the nacelle to reduce the number 
of cells in areas of low gradients. The maximum cir
cumferential aspect ratio was approximately 8.5 for the 
leading-edge and trailing-edge cells. 

A family of WB node-centered grids was generated 
for the grid convergence study such that the total num
ber of the nodes in each mesh differ by a factor of ap
proximately three between the coarse, medium and fine 
grids. The WB coarse and fine grids were generated by a 
global coarsening/refinement of the medium grid spacing 
parameters (VGRIDns sourcing terms) of I and 0.44, re
spectively. The minimum wall spacing between the grids 
differs by a similar factor. A family of WBNP grids was 
designed for the grid convergence study such that the to-
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tal number of the nodes in each mesh differ by a factor 
of approximately three between the coarse and medium 
grids and approximately two between the medium and 
fine mesh. The WBNP coarse and fine grids were gen
erated by a global coarsening/refinement of the medium 
spacing parameters (VGRIDns sourcing terms) of I and 
0.495, respectively. The minimum wall spacing between 
the grids differs by a similar factor. The same refinement 
factor used to generate the WB fine grid could not be 
used to generate the WBNP fine grid due to limitations 
of the grid generation software. At the time of the study. 
VGRlDns could not generate a larger grid due to limita
tions in the restart capability. This limitation has since 
been removed. Tables I and 2 summarize the global grid 
sizes for the family of WB and WBNP node-centered 
grids. Tables 3 and 4 illustrate the effect of coarsening 
and refinement on the chordwise spacings and viscous 
spacings. Figure 5 compares the chordwise spacing on 
the upper wing surface at the crank between the coarse, 
medium and fine grids. Figure 6 compares the chordwise 
spacing on the exterior nacelle surface at the inboard 60° 
station. Both figures show a consistent coarsening and 
refinement of the chordwise spacing on the wing and na
celle. The wing and nacelle blunt trailing edges were 
refined explicitly (see Tables 3 and 4). The geometric 
growth in the boundary layer was modified for the fine 
grids so that the geometric extent of the advancing layers 
was approximately the same as for the medium grids (see 
Tables 3 and 4). 

Computational Results 
DPW-IJ had two required and two optional cases for the 
participants: Case I was a transonic cruise condition at 
a constant lift. Case 2 was a transonic drag polar at the 
same cruise Mach number, Case 3 was an optional com
parison of "tripped" and "fully turbulent" solutions for 
the constant lift condition, and Case 4 was an optional 
drag rise prediction at constant lift (see Table 5). All 
cases were run at the test Reynolds number based on 
geometric chord Rec and were assumed to be fully turbu
lent unless otherwise noted. For tripped cases. the wing 
boundary layer transition was specified on the lower sur
face at 25% of chord and on the upper surface at 5% of 
chord at the root, 15% at the crank, 15% at 1/ = 0.844, 
and 5% at the tip. (Note that for the NSU3D Case 3 re
sults. transition is not specified on the lower wing in close 
proximity to the pylon-wing junction, due to the presence 
of a shock wave in this region for certain flow conditions. 
The removal of this transition patch was verified to result 
in a difference ofless than one drag count.) The inner na
celle boundary layer transition was specified at 9.27% of 
chord (15 mm model scale) from the inlet. The outer na
celle boundary layer transition was specified at 7.41 % of 
chord (12 mm model scale) from the inlet. Results from 
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Case 1* M ~ 0.75. C L = 0.50n ± 0.001 
HEe = 3 X 1O!i. Fully Turbulent 
WB and WBNP Coarse, Medium 
and Fine Grids 

Case 2* l\1=0.75 
(\ = -3°. - 2° , -1 ° . 0°. 1 ° , 2° 
REe ~ 3 X lOG, Specitled Transition 
(or Fully Turbulent if necessary) 
WB and WBNP Medium Grids 

Case 3 l\1 = 0.75. C L = 0.500 ± 0.00 I 
Ree = 3 x 1O!i, Speci tied Transition 
WB and WBNP Medium Grids 

Case 4 CL = 0.500 ± 0.001 
M = 0.50,0.60, 0.70, 0.72. 0.74, 
0.75. 0.76. 0.77 
RCe = 3 X lOti, Specified Transition 
WB and WBNP Medium Grids 

* R~quir~d 
Table 5 Required and optional cases for the DPW-II. 

I Code 
I 

Diff. I Turb. 
Scheme Model 

USM3D FNS Roe SA+WF 
NSU3D TUD CD/MD SA 
FUN3D FNS Roe SA 

Table 6 Baseline code configurations. 

USM3D. NSU3D and FUN3D solutions for the required 
Cases 1 and 2 were submitted to the workshop and are 
included in the current paper. Results from NSU3D and 
FUN3D solutions for the optional Case 3 were also sub
mitted to the workshop and are included in the current 
paper. NSU3D results for the optional Case 4 were sub
mitted to the workshop but not included in the current 
paper. For clarity. the discussio.n of Case 3 results will 
follow Case I discussions. 

The USM3D results were computed on the cell
centered grids and, the FUN3D and USM3D results were 
computed on the node-centered grids. For each of the 
codes. a "best" or "standard" practices method for exe
cuting the calculations was chosen. The configuration of 
each code is compared in Table 6 and is referred to as the 
baseline code configuration. TL3D refers to a thin-layer 
approximation in all directions. and FNS refers to full 

. Navier-Stokes. CD refers to a central difference scheme 
with matrix dissipation (MD). 

All code solutions were iterated until the residual of 
the flow equations and turbulence model equation were 
reduced by several orders of magnitude. and the forces 
and moments were asymptotically converged to the accu-
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racy prescribed by the workshop. For total lift the accu
racy was 0.00 I. for total drag the accuracy was 0.0000 I. 
and for the pitching moment the accuracy was 0.0001. 
For several Case 2 solutions with significant flow separa
tion. the forces and moments did not converge asymp
totically. These are noted in the results section. For 
the medium grid. the USM3D Case I WB solution con
verged in 2500 iterations which took 5.6 GBytes of total 
memory and 5.9 hours on 48 Origin 3000 (400 MHz) 
processors. For the medium grid. the FUN3D Case I 
WB solution converged in 2600 iterations which took 
9 GBytes of total memory and 17 hours on 24 Pen
tium 4 (2.66 GHz) processors. For the medium grid. 
the NSU3D Case I WB solution converged in 500 multi
grid cycles which took 5.5 GBytes of total memory and 5 
hours on 16 Pentium (1.7 GHz) processors. NSU3D took 
significantly less CPU time to converge to the prescribed 
accuracy possibly due to the use of thin-layer approxi
mations and multi-grid acceleration. 

Case 1 - Constant Lift Condition 

WB Forces and Moments 

The AI = 0.i5. CL = 0.500 case was computed on 
the WB coarse. medium and fine grids for all codes in 
their baseline configuration. Figures 7. 8. 9. and 10 show 
the WB angle of attack. total drag. pressure drag. vis
cous drag and pitching moment versus N- 2/:l • where 
N is the number of cells for the cell-centered code and 
the number of nodes for the node-centered codes. (In 
the asymptotic range. one would expect a linear varia
tion in forces or moments with N- 2 j3 for a second order 
scheme.) Thus. results using finer grids appear to the left 
in the figures. and results using coarser grids appear to 
the right. The experimental values are included in Figs. 7 
- 10 for reference. Table 7 shows a summary of all WB 
Case I (and Case 3) calculations along with the experi
mental data for reference. 

Figs. 7 - 10 show that the angle of attack. forces 
and moments computed with FUN3D and NSU3D vary 
monotonically with grid refinement although the three 
data points do not fall on a straight line. For the USM3D 
results. the angle of attack and pitching moment do not 
vary monotonically with grid refinement although the 
drag forces do vary monotonically (see also Table 7). 
The dashed lines in Fig. 8 show a Richardson's extrap
olation of total drag based on the medium and fine grids 
which were computed assuming a second order conver
gence rate for each code. Based on this extrapolation. 
the infinite-grid total drag is 273. 278 and 274 counts for 
USM3D. FUN3D and NSU3D. respectively. For the to
tal drag force the observed order of convergence23 was 
2.8, 3.4 and 1.9 for USM3D, FUN3D and NSU3D, re
spectively. Using the observed convergence rate. the 
infinite-grid total drag is 274. 280 and 274 counts for for 
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Fig. 8 Comparison of WB total drag versus number of cells 
or vertexes to the -213 power at lIJ = 0.75, C L = 0.500. 

USM3D. FUN3D and NSU3D. respectively. 
While the code-to-code variation in total drag de

creases with grid refinement. the variation in angle of at
tack and pitching moment is increasing. Figures 7 and 10 
shows that the USM3D and FUN3D predicted angle of 
attack and pitching moment at constant lift is increasing 
with grid refinement which improves the correlation with 
experiment. The NSU3D angle of attack is becoming in
creasingly negative which degrades the correlation with 
the experiment. The total drag range decreased with grid 
refinement from 14 counts on the coarse grid to 9 counts 
on the medium grid to 5 counts on the fine grid. The 
range in infinite-grid total drag between the three codes 
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.. 
USM3D Coarse No 0.248 0.501 0.02978 0.01794 0.01184 -0.1289 
USM3D Medium No 0.241 ·0.500 0.02819 0.01624 0.01195 -0.1307 
USM3D Fine No 0.248 0.499 0.02768 0.01547 0.01221 -0.1308 

FUN3D Coarse No 0.102 0.500 0.03034 0.01812 0.01221 -0.1309 
FUN3D Medium No 0.201 0.500 0.02857 0.01646 0.01210 -0.1269 
FUN3D Fine No 0.263 0.500 O.oz812 0.01600 0.01212 -0.1254 
FUN3D Medium Yes 0.059 0.500 0.02747 0.01586 0.01161 -0.1331 

NSU3D Coarse No -0.044 0.500 0.03117 0.01804 0.01313 -0.1444 
NSU3D Medium No -0.059 0.500 0.02914 0.01608 0.01306 -0.1485 
NSU3D Fine No -0.128 0.499 0.02819 0.01524 0.01294 -0.1518 
NSU3D Medium Yes -0.172 0.500 0.02795 0.01555 0.01240 -0.1554 

Table 7 Summary ofWB l\f = 0.75, C L = 0.500 results. 
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Fig. 9 Comparison of WB pressure and viscous drag ver
sus number of cells or vertexes to the -2/3 power at l\f 
0.75, CL = 0.500. 

is also 5 counts. For the collective of workshop solutions, 
the range for the WB on the medium grids was 48 counts 
and the average moving range was 8 counts.IO The es
timated code-to-code popUlation standard deviations of 
total drag for the nested solutions was ±7.3 counts for 
the WB.1O (Note the estimated code-to-code WB pop
ulation standard deviation from the workshop did not 
show any consistent decrease with grid refinement. The 
stated value of standard deviation is an average for the 
coarse. medium and fine grids.) For USM3D, FUN3D 
and NSU3D, the grid refinement degrades the correla
tion with the experimental total drag. For FUN3D, the 
infinite-grid total drag is 15 counts below the experimen
tal value. For USM3D and NSU3D the infinite-grid total 
drag is 21 counts below the experimental value. This un-
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Fig. 10 Comparison of WB pitching moment versus num
ber of cells or vertexes to the -213 power at l\f = 0.75, 
CL = 0.500. 

der prediction of drag with grid refInement is consistent 
with the workshop sample medians presented in Ref. 10. 

The pressure drag and viscous drag components did 
not show a consistent decrease in range with grid refine
ment (see Fig. 9). The pressure drag range increased with 
grid refinement from 2 counts on the coarse grid to 4 
counts on the medium grid to 8 counts on the fine grid. 
At the same time, the viscous drag range decreased with 
grid refinement from 13 counts on the coarse grid to 10 
counts on the medium grid to 8 counts on the fine grid. 

WB Surface Pressures 

Figures 11, 12 and 13 show the grid convergence of 
the wing chord wise surface pressure distributions for the 
USM3D, FUN3D and NSU3D solutions, respectively. 
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The computational results are shown at seven of the eight 
experimental span locations along with the experimental 
pressure coefficients for reference. Although both the 
WB and WBNP configurations are shown. the current 
discussion will focus on the WB configuration. These 
pressure distributions indicate two of the relevant flow 
features at this lift condition: a separation bubble near 
the trailing edge of the upper wing-root juncture and a 
mild normal shock across the span of the upper wing near 
the quarter chord. (A comparison of surface restricted 
streamlines shown later in the paper indicates that differ
ences in the inboard 1} = 0.150 pressure distributions are 
indicative of differences in the wing-root juncture sepa
ration.) 

A comparison of chordwise pressure distributions for 
the USM3D solutions in Fig. II shows that the pressures 
changed very little with grid refinement. The small vari
ation in the pressure distributions is consistent with the 
small variation in angle of attack and pitching moment 
with grid refinement shown in Figs. 7 and 10. However, 
the variation in total drag and pressure drag with grid 
refinement shown in Figs. 8 and 9 is significant. The 
chordwise pressure distributions predicted by USM3D 
compare well with the experimental values on the in
board span of the wing. Through the mid-span of the 
wing the predicted shock is forward of the experimental 
data, and at the tip the predicted shock is much weaker 
and forward of the experimental data. 

A comparison of chordwise pressure distributions for 
the FUN3D solutions in Fig. 12 indicates that the area 
of wing-root juncture separation increased with grid re
finement as the span wise shock strengthened and moved 
aft. The increased inboard separation is consistent with 
the increase in angle of attack required for constant lift 
shown in Fig. 7. Similarly the variation in shock strength 
and location is consistent with the increase in pitching 
moment shown in Fig. 10. An increase in drag would 
be expected to correspond with the increase in angle of 
attack required to maintain the constant lift condition. 
However, the drag variation shown in Fig. 8 decreased 
with grid refinement which would indicate that the effect 
of grid refinement was more significant than the effect 
of increasing angle of attack. Figure 12 shows that grid 
refinement improves the comparison of predicted chord
wise pressure distribution with the experimental values 
on the inboard span of the wing. Through the mid-span 
of the wing, the predicted shock is forward of the exper
imental data, and at the tip the predicted shock is much 
weaker and forward of the experimental data. Grid re
finement slightly improves the comparison of predicted 
shock location across the span of the wing. 

A comparison of chordwise pressure distributions for 
the NSU3D solutions in Fig. 13 shows that the flow
field in the area of wing-root juncture separation changed 

13 

AIAA-2004-0554 

very little with grid refinement while the spanwise shock 
slightly strengthened and moved forward. The shift in 
shock location and strength is consistent with the de
crease in angle of attack, drag and pitching moment with 
grid refinement shown in Figs. 7 - 10. At 1} = 0.150, the 
NSU3D solutions predicted greater suction on the upper 
wing surface than the experimental data which indicate a 
smaller wing-root juncture separation than measured in 
the experiment. Through the mid-span of the wing the 
predicted shock is forward of the experimental data. and 
at the tip the predicted shock is much weaker and forward 
of the experimental data. Grid refinement slightly de
grades the comparison of predicted shock location across 
the span of the wing. 

A code-to-code comparison of chordwise pressure dis
tributions for the WB fine mesh solutions is shown in 
Fig. 14. The USM3D and FUN3D results are very sim
ilar across the span of the wing. This is consistent with 
the close correlation of the USM3D and FUN3D fine grid 
results shown in Figs. 7 and 10. The NSU3D solution 
predicted a smaller wing-root juncture separation than 
the other two codes and also a weaker shock across the 
span of the wing. This is consistent with the lower angle 
of attack and pitching moment predicted by NSU3D in 
comparison with USM3D and FUN3D results shown in 
Figs. 7 and 10. None of the predicted outboard pressure 
distributions matched the experimental data very well. 
Several participants at the workshop noted that the cor
relation of the computed WB surface pressures with the 
experiment were greatly improved by matching the ex
perimental angle of attack.s 

WBNP Forces and Moments 

The AI = 0.75, CL = 0.500 case was computed on 
the WBNP coarse, medium and fine grids for all codes 
in their baseline configuration. Figures 15, 16, 17, and 
18 show the WBNP angle of attack. total drag, pressure 
drag. viscous drag and pitching moment versus 1\'-2(:1. 

Additionally, the incremental drag due to the engine in
stallation D.Cn is shown in Fig. 19. In Fig. 19, the drag 
increment is plotted versus a characteristic grid spacing 
D.h ~ due to the fact that the comparable WB and WBNP 
grids have a different number of unknowns. (Recall that 
the node-centered WB and WBNP fine grids were not 
generated with the same global refinement factor. The 
incremental drag results from the fine node-centered grid 
solutions are plotted at the coarser relative WBNP spac
ing.) The ex peri mental values are included in Figures 15 
- 19 for reference. Table 8 shows a summary of all 
WBNP Case 1 (and Case 3) calculations along with the 
experimental data for reference. 

Figs. 15 - 18 show that the angle of attack, forces and 
moments computed with USM3D vary monotonically 
with grid refinement and the three data points do appear 
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Fig. 12 Grid convergence of wing surface pressure distributions predicted by FUN3D at M = 0_75, C L = 0_500. 
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Fig.13 Grid convergence of wing surface pressure distributions predicted by NSU3D at M = 0.75, C L = 0_500. 
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Fig.14 Comparison of fine grid wing surface pressure distributions at !'vI = 0.75, GL = 0.500. 
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USM3D Coarse No 0.729 0.501 0.03388 0.01984 0.01404 -0.1292 0.(Xl410 
USM3D Medium No 0.805 0.500 0.03235 0.01821 0.01414 -0.1275 0.00416 
USM3D Fine No 0.849 0.500 0.03167 0.01725 0.01442 -0.1262 0.00399 

FUN3D Coarse No 0.679 0.500 0.03524 0.02092 0.01432 -0.1280 0.00490 
FUN3D Medium No 0.945 0.500 0.03341 0.01918 0.01423 -0.1165 0'(Xl484 
FUN3D Fine No 1.015 0.500 0.03357 0.01933 0.01424 -0.1120 0.00545 
FUN3D Medium Yes 0.860 0.500 0.03305 0.01939 0.01366 -0.1179 0.00558 

NSU3D Coarse No 0.462 0.500 0.03637 0.02078 0.01559 -0.1461 OJXl520 
NSU3D Medium No 0.466 0.500 0.03370 0.01819 0.01552 -0.1477 0'(Xl456 
NSU3D Fine No 0.381 0.500 0.03278 0.01737 0.01541 -0.1539 0.00459 
NSU3D Medium Yes 0.349 0.500 0.03259 0.01789 0.01469 -0.1554 0.00464 

Table 8 Summary ofWBNP J\! = 0.75, C L = 0.500 results. 
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Fig. 15 Comparison of WBNP angle of attack versus num
ber of cells or vertexes to the -213 power at J\! = 0.75, 
CL = 0.500. 

to be very close to a straight line. For the FUN3D results. 
the angle of attack and pitching moment vary monotoni
cally with grid refinement although not on a straight line. 
The FUN3D drag forces do not vary monotonically with 
grid refinement. For the NSU3D results. the drag and 
pitching moment vary monotonically with grid refine
ment although also not on a straight line. but the angle of 
attack does not vary monotonically. The dashed lines in 
Fig. 16 show a Richardson's extrapolation of total drag 
based on the medium and fine grids which were com
puted assuming a second order convergence rate for each 
code. Based on this extrapolation. the infinite-grid total 
drag is 311. 338 and 317 counts for USM3D. FUN3D 
and NSU3D results. respectively. 

Figs. 15 and 18 show that the code-to-code variation 

18 

0.037 ----------,-------,-------

0.036 ~---f----___4-------tL-___4---_______j 

0.03S ~---f----___4,L-~L-___4---_______j 

-----B- USM3D 
0.033 ~--------t"---_"_____j-~ --A-- FUN3D 

-+-- NSU3D 
-----.-- Experiment 

o Extrap. USM3D 
/::, Extrap. FUN3D 0.032 ~----7'f----___4---j 

o Extrap. NSU3D 

0.031 ~0.-...-'-.L.....;;2-;:.5!E.~05:----'-~~S;:;:E~.0:-;'S ....:;:=:;7.;SE!=-0;S::::;:::;::;0:;.00[0~1 -----' 

N-213 

Fig.16 Comparison of WBNP total drag versus number 
of cells or vertexes to the ·213 power at Af = 0.75, C L 

0.500. 

in angle of attack and pitching moment is increasing. 
The USM3D and FUN3D predicted angle of attack and 
pitching moment at constant lift is increasing with grid 
refinement which improves the correlation with the ex
perimental data. However, the NSU3D angle of attack is 
becoming increasingly negative which degrades the cor
relation with the experiment. 

The code-to-code variation in total drag does not vary 
monotonically with grid refinement as shown in Fig. 16. 
The total drag range decreased with grid refinement from 
25 counts on the coarse grid to 13 counts on the medium 
grid but increased to 19 counts on the fine grid. The 
range of infinite-grid total drag between the three codes 
is 27 counts. The estimated code-to-code population 
standard deviations of total drag for the nested solutions 
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Fig. 18 Comparison of WBNP pitching moment versus 
number of cells or vertexes to the -213 power at AI = 0.75, 
CL = 0.500. 

was ±11.4 counts for the WBNP. 1O (Note the estimated 
code-to-code WBNP population standard deviation from 
the workshop did not show any consistent decrease with 
grid refinement. The stated value of standard deviation 
is an average for the coarse, medium and fine grids.) 

For USM3D and NSU3D, the grid refinement de
creases the total drag 1IDd degrades the correlation with 
the experimentally measured total drag_ This decrease in 
drag with grid refinement is consistent with the workshop 
sample medians presented in Ref. 10 although the work
shop sample median for the fine grid solutions matches 
the experimental drag_ For FUN3D, grid refinement im-
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Fig. 19 Comparison of drag increment versus characteris
tic grid spacings to the 2 power at !If = 0.75, C L = 0.500. 

proves the correlation with experiment. and the infinite
grid estimate actually matches the experiment. However. 
a comparison of wing pressure distributions and surface 
restricted streamlines for the FUN3D fine grid WBNP 
shown later in the paper indicates that the computation 
does not predict the same flow features which were ob
served in the experiment. 

The pressure drag also did not show a consistent de
crease in range with grid refinement although the vis
cous drag did (See Fig_ 17)_ The pressure drag range 
decreased with grid refinement from 11 counts on the 
coarse grid to 10 counts on the medium grid but in
creased to 20 counts on the fine grid. The viscous drag 
range decreased with grid refinement from 16 count on 
the coarse grid to 14 counts on the medium grid to 12 
counts on the fine grid. 

The code-to-code variation in incremental drag did 
not vary monotonically with grid refinement as shown 
in Fig. 19. The incremental drag range decreased with 
grid refinement from 11 counts on the coarse grid to 6 
counts on the medium grid but increased to 15 counts 
on the fine grid_ The estimated code-to-code population 
standard deviations of incremental drag for the nested so
lutions was ±8 counts for the engine increment. lo The 
USM3D and NSU3D medium and fine grid incremental 
drag values are within 3 counts of the experimental value, 
but the USM3D results tend to be low and the NSU3D re
sults tend to be high_ The FUN 3D fine grid incremental 
drag value is 12 counts higher that the experiment. The 
workshop sample medians for the incremental drag show 
a decrease in incremental drag with grid refinement, and 
the fine grid sample median is 7 counts higher than the 
experiment.10 
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WBNP Surface Pressures 

Figures II - 13 compare the grid convergence of the wing 
surface pressure distrihutions for the WB and WBNP so
lutions. The WBNP pressure distrihutions indicate that 
the wing-root junction separation predicted for the WB 
was still present with the engine installation. Also the 
normal shock was still evident across the span of the 
upper-wing near the quarter chord. The lower surface 
pressure distribution near the nacelle/pylon show an in
fluence due to the engine. Additionally. Figs. 20 and 21 
show the grid convergence of the nacelle chordwise sur
face pressures at three experimental span locations for 
the USM3D and FUN3)) solutions. respectively. The 
experimental pressure coefficients are also included for 
reference. 

The WBNP chordwise pressure distributions for the 
USM3D solutions shown in Fig. II do not vary signif
icantly with grid refinement except in the area near the 
inboard pylon. The correlation of the WBNP pressure 
distributions with the experimental data is very similar to 
the WB correlation. The pressure distrihutions predicted 
by USM3D compare well with the experimental values 
on the inboard span of the wing. Through the mid-span 
of the wing the predicted shock is forward of the experi
mental data. and at the tip the predicted shock is much 
weaker and forward of the experimental data. In the 
area of the inboard pylon 1/ = 0.331. grid refinement de
grades the correlation with the experiment. The fine grid 
solution predicts more separation near the inboard wing
pylon juncture than seen in the experiment. Figure 20 
shows very small variations in the USM3D nacelle sur
face pressures with grid refinement. The correlation with 
the experiment is very good with some over prediction of 
the suction for the inboard () = 3000 nacelle station. 

Figure 12 shows that the effect of grid refinement for 
the FUN3D WBNP solutions is similar that shown for 
the WB solutions in terms of the variation of wing-root 
juncture separation and normal shock strength/location. 
The correlation of the FUN3D WBNP pressure distrihu
tions with the experimental data is also very similar to 
the WB correlation in the areas of the wing-root juncture 
separation and normal shock. In the area of the inboard 
pylon 1/ = 0.331. the lower-wing surface pressure dis
tribution varies significantly with grid refinement which 
degrades the correlation with the experiment. The line 
grid solution predicts much more separation near the in
board wing-pylon juncture than seen in the experiment. 
Figure 20 shows very small variations in the FUN3D na
celle surface pressures with grid refinement except in the 
area of the inboard () = 3000 nacelle station. The cor
relation with the experiment is very good except for the 
under prediction of the suction for the fine grid inhoard 
() = :3000 nacelle station. 
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Figure 13 shows that the effect of grid refinement for 
the NSU3D WBNP solutions is similar that shown for 
the WB solutions in terms of the variation of wing-root 
juncture separation and normal shock strengthllocation. 
The correlation of the NSU3D WBNP pressure distribu
tions with the experimental data is also very similar to 
the WB correlation in the areas of the wing-root juncture 
separation and normal shock. In the area of the inboard 
pylon 1/ = 0.331. the lower surface pressure distribution 
does not vary significantly with grid refinement. and the 
correlation with the experiment is very good in this area. 

A code-to-code comparison of chordwise pressure dis
tributions for the WBNP fine mesh solutions is shown 
in Fig. 14. Figure 14 shows that the code-to-code vari
ation for the WBNP solutions is similar to the code
to-code variation for the WB solutions in terms of the 
variation of wing-root juncture separation and normal 
shock strength/location. The most significant code-to
code variation in pressures is in the area of the inhoard 
wing-pylon juncture separation. None of the predicted 
out hoard pressure distributions matched the experimen
tal data very well. Several participants at the workshop 
noted that the correlation of the computed WBNP surface 
pressures with the experiment were greatly improved by 
matching the experimental angle of attack. x 

WBNP Surface Restricted Streamlines 

Figure 22 shows an upper planform view of the DLR
F6 wind-tunnel model with oil flow patterns at the cruise 
lift condition. Note the nacelle installation is different 
in Fig. 22 that the one used for the workshop calcu
lations. but the qualitative flow feature will be similar. 
The oil flow patterns show the wing-root juncture sepa
ration as well as a trailing-edge separation pattern from 
the wing crank to near the tip. Figures 23. 24 and 25 
show the surface restricted streamlines for the USM3D. 
FUN3D and NSU3D fine grid WBNP solutions. respec
tively. In comparison with the experiment. the USM3D 
and FUN3D results show a similarly-sized wing-root 
juncture flow separation and a similarly-sized wing trail
ing edge separation. However, the NSU3D results pre
dict a much smaller wing-root juncture flow separation 
and a smaller wing trailing edge separation. Recall that 
the code-to-code comparison of wing surface pressures 
shown in Fig. 14 also indicated a smaller wing-rootjunc
ture separation for NSU3D. It is interesting to note that 
qualitatively, the USM3D and FUN3D upper wing flow 
patterns are most similar although the total drag predic
tions for USM3D and NSU3D are closer for the fine 
grid WBNP solutions. This is prohahly due to fact that 
the FUN3D fine grid WBNP solution predicts a much 
larger inboard pylon separation pattern than USM3D and 
NSU3D which leads to the much higher drag predictions 
for FUN3D. 
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Fig.22 Experimental oil flow at Al = 0.75, CL = 0.500. (Note different nacelle configuration) 

IUSM301 

!Surface shaded by Pressure Coefficient! 

Fig. 23 Surface restricted streamlines for fine grid USM3D results at M = 0.75, C L = 0.500. 
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Fig.24 Surface restricted streamlines for fine grid FUN3D results at !l1 = 0.75, CL = 0.500. 

INSU301 

Fig.25 Surface restricted streamlines for fine grid NSU3D results at!l1 = 0.75, C L = 0.500. 
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Case 3 - EtTect of Specified Transition 

Case 3 was computed on the WB and WBNP medium 
grids for FUN3D and NSU3D in their haseline configu
ration. Tahle 7 compares the WB forces, moments and 
angles of attack for tripped flow versus fully turhulent 
flow. The effect of specifying transition for hoth codes 
was to reduce the WB total drag hy II counts. For 
hath codes, the correlation with the experimental WH 
forces, moments and angle of attack was not impro"ed hy 
specifying the transition. Tahle 8 compares the WHNP 
forces, moments and angles of attack for tripped now 
versus fully turhulent flow. The effect of sped fying tran
sition for FUN3D was to reduce the WHNP total drag 
hy only 3 counts. The effect of specifying tran~ition 
for NSU3D was to reduce the WBNP total drag hy I I 
counts. For both codes, the correlation with thc cxpcri
mental WBNP forces, moments and angle of attac" was 
not improved hy specifying the transition. Tahle X abo 
shows that the NSU3D predicted incremcntal drag was 
not significantly effected by transition, but thc FUN3\) 
predicted incremental drag was increased hy ;::: /'. counh 
(see also Fig. 19) which significantly degraded thc corrc
lation with experiment. 

Case 2 - Drag Polar 

Case 2 was computed on the WB medium grid~ for all 
codes in their baseline configuration. Figurc 26 shows 
the wing/body lift versus alpha curves. lift \Crsu~ total 
drag curves and lift versus pitching moment cur"e~ with 
the experimental results are included for referencc. The 
lift versus alpha curves for USM3D and FUN3\) com
pare very closely with each other over the range of angle 
of attack with only a slight variation at the highest an
gIe. The lift versus alpha curve for NSU3D is shifted to 
the left of the results for the other two codes by approx
imateJy 0.15°. All codes over-predict the experimental 
lift levels across the angle of attack range. The code-to
code comparison for the drag polar shows a consistent 
variation across the range of data with an increased vari
ation only at the highest angle of attack. USM3D and 
FUN3D tend to under predict the drag in comparison 
with the experiment except for the USM3D at the highest 
angle of attack. NSU3D tends to over-predict the drag at 
the lower angles of attack and under predict at the higher 
angles in comparison with experiment. The lift versus 
pitching moment curves show the largest code-to-code 
variation which increases at the higher angles of attack. 
None of the codes predict the pitching moment well al
though USM3D does predict the break. 

Case 2 was computed on the WBNP medium grids for 
all codes in their baseline configuration. Figure 27 shows 
the lift versus alpha curves, lift versus total drag curves 
and lift versus pitching moment curves with the exper
imental results included for reference. The forces and 
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moments did not completely converge for the (l = -1 ° 
FUN3D solution and the (\ = _2° NSU3D solution. 
This was probahly due to the increased amount of sep
aration predicted in the area of the inboard wing-pylon 
juncture. The variations in forces and moments were 
small in comparison with the code-to-code variations so 
the average values are reported in Fig. 27. No NSU3D 
solution was computed at n = -3°. Note also that there 
are two solutions provided for FUN3D at (l = -1 0. - 2°. 
and _:3° angles of attack. The additional solutions were 
computed with no restarts from any prior solutions at 
different angles of attack. For the n = -1 ° and - 2° 
cases. the solutions show a sensitivity to the solution his
tory. These cases have a signiflcant amount of separated 
flow in the area of the inhoard wing-pylon juncture. The 
(\ = _2° solution with no restart has a smaller amount 
of predicted separation and the predicted drag value lies 
closer to the experimental polar. 

Overall the code-to-code variation in WBNP forces 
and moments is less consistent across the angle of attack 
range than for the WB results. The WBNP lift versus 
alpha curves predicted by the different codes compare 
well with each other over the lower range of angle of 
attack. hut the slopes of the USM3D and FUN3D re
sults decrease in the (l = -1 ° and 1 ° range and there is 
an increased code-to-code variation in this range. This 
decrease in slope at the higher angles of attack is not 
observed for the NSU3D results or for the experimental 
data. As for the WB polar. all the codes tend to over
predict the experimental lift levels for most of the angle 
of attack range. The variation in drag is increased at 
the lower and higher angle of attack. The computational 
results show a larger deviation from the experimental val
ues at the lower angles of attack where the computed 
drag is over-predicted. The lift versus pitching moment 
curves show the largest code-to-code variation. None 
of the codes predict the pitching moment well although 
some of the USM3D and FUN3D results lie closer to the 
experimental data than for the WB configuration. 

Summary 
The DPW-II wing/body and wing/body/nacelle/pylon re
sults were compared from three unstructured-grid CFD 
codes USM3D, FUN3D and NSU3D. Calculations at 
CL = 0.500 were performed on comparable families of 
unstructured grids (cell-centered and node-centered) to 
evaluate the variation in angle of attack, forces and mo
ments with grid refinement. The wing/body grid refine
ment study showed a decrease in code-to-code variation 
of drag with grid refinement but an increase in variation 
of angle of attack and pitching moment. Even though the 
total drag variation was decreasing with grid refinement. 
a comparison of grid convergence in wing chordwise 
pressure distributions for the wing/body configuration in-
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dicated that some solutions were converged to different 
shock locations and wing-root juncture flow separation 
patterns. 

The wing/hody/nacelle/pylon grid refinement study 
showed an increase in code-to-code variation of angle 
of attack. drag. incremental drag and pitching moment 
with grid refinement Similar to the wing/hody results. a 
comparison of grid convergence in wing chordwise pres
sure distrihutions for the wing/hody/nacelle/pylon con
figuration indicated that some solutions were converged 
to different shock locations. wing-root juncture flow sep
aration patterns and for this configuration. wing-pylon 
juncture flow separation patterns. 

Overall. grid refinement did not consistently improve 
the correlation with experimental data for either the 
wing/hody or the wing/hody/nacelle pylon configuration. 
Although the ahsolute values of total drag predicted hy 
USM3D and NSU3D for the medium and fine grids did 
not compare well with the experiment. the incremental 
drag predictions were within ±3 counts of the experi
mental data. The correlation with experimental data was 
not significantly changed by specifying transition for the 
NSU3D medium grid solutions. 

A comparison of medium grid results for the transonic 
polar indicated a greater code-to-code variation of forces 
and moments for the wing/hody/nacelle/pylon configu
ration as compared to the wing/hody configuration. For 
the wing/hody configuration. all three codes tended to 
over-predicted the lift and pitching moment in compari
son with the experiment but the total drag range spanned 
the experimental data. For the wing/hody/nacelle/pylon 
configuration. all three codes tended to over-predicted 
the lift in comparison with the experiment but the total 
drag range and pitching moment range spanned the ex
perimental data. 

Conclusions 
Given the efrort to create comparahle grids. the expecta
tion was to see less code-to-code variation in the forces 
and moments than was achieved. Although the vari
ation in the constant-lift WB total drag was less than 
observed for the workshop. the increasing variation in 
angle-of-attack and pitching moment with grid refine
ment was surprising. The variation in WBNP total and 
incremental drag was on the same level as the workshop 
collective. It is possible that the local resolution of the 
grids may still be insufficient to capture the relevant flow 
features especially in the wake region and the area of in
board wing-pylon separation. (Recall the grids have an 
O-type topology around the trailing edges of the wing 
and nacelle.) Future analysis with adjoint-hased error es
timation and adaption may help in identifying the areas 
of the grid that are not sufficiently resolved for accurate 
drag prediction. 
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Qualitatively (surface pressures and separation pat
terns). the USM3D and FUN3D constant-lift solutions 
seemed to be more comparahle. This could he an effect 
due to Roc solver vs. artificial dissipation. thin-layer vs. 
full Navier-Stokes. or fully tetrahedral grids vs. mixed
element grids. Although the thin-layer approximation in 
NSU3D has been implemented to make the code more 
efficient. it is unclear whether this is a good compromise 
for accurate drag prediction. Since many structured grid 
codes also usc the thin-layer approximation. the effect 
of these approximations is an important area for future 
research. Investigations into the effects of Roe solver 
vs. artificial dissipation and fully tetrahedral grids vs. 
mixed-clement grids would also help to quantify their ef
fect on drag prediction for transport configurations. Sim
ilarly. a single-code investigation of the effects of using 
wall-functions vs. integration the turbulence model to the 
wall would quantify the effects of this approximation on 
drag prediction. Although the sources of code-to-code 
variation in force and moment predictions for the three 
unstructured grid codes have not yet been identified. the 
current study reinforces the necessity of applying multi
ple codes to the same application to assess uncertainty. 
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