A Structured-Grid Quality Measure for Simulated Hypersonic Flows

Stephen J. Alter
NASA Langley Research Center
Hampton, Virginia 23681-2199
A Structured-Grid Quality Measure for Simulated Hypersonic Flows

Stephen J. Alter
NASA Langley Research Center Hampton, Virginia 23681-2199

A structured-grid quality measure is proposed, combining three traditional measurements: intersection angles, stretching, and curvature. "Quality" assesses whether the grid generated provides the best possible trade-offs in grid stretching and skewness that enable accurate flow predictions, whereas the grid density is assumed to be a constraint imposed by the available computational resources and the desired resolution of the flow field. The usefulness of this quality measure is assessed by comparing heat transfer predictions from grid convergence studies for grids of varying quality in the range of [0.6-0.8] on an 8' half angle sphere-cone, at laminar, perfect gas, Mach 10 wind tunnel conditions. All solutions were obtained using the Langley Aerothermodynamic Upwind Relaxation Algorithm with grid adaptation for bow shock alignment and boundary layer resolution. Grid quality for 2D is correlated with surface heat transfer rate accuracy and the convergence capacity of a structured grid for numerical analysis of hypersonic flow fields computed with the Langley Aerothermodynamic Upwind Relaxation Algorithm (LAURA) code. In general, solutions computed on the lower quality grids are less accurate, take longer to converge, and exhibit a lower order of accuracy with respect to grid convergence, although the trends are not monotonic in the proposed grid quality measure.

**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Angle of attack</td>
</tr>
<tr>
<td>$\Delta S$</td>
<td>Distance between neighboring points</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Stretching factor between neighboring cells</td>
</tr>
<tr>
<td>$L_{2norm}$</td>
<td>RSS of residuals in a computation</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Grid line straightness measure</td>
</tr>
<tr>
<td>$\Xi, \eta$</td>
<td>Streamwise computational direction and index measured from nose to tail of body</td>
</tr>
<tr>
<td>$\xi, \zeta$</td>
<td>Circumferential computational direction and index from top to bottom of body</td>
</tr>
<tr>
<td>$\kappa, \chi$</td>
<td>Computational direction and index normal to body</td>
</tr>
<tr>
<td>$q$</td>
<td>Heat transfer rate</td>
</tr>
<tr>
<td>$q_{FR}$</td>
<td>Stagnation heating reference from Fay and Riddell for a 1 inch radius sphere</td>
</tr>
<tr>
<td>$X, Y, Z$</td>
<td>Cartesian coordinates</td>
</tr>
</tbody>
</table>

**Introduction**

As the complexity of access-to-space vehicles increases, there is an emphasis for viscous computational fluid dynamics (CFD) to contribute to the determination of aerodynamic and aerothermodynamic characteristics in the preliminary and detailed phases of a design process. The goal of using these higher fidelity tools is to assess the environment the vehicle encounters during Earth/planetary entry, to reduce aerothermodynamic margins, mitigate risks, and reduce cost prior to construction and flight testing. Due to the complexity of hypersonic flow simulations, the grid density required to obtain resolution of flow field gradients is unknown prior to CFD analysis. Reductions in grid density while maintaining grid quality can reduce computation time required to accurately predict flow field phenomenon, thereby making the use of CFD in the design process attractive.

Currently, design tools utilize engineering assumptions and semi-empirical techniques to assess performance characteristics related to aerothermodynamics. These design methods are useful in the determination of vehicle shapes that can be considered for a mission, but they are limited in accuracy, increasing the margins of error that can lead to increased risk or failure of the vehicle to meet mission profiles. Semi-empirical techniques typically ignore viscous effects, which can have a profound effect on a vehicle in hypersonic flows.

Utilizing CFD to accurately predict surface and flow field quantities requires the discretization of a flow domain about a vehicle, such that the best quality of the discretization is obtained. High quality structured grids exhibit near orthogonality and moderate stretching. As it stands, prior to performing a CFD analysis, the quality and resolution of a grid as it relates to accurate flow field predictions is unknown. Grid resolution is dependent on the available computer resources and the sensitivity of flow properties with respect to a grid converged solution. Likewise, trials of different topologies and trade-offs between stretching and skewness may be warranted to determine the most appropriate grid for use with the available computer resources. However, there is no single measure to date for the assessment of grid quality prior to starting a CFD simulation that could determine the applicability of the grid to an accurate prediction.

Current methods used to determine the quality of a grid include the evaluation of parameters such as grid...
line intersection skewness, point-to-point stretching, aspect ratio, cell volume, and Jacobian of the transformation. Typically these measures are individually evaluated to determine if a grid is good enough for use by CFD tools. Single evaluations of these measures are not sufficient to characterize the overall grid quality. Since some of these measures may conflict with one another as they are used to assess grid quality, a combination of the metrics is sought. With respect to a structured grid, the combination of the deviation from orthogonality and the degree stretching, in the absence of crossed grid lines, is chosen as the indicator for determining whether or not a CFD solver can accurately and efficiently predict fluid properties on that grid.

This paper establishes a metric which is used to determine the quality of a grid such that a flow field prediction using the Langley Aerothermodynamic Upwind Relaxation Algorithm (LAURA) code, can be obtained with a minimum of point densities. To establish a basis for the effect that structured grid quality and point density has on the accuracy and efficiency of solving the Navier-Stokes (NS) equations, heat transfer rate predictions are examined for grids of various quality. Heat transfer rate is a basic aerothermodynamic parameter and requires full examination for grids of various quality. Heat transfer rate is evaluated on a sphere-cone geometry, using the Langley Aerothermodynamic Upwind Relaxation Algorithm (LAURA) software. Axis-symmetric (2D) and three-dimensional (3D) flow field computations were performed to assess the effects of grid stretching and skewness.

Defining Structured-Grid Quality

The proposed grid quality measure is abbreviated as GQ. This metric will be used to categorize a grid based on orthogonality, stretching, and straightness, and is given by,

\[ GQ = \frac{\tilde{\Theta}_{\min}}{\Theta_{\max}} \]  

(1)

This measure has been developed based on grid generation experience and commonly used measures.8–10,12 It embodies a compromise between a deviation from orthogonality (\(\tilde{\Theta}_{\min}\)), stretching (\(\Theta_{\max}\)), and straightness (\(\Theta\)) where the best measure is unity (\(GQ = 1\)). This value is attainable only on a grid that is orthogonal with uniform spacing and straight; a Cartesian grid. Typical values of GQ for grids of interest range from 0.6 to 0.8.

The minimum of the average planar skewness (\(\tilde{\Theta}_{\min}\)), which is a measure of how much deviation there is from an orthogonal intersection, is determined as an in-plane quantity given by

\[ \Theta |_{\xi=const} = \frac{2}{\pi} \cos^{-1}\left( \frac{\hat{r}_\eta \cdot \hat{r}_\zeta}{|\hat{r}_\eta||\hat{r}_\zeta|} \right) \]  

(2a)

\[ \Theta |_{\eta=const} = \frac{2}{\pi} \cos^{-1}\left( \frac{\hat{r}_\xi \cdot \hat{r}_\zeta}{|\hat{r}_\xi||\hat{r}_\zeta|} \right) \]  

(2b)

\[ \Theta |_{\zeta=const} = \frac{2}{\pi} \cos^{-1}\left( \frac{\hat{r}_\xi \cdot \hat{r}_\eta}{|\hat{r}_\xi||\hat{r}_\eta|} \right) \]  

(2c)

and ranges from 0 as a minimum, for a collapsed cell, to 1 as a maximum, for an orthogonal intersection. Examples of grid quality for orthogonality are shown in figure 1.

![Fig. 1 Structured grid quality appearance for orthogonality.](image)

(a) Poor orthogonality \(\tilde{\Theta} = 0.6678\).
(b) Good orthogonality \(\tilde{\Theta} = 0.7814\).

The maximum of the average planar stretching (\(\epsilon_{\max}\)), measuring the spacing of one point to the next in a specified computational direction, is given by

\[ \epsilon_\xi = \frac{\max \left( |\hat{r}_\xi^+|, |\hat{r}_\xi^-| \right)}{\min \left( |\hat{r}_\xi^+|, |\hat{r}_\xi^-| \right)} \]  

(3a)

\[ \epsilon_\eta = \frac{\max \left( |\hat{r}_\eta^+|, |\hat{r}_\eta^-| \right)}{\min \left( |\hat{r}_\eta^+|, |\hat{r}_\eta^-| \right)} \]  

(3b)

\[ \epsilon_\zeta = \frac{\max \left( |\hat{r}_\zeta^+|, |\hat{r}_\zeta^-| \right)}{\min \left( |\hat{r}_\zeta^+|, |\hat{r}_\zeta^-| \right)} \]  

(3c)

and ranges from 1 as a minimum, for uniform spacing, to infinity. Poor grid stretching is identified by abrupt variations in the spacing of grid points. Examples of good and poor stretching are illustrated in figure 2.

Finally, grid line straightness (\(\Theta\)), which measures the extra distance traversed between the wall and the outer boundary, is computed using

\[ \Theta = \frac{S}{\sum_{\xi=1}^{\Theta_{\max}} |\hat{r}|_{\xi}} \]  

(4)

Unlike stretching and orthogonality, straightness is only measured in the body-normal direction because it is useful as a grid adaptation parameter. The grid line straightness measure ranges from 0 as a minimum, for a grid line that
a) Poor stretching ($\epsilon_1^x = 1.18$, $\epsilon_1^y = 1.31$).

b) Good stretching. ($\epsilon_2^x = 1.17$, $\epsilon_2^y = 1.105$)

Fig. 2  Structured grid quality appearance for stretching in capturing flow features.

begins and ends at the same point, to 1 as a maximum value for a straight line. If a flow solver is not sensitive to curvature in the body-normal direction, the straightness measure can be disabled by setting it equal to one. The grids in figure 3 illustrate poor and good straightness.

a) Poor straightness ($\Theta = 0.9577$).

b) Good straightness ($\Theta = 1.0000$).

Fig. 3  Structured grid quality appearance for straightness.

While the GQ is a single value as defined in terms of the three components including, orthogonality, stretching, and straightness, evaluations of the the usefulness of the measure will be performed by primarily degrading one component at a time. Since these measures are coupled to one another, trade-offs between stretching and orthogonality are made to determine the effects each has on the measure and the accuracy or consistency of flow field simulations.

**Geometry and Grids**

In order to assess the capacity of a grid to accurately predict a flow field solutions are generated for an eight inch, 8° half angle sphere-cone with a half inch nose radius.

**2D Grid Generation**

Two dimensional surface grids for the sphere-cone shape are constructed using a system of elliptic partial differential equations (PDEs). Use of such a tool is more akin to modern practices for grid generation in CFD, instead of developing a contrived structured grid. Initially, a high quality grid is constructed such that grid resolution is provided at the sphere-cone juncture. Increasing grid resolution in this region allows for flow field solutions computed on lower quality grids to be affected downstream from this geometric juncture. Orthogonal grid lines emanating from the wall are constructed and continued through the domain until they reach the initial outer boundary, as shown in figure 4. The initial high quality grid has a GQ of 0.794.

Construction of the lower quality meshes begins by retaining the edges and point distributions of the high quality mesh, and regenerating the interior grid with two-dimensional trans-finite interpolation (2DTF). This grid regeneration method isolates the effect of orthogonality relative to stretching to determine incremental effects of quality degradation. This results in the slightly skewed mesh shown in figure 5. A significantly skewed mesh is generated by using the elliptic PDEs to reduce the control used in development of of the high quality mesh, and produces a grid illustrated in figure 6. The GQ measures drop from 0.763 to 0.709 for these grids, which reflects the orthogonality degradation or increased skewness. The slightly skewed mesh is not adversely affected by grid line curvature but the highly skewed mesh has a significant degradation in grid line straightness.

Fig. 4  High quality structured grid (GQ=.794).

Fig. 5  Slightly skewed (GQ=.763) structured grid.

Fig. 6  Highly skewed (GQ=.709) structured grid.
In order to isolate grid stretching effects from grid skewness, the high quality mesh is modified with the volume grid manipulator (VGM) using parametric re-mapping (PRM). This technique allows the growth and reduction of cell sizes in the streamwise direction of the high quality mesh. Every eighth cell in the high quality mesh is increased by 25% by adding a point from the first cell to the eighth cell. This pattern is repeated for every eight cell interval along the streamwise direction, for the length of the sphere-cone geometry, and produces a grid shown in figure 7.

Stretching in the region from the body to outer boundary is not evaluated because grid adaptation in this direction is used to capture the boundary layer and outer bow shock of the flow domain. Since the stretched grid is based on the high quality grid, the interior has a high degree of orthogonality, is orthogonal to the wall, and has straight lines from the wall to the outer boundary. Only the grid distribution function has been altered, enabling the isolation of grid stretching from grid skewness.

3D Grid Generation

Volume grid generation is more difficult with respect to controlling grid quality, but is performed using a similar approach to the 2D surface methods. Since an angle of attack will be simulated, the 2D high quality mesh is expanded for the leeside symmetry plane and contracted for the windside symmetry plane. The volume is completed by adding a circular exit plane and transitioning the leeside symmetry plane to the windside, producing a singularity on the sphere. Since singular grids can produce spurious results with finite volume schemes, the nose region is reconstructed by rebuilding the line that extends from the singularity to the thirty-third point downstream. Singularity free grids are built on the surface of the nose, and the faces to the volume grid are complete. The volume is initialized with 3DTFI and subsequently smoothed with the 3DGRAPE/AL (Three-Dimensional Multiblock Grids about Anything by Poisson’s Equations with Ames and Langley upgrades) using anisotropic Lagrange based trans-finite interpolation to provide orthogonality at all faces except the outer boundary. The outer boundary source terms are formulated to enable straight grid lines to traverse from the wall to the outer boundary. The result is a high quality volume grid, shown with the wall grid in figure 8. Due to the single flow boundary condition per face requirement of the LAURA software, the grid is decomposed at the nose interface to the cone. Generation of the blocks was performed to place an equal number of grid points in each block, resulting in a load balanced grid for cluster computing with 14 grid blocks, as illustrated by the red block boundary lines of the topology about the sphere-cone.

To evaluate the effects of stretching and grid skewness as a comparison to the high quality grid in 3D, three more meshes were generated, using the high quality mesh as the initial grid definition. Since a contrived solution was not sought, the high quality grid was modified using 2DTFI and 3DTFI, with grid distribution function changes on edges to degrade grid skewness. By using the high quality mesh as a basis for the lower quality grid construction, the wall grid on the cone is maintained for differencing the solutions.
A slightly skewed grid was generated by re-initializing the nose and body of the high quality grid with 2DTFI and projecting the grids to the geometry. Symmetry and exit planes were generated with 2DTFI, and the volume grid initialized with 3DTFI. To make an even more skewed mesh, the normalized grid distribution functions were copied from the wall to the outer boundary. The same grid generation process used for the slightly skewed 3D mesh was used, and a significantly skewed volume mesh resulted. The 2DTFI produced some grid line skewness at the boundaries of the flow domain, which were propagated onto the interior with 3DTFI. Likewise, the stretched grid was generated by reducing the cell size of the eighth cell by 25% in the streamwise and cross-sectional directions, and redistributing the remaining seven cells to have a gradual change within each eighth cell interval. By comparison to the high quality mesh, the skewed, highly skewed, and stretched meshes are illustrated with representative cross-sectional and streamwise planes shown in figures 9 and 10, respectively.

Close inspection of the representative surface grids in figures 9 and 10 indicate that the skewed meshes have minimal stretching, while the stretched grid has minimal skewness. Hence, the grid generation procedures have produced a set of volume grids that nearly isolate the effects of skewness and stretching from the baseline high quality mesh. This will enable characterization of cause and effect when assessing the flow solutions computed on these volume grids.

**Grid Quality Impact**

**Flow Solver and Method**

Assessment of grid quality with respect to flow solution accuracy is performed by comparing CFD and experimental data for the sphere-cone which matches a previously conducted wind tunnel test using the phosphor thermography technique. Grid quality is measured with orthogonality, stretching, and straightness, but not grid resolution. Grid resolution is only considered when determining the density of a grid that produces a solution that is independent of the grid; a condition of grid convergence. The high quality grid that has the required density to obtain a grid independent solution is considered a high fidelity grid. Fidelity of a grid in this definition is a combination of both quality and grid resolution.

The experimental heat transfer rates for the wind tunnel data have a reported uncertainty of 10-15%. A zero degree angle of attack is used for the 2D simulations while 3D simulations were performed at an angle of attack of 15 degrees. The flow simulations use laminar perfect gas wind tunnel conditions at a Mach number of 10, a Reynolds’ number of $3.7533 \times 10^5$/foot, a constant wall temperature of 300K, and a density of $4.455 \times 10^{-3}$ kg/m$^3$. Both 2D and 3D simulations were performed with the same wind tunnel conditions on an 8° half angle spherically blunted cone with a nose radius equal to a half an inch.

The flow solver used for the CFD simulations in this paper is the LAURA code, a second-order accurate flux difference splitting finite volume scheme. This code solves the TLNS and NS equations, where the inviscid flux is constructed using Roe’s flux difference splitting and Harten’s entropy fix, with second order corrections based on Yee’s symmetric total variation diminishing (TVD) scheme. The solver makes use of a grid adaptation procedure called ALGNSHK (align-shock) that aligns the volume grid to the bow shock and clusters the grid to the boundary layer. This technique provides a powerful mechanism to increase the efficiency of the available grid points to be used in the simulation of the flow field, at the expense of introducing stretching and being less robust for curved body-to-shock
Fig. 10 Comparison of representative 3D streamwise planes for four different quality meshes, coarsened for visibility.

direction grid lines.

Solution Strategy

LAURA solutions were converged 10 orders of magnitude for each reported 2D solution. For 3D simulations, a convergence criteria of integrated maximum heat transfer rate change less than 0.1% with 2000 iterations between consecutive solutions was used. Different transient paths to steady state convergence for both 2D and 3D were tried to verify process independence. Grid convergence rates are measured by the maximum point change in surface heat transfer for each doubling of the grid size. Grid convergence comparisons are performed by differencing a fine mesh, which has twice as many points in all computational directions, with a coarser mesh, and normalizing the results by the finer mesh solution.

Heat Transfer Rate Grid Convergence in 2D

The converged flow field results for the different grid densities using the axis-symmetric high quality grid are shown in figure 11. Computations with various grid densities are compared to experimental data, whereby predicted and measured laminar heat transfer rate (q) are non-dimensionalized by the Fay and Riddell\textsuperscript{21} heat transfer rate of 13.60 W/cm\textsuperscript{2} for a one inch radius sphere.\textsuperscript{17} It should be noted that the Fay and Riddell heating on a \( \frac{1}{2} \)" radius sphere is 1.414 times the heating on a 1" radius sphere. The heating presented in figure 11 is plotted along the surface of the geometry, where $\xi/\xi_{\text{max}}$ represents the percentage from the nose to the base.

Although the agreement between experimentally obtained and CFD predicted heating appears to be significant along the cone, the measurement uncertainty of the experimental data in this region is closer to 15%. However, agreement of the experimental data and CFD prediction near the sphere-cone junction is better than the cone because the heating is more significant, due to reduced measurement uncertainty in the experimental data. In this region, the comparison of the different grid densities shows that as the grid density increases the agreement of the computation increases. As mentioned earlier, fidelity is a combination of grid resolution and quality. Since the solution on the grid with a point density of (65 × 65) accurately predicts the heating, this grid is considered to be a high fidelity grid. Checking for grid convergence, the solutions from the fine to previously coarse meshes are compared, and shown in figure 12. For this paper, a 2D heating solution is considered to be grid converged if the change in heating from one grid density to the next is less than or equal to 3%, the maximum difference in heating between medium and fine high quality meshes.

For the slightly skewed grid, figure 5, the grid convergence is shown in figure 13. The grid convergence indicates that the change in heating from the (65 × 65) grid density to (129 × 129) grid density is 2.9%. Although the medium mesh satisfies the grid convergence criteria, there is a measurable increase in the solution change with grid refinement, 2.9% versus 2.7%, as compared to the high quality. This slightly skewed grid is visually very similar to the high fidelity grid, but the grid quality measure is able to identify a reduction in quality.

For the highly skewed grid, figure 6, the grid convergence is shown in figure 14. The grid convergence indicates a maximum point heating change of approximately 1.7% from the (65 × 65) to the (129 × 129) grid resolution. In this case, the difference in heating is less than the slightly skewed mesh, yet the differences between the coarse and medium grids are significantly greater than the slightly skewed mesh. Since the grid is significantly different in
Fig. 12  Grid convergence of the high quality grid (GQ=.794).

Fig. 13  Grid convergence of the slightly skewed grid case (GQ=.763).

Fig. 14  Grid convergence of the highly skewed grid case (GQ=.709).

Fig. 15  Lack of grid convergence for the highly stretched grid case (GQ=.614).

point distribution at the outer boundary, and interior curvature, comparisons between the skewed meshes may not be valid. Rather, consistency between the highly skewed mesh and the high quality mesh is more likely the better indicator of solution accuracy.

For the highly stretched grid of figure 7, with a GQ=.614, grid convergence shown in figure 15 is not achieved for the (33 × 33) grid density, nor the (65 × 65) point density. No further solutions were attempted because there was no indication that grid convergence would occur. Under the conditions of convergence, and based on the quality measure, the CFD results from the significantly stretched grid indicates that a stretching of 1.75 is too excessive to obtain accurate analyses.

By comparing the grid converged solutions for the high fidelity, slightly skewed, highly skewed, and highly stretched grids, as shown in figure 16, the differences in heating indicate inconsistencies between the solutions. The comparison of heating for the skewed to high fidelity grids indicate solution differences that are measurable but within the grid convergence tolerance. However, the highly skewed mesh identifies significant degradation of accuracy by as much as 4.7%, which is larger than the grid convergence error criteria. Thus, as the skewness of the grid is increased, the consistency of the solution with respect to the high quality mesh decreases. Clearly the stretched grid is significantly different from the high fidelity and is outside of the grid convergence tolerance. Hence, the same degree of grid convergence is not obtained on the stretched grid.
Fig. 16 Comparison of heating between the high fidelity, skewed, and stretched grid converged solutions.

A correlation of the GQ metric is developed by comparing the surface heat transfer agreement between the high quality, skewed, and stretched grids where the largest magnitude of variation from heating to the high quality mesh is considered. As shown in figure 17, as the GQ measure decreases so does the solution consistency and accuracy. Thus the measure does have some merit in assessing the viability of predicting the capacity of a grid to be useful in obtaining accurate heating.

Fig. 17 Grid Quality metric correlation with axisymmetric flow simulation accuracy.

Heat Transfer Rate Grid Convergence in 3D

For the 3D assessment, a high quality volume grid, two different skewed volume grids, and a stretched volume grid were developed. As noted in the grid generation section of this paper, the solution of elliptic PDEs was used only in the construction of the highest quality volume grid, and not for the lower quality 3D grids. Instead, algebraic methods were used to generate the skewed and stretched meshes.

The CFD simulations performed with the 3D volume grids were similar to the 2D simulations, but performed at an angle of attack of 15 degrees. A different convergence criteria was used for the 3D computations by comparison to the 2D predictions because machine zero was not approachable with the 3D grids due to time required to reach that level of convergence. A simulation was considered converged when the $L_2$ norm of the residuals approached zero, less than 1.0E-6 and the surface heat transfer rate changed less than 0.1% between 2000 iterations. CFD simulations were performed by solving a coarse mesh with every fourth point in the original volume grid, constituting 14 blocks of $(9 \times 9 \times 32)$, a medium mesh with a grid density of $(17 \times 17 \times 64)$, and the original fine mesh density of $(33 \times 33 \times 129)$. The coarse grid was adapted with a cell Reynolds number of 4, and no adaptation was performed on the medium or fine grids. Only grid doubling was used to refine the adapted volume grids. Using two successive grid doubling procedures, the projected cell Reynolds number at the wall was 1.0. This process ensures the correct usage of the Richardson Extrapolation method for error assessment. The maximum stretching that results from this procedure is significantly less than 1.2, which is well within the tolerable limit for LAURA.

To improve the accuracy of viscous gradients modeling, and the leeside separation shown in figure 18, thin-layer viscous terms were retained in the cross-flow and body-normal directions. Also illustrated in figure 18 is the block boundary coinciding with the separation region. Though an unfortunate selection of the block boundary location, the block boundary was not specifically placed in the separation region. Rather, the block boundary location was a result of equal spacing of grid points circumferentially around the cone and a decomposition required to obtain equally dimensioned blocks.

Since the accuracy of the flow field variables has not been validated with experimental data, the consistency among the different volume grids is evaluated. The high quality grid solutions are used as the baseline for comparisons. Differences in surface heat transfer were computed with respect to the high quality mesh, and are shown in figure 19 for the three low quality grids, and tabulated in table 1.

<table>
<thead>
<tr>
<th>Grids</th>
<th>Maximum Difference from HQ (%)</th>
<th>Maximum Heating (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stretched</td>
<td>2.67</td>
<td>4.85</td>
</tr>
<tr>
<td>Moderately skewed</td>
<td>5.83</td>
<td>24.7</td>
</tr>
<tr>
<td>Highly skewed</td>
<td>5.10</td>
<td>20.9</td>
</tr>
</tbody>
</table>

Table 1 Differences in heating and pressure between a quality mesh and poorly generated meshes.
Counter to the axis-symmetric results, the heating differences between the quality and stretched meshes shown in figure 19a is small, but measurable. The peak heating difference occurs outside of the separation region, and is focused on the side of the vehicle near the nose. Illustrated in figure 20a, the peak pressure differences occur in the same region.

Results for skewed meshes shown in figures 19b,c and 20b,c indicate similar trends, but the differences are much more significant. Although the surface heating and pressure percent differences are largest in the separated region where the magnitudes of both quantities are small, there are noticeable differences in the nose region that should not be ignored. In the nose region, the heating differences for the quality and skewed meshes illustrate that increasing skewness reduces the consistency of the solution to the higher quality grid, as shown in table 2.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Minimum Average Heating</th>
<th>Maximum Heating (% diff.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Quality</td>
<td>0.7718</td>
<td>——</td>
</tr>
<tr>
<td>Moderately skewed</td>
<td>0.7298</td>
<td>24.7</td>
</tr>
<tr>
<td>Highly skewed</td>
<td>0.7266</td>
<td>20.9</td>
</tr>
</tbody>
</table>

Table 2 Global skewness effects on heating.

The highly skewed mesh has skewness at approximately 90% from orthogonality just past the sphere-cone interface. In the heating and pressure, this region is characterized by measurable differences to the quality mesh. The problem in this region, as well as the separation region, stems from the missing cross-derivative terms in the TLNS equations; portions of the FNS equations that are assumed to be insignificant. The difference between TLNS and FNS equations is the neglecting of the cross-derivative viscous terms. Due to the heating differences, clearly retaining these terms in the presence of skewness is important to accurately capture the physics of the discretized volume. Thus, as expected, the differences between the quality and skewed meshes are large in a region where TLNS is predictably inaccurate.

The TLNS equations are typically used because the grid density required to accurately resolve cross-flow and...
streamwise viscous contributions to the boundary layer, is prohibitively large on modern computers. Each of the TLNS computations required approximately 25 hours to complete, on a DEC Alpha cluster. But the analysis indicates that TLNS may not be suitable for poorly constructed grids with LAURA.

A set of FNS simulations were performed using the same procedure as that of the TLNS. The FNS simulations required 32.5 hours each; a 33% increase in time to convergence because each iteration was approximately 33% longer in time. These FNS simulations required the same number of iterations, but an increase of 10% in memory. The results of the FNS surface heat transfer differences between the quality and poorly generated meshes are shown in figure 21, and tabulated maximums in table 3.

<table>
<thead>
<tr>
<th>Grids Differenced from Quality mesh</th>
<th>Maximum Pressure (% diff.)</th>
<th>Maximum Heating (% diff.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stretched</td>
<td>6.64</td>
<td>15.98</td>
</tr>
<tr>
<td>Moderately skewed</td>
<td>1.00</td>
<td>3.15</td>
</tr>
<tr>
<td>Highly skewed</td>
<td>1.05</td>
<td>3.87</td>
</tr>
</tbody>
</table>

Table 3 FNS differences in heating and pressure between a quality mesh and poorly generated meshes.

With respect to the skewed meshes, aside from the block-to-block boundaries, the solutions are consistent with the FNS simulation on the quality grid. The largest difference is small, thus indicating that to obtain consistent simulations with skewed meshes to a solution produced on a quality mesh the full Navier-Stokes equations must be used. The skewed meshes also provide extreme heating differences as much as 50% along the block boundaries. Upon investigation of the LAURA software, the cross-derivative terms in the FNS equations use one sided differences at block boundaries. These skewed meshes were converged to machine zero, and no appreciable change occurred in the heating comparison. Thus, a rigid grid quality requirement has surfaced as a result of these computations; volume grids must be orthogonal to the wall at block boundaries for LAURA.

For the stretched mesh, an opposite trend from the TLNS simulation occurs. The heating differences are larger. Again, considering the pressure differences between the quality and stretched meshes as shown in figure 22, there are significant degradations in consistency of predicted pressure. These differences may be related to dispersions caused by the stretched mesh. Since LAURA does not have specific grid metrics to deal with stretched meshes, it appears that the cross-derivative terms are adversely affected by the grid stretching. Hence, neither the TLNS or FNS simulations appear to produce consistent results to the quality volume grid for grid stretching.

A final comparison of heating and pressure was performed between the TLNS and FNS simulations, and is shown in figure 23 and 24, respectively, and tabulated in table 4.

The heating and pressure differences for the high quality grid simulations has a maximum of 5% difference. Because these flow solutions have flow separation and reattachment, this 5% difference is considered acceptable, and any differences greater than 5% for the 3D simulations are evidence...
Table 4 Differences in heating and pressure between FNS to TLNS simulations.

<table>
<thead>
<tr>
<th>Grids</th>
<th>Maximum Pressure (% error)</th>
<th>Maximum Heating (% error)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality</td>
<td>0.66</td>
<td>5.59</td>
</tr>
<tr>
<td>Stretched</td>
<td>6.35</td>
<td>14.9</td>
</tr>
<tr>
<td>Moderately skewed</td>
<td>16.1</td>
<td>35.4</td>
</tr>
<tr>
<td>Highly skewed</td>
<td>12.0</td>
<td>30.0</td>
</tr>
</tbody>
</table>

The skewed meshes follow a different trend than the stretched grid. The TLNS simulations are significantly different than the quality mesh, but the FNS skewed mesh solutions are nearly identical to the quality mesh. If skewed meshes are used, flow simulations should employ FNS equations for accurate predictions. However, the matching block boundaries need to be orthogonal to the wall. Hence, skewed meshes near the wall are not valid flow discretizations for this sphere-cone geometry. Considering that this shape is simple, the data suggests that skewed meshes near the wall should be avoided. For if skewed meshes are used, the FNS simulations require more resources and time to obtain convergence. Practitioners of CFD may consider the balancing of grid generation time to the work required to obtain the flow simulation. But for the cases presented here, the high quality grid required 3 hours to generate which represents 50% more time than generating the low quality meshes. The TLNS simulations were completed with 33% less time and 10% less memory for a savings of 8 hours. Given the trade-off of generating a grid or computing a solution in this study, spending the time generating a grid is more economical. Hence, more efficient use of resources is obtained by utilizing high quality grids.
To assess grid convergence, Richardson Extrapolation was used to extrapolate two existing solutions of grid density to the next grid density. The grid density change between each that is used in this computation was scaled by a factor of 2 in each computational direction, for a total of a factor of eight. Prior to applying Richardson Extrapolation, the solutions are compared to one another at different grid densities. When comparing the high quality mesh surface solutions on the three grid densities, the difference between the coarse and medium peaked at 42.9% while the medium to fine resolution peaked at a 12.4% difference. Likewise, the remaining poor quality grids indicated some grid convergence as shown in table 5.

Based on the convergence data, none of the solutions indicate grid convergence has been obtained. This is due to the difficulty of resolving leeside flow separation. By comparing an extrapolated solution from the medium grid to the fine grid solution, to the fine grid solution of each grid type, the solutions appear to be within 8% of fully converged, as shown in table 6.

Considering the solutions are within the measurable differences between the high quality mesh and the remaining poor quality meshes, the comparisons of surface heating and pressure are valid. The TLNS computations with skewed grids have higher percentage heating differences with respect to the high quality mesh than the extrapolated grid convergence data for the skewed grids using the FNS computations. This indicates that if skewed grids are to be used for leeside flows, the FNS equations should be solved instead of the TLNS. Conversely, the FNS computations for the stretched grid shows differences in the heating that is greater than the extrapolated convergence data for the stretched grids, by comparison to the TLNS computations. Thus, improved consistency is possible using the
TLNS equations on stretched grids when using LAURA. However, with respect to the FNS and TLNS predicted heating differences for the high quality grid, the stretched and skewed meshes are significantly different from one another. In order to use the TLNS equations effectively as a reduction in complexity of the NS equations, there should be consistency between the FNS and TLNS computations. Only on the high quality mesh does this consistency exist. Thus, use of the high quality mesh as a baseline for comparisons is valid because a change in the equations that...
Table 6  Grid convergence based on heating from extrapolating medium and fine solutions, and comparing to fine grid solution.

<table>
<thead>
<tr>
<th>Volume Grid Type</th>
<th>TLNS - Extrapolated to Fine (%)</th>
<th>FNS - Extrapolated to Fine (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Quality</td>
<td>4.15</td>
<td>6.0</td>
</tr>
<tr>
<td>Stretched</td>
<td>6.70</td>
<td>7.95</td>
</tr>
<tr>
<td>Moderately skewed</td>
<td>5.63</td>
<td>5.95</td>
</tr>
<tr>
<td>Highly skewed</td>
<td>5.54</td>
<td>5.96</td>
</tr>
</tbody>
</table>

Table 7  Grid Quality metric of the grids used in this study.

<table>
<thead>
<tr>
<th>Volume Grid Type</th>
<th>GQ Before Grid Adaptation</th>
<th>GQ After Grid Adaptation</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Quality</td>
<td>0.7271</td>
<td>0.7400</td>
</tr>
<tr>
<td>Stretched</td>
<td>0.6427</td>
<td>0.6536</td>
</tr>
<tr>
<td>Moderately skewed</td>
<td>0.6959</td>
<td>0.7070</td>
</tr>
<tr>
<td>Highly skewed</td>
<td>0.66008</td>
<td>0.6935</td>
</tr>
</tbody>
</table>

In order to determine a correlation, the surface heating and pressure differences from the high quality mesh by comparison to the low quality meshes are plotted with the grid quality metrics. Only the measure before grid adaptation will be considered for a correlation because the initial GQ metric is the consistent measure prior to any alterations of the volume grid. As shown in figure 25, if the skewness, or degree of orthogonality is considered, the differences between FNS and TLNS computations for the range of measured GQ show significant degradation of the solution. Conversely, the stretched mesh could be considered a good grid because of its proximity to the high quality mesh in the orthogonality correlation. But from the FNS computations, the stretched mesh has heating differences of approximately 15%. Hence, orthogonality alone does not capture the overall quality of the grid.

Likewise, illustrated in figure 26, the stretching measure places the skewed meshes in the same range as the high quality mesh, but the stretched mesh is identified as not even close to the high quality mesh. Thus, stretching alone provides no conclusive correlation. Rather, both stretching and skewness measures have to be combined to isolate the high quality mesh from the poor quality meshes, so that some relationship between the effects of each quantity can result in a usable correlation. By dividing the skewness by the stretching, the combined effect is shown in figure 27, which still fails to correlate because the skewed meshes are too close to one another.

However, simple inspection of the grids indicates that the highly skewed mesh is significantly different from the moderately skewed mesh. This difference is not identified by just stretching and skewness. To separate the effect of the skewness within the quality measures, an additional assessing value is incorporated into the overall GQ measure. This is the grid line straightness. The effect this has on the GQ metric is the separation of the highly skewed from the moderately skewed. The result of using the straightness factor is shown in figure 28. The problem with the proposed set of measures is that the solution differences do not correlate with the GQ. But the data does show a trend; the lower GQ values have reduced consistency of the sur-
face heating and pressure. The GQ measure does illustrate that the three measures can be used in the combination because higher stretching and increased skewness does reflect low GQ values. The choice of global quantities may be the source of the non-correlative nature of the data obtained. Therefore, further refinement of the individual measures is warranted. For this study, using LAURA applied to a slender spherically blunted cone in 3D with flow separation and attachment, the region of acceptable GQ measures of grids that could be used to accurately predict flow field data is above the 0.72 value. This relates to heating accuracy within 5% and pressure accuracy within 2%, as shown by the red line in figure 28. Though the GQ measure of 0.72 is not a threshold, reduced GQ measure can result in the degradation of flow field prediction accuracy as indicated by the data.

### Concluding Remarks

A method for determining the quality of a structured grid with respect to global measures is presented, consisting of the product of skewness and straightness divided by the stretching. The grid quality metric, which ranges from 1 at the best to 0 at the worst with typical grids falling in the range [0.6-0.8], is used to characterize structured grids for the simulation of hypersonic flow. A sphere-cone at wind tunnel conditions was used to evaluate the applicability of the grid quality measure.

The grids used in this study primarily vary the skewness and stretching, although straightness is impacted to a lesser degree, to determine the effect of grid quality on computed surface heat transfer and pressure predictions. Comparisons of heat transfer rate predicted via grid converged solutions indicate that domain discretizations with the least skewness, least stretching, and straightest grid lines result in heating predictions that are consistent with the least computational resources required. Thin-layer Navier-Stokes (TLNS) equations are usable on high quality meshes as compared to the need to use full Navier-Stokes (FNS) equations for some low quality meshes. A grid that exhibits high quality features also has the largest grid quality metric. As the skewness of the grid is increased, the accuracy of the heating prediction decreased. The grid with stretching does converge, but does not accurately predict pressure and surface heat transfer when using the FNS equations.

Structured grids of reasonable quality can be used to obtain accurate aerothermodynamic simulations, but as the grid quality increases the types of equations in use can be simplified. The leeside separation on the 3D sphere-cone is the most difficult feature of the flow field to predict as compared to the windside. If solutions for the leeside can be shown to be consistent when using the TLNS equations, then the use of TLNS in a preliminary design process could provide detailed analyses in a timely manner. The higher quality grid tends to reduce the magnitude of cross-derivative grid metrics. Thus, using FNS or TLNS produces similar results for the high quality grid. However, the skewed meshes required the FNS to obtain accurate simulations. Under the conditions of the sphere-cones analyzed in this paper, the FNS requires 33% more time to converge for the same number of iterations, and approximately 10% more computer memory than TLNS. Hence, maximizing the use of TLNS may enable the incorporation of computational fluid dynamics in a preliminary design process.

The grid quality measure does provide a mechanism to combine the effects of multiple grid quality measures that may lead to a usable grid quality measure, even though it is not the most definitive at assessing the capacity of a grid to produce accurate flow solutions. Only through use can the measure be refined to provide enhanced correlation of grid quality to flow properties.
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