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Summary

Two trends of NASA missions are the use of multiple small spacecraft and the development of an integrated space network. To achieve these goals, a robust and agile communications system is needed. Advancements in field-programmable gate array (FPGA) technology have made it possible to incorporate major communication and network functionalities in FPGA chips; thus this technology has great potential as the basis for a reconfigurable communications system. This report discusses the requirements of future space communications, reviews relevant issues, and proposes a methodology to design and construct a reconfigurable communications system for small scientific spacecraft.

Introduction

There are two important trends of NASA’s future scientific missions: the use of multiple satellites and the development of an integrated space communications network. To support these trends, a new type of communications system is needed. The system has to be relatively inexpensive, flexible, robust, and able to incorporate the Open Standard Interconnection (OSI) seven-layer models (ref. 1). Field-programmable gate array (FPGA) is a technology used to construct custom digital circuits. An FPGA device consists of programmable logic cells and switching interconnects that can be reconfigured in a laboratory or in the field. Recent advancements have improved the density of the device and have made it possible to construct sophisticated systems entirely by using FPGA chips. Because of its field programmability and capacity, FPGA is a good candidate for space-based applications.

This report investigates the use of FPGA to construct a reconfigurable communications system for small space spacecraft and suggests a design methodology to achieve this goal. The next section of this report discusses future NASA communication requirements and reviews current relevant technologies. Then an overview on reconfigurable systems is provided, and the application of FPGA to a space-based communications system and its benefits are discussed. The section following reviews the platform-based design methodology and suggests the platforms needed to facilitate the design and construction of a reconfigurable communications system. The last section provides a summary.
Background

Communication Needs for Future NASA Missions

In the past, a NASA mission was normally completed by a single-spacecraft system. The spacecraft was usually large, sophisticated, and designed to satisfy the requirements of that particular mission. The onboard communications system was also customized to meet the specific need of the mission. The communications system is usually functioning as a “pipe” that transmits raw data from a satellite to a ground station or to a relay satellite as with the Tracking and Data Relay Satellite System (TDRSS) (ref. 2). The OSI model is partially incorporated in these traditional systems: even though a single-spacecraft system contains sophisticated antenna and radiofrequency (RF) circuits and utilizes complex modulation and channel coding schemes, it performs the same functionality as the physical layer of the OSI seven-layer model. As shown in figure 1, the physical layer contains multiple sublayers to perform the functions of antenna, data conversion, data formatting, and channel coding.

There is a trend in future space missions toward use of a multiple-spacecraft system—a collection of small, simple spacecraft in close coordination. Small spacecraft have the advantages of low cost, mass production, greater reliability, lower launch costs, and greater launch flexibility. Multiple-spacecraft formations have been investigated by the Air Force (refs. 3 and 4) as well as by NASA for future missions such as the Dynamic Response and Coupling Observatory (DRACO) (ref. 5) and Micro-Arcsecond X-ray Imaging Mission (MAXIM) (ref. 6). There is another trend toward developing an integrated space-based communications network. The network will facilitate the future communication needs and mirror the capability and flexibility of the terrestrial Internet (ref. 1). These trends impose new requirements on a spacecraft’s onboard communications system. First, a multiple-spacecraft system may contain up to one hundred satellites requiring close coordination for navigation, data gathering, or data processing. They essentially form an intersatellite network. Second, each spacecraft’s communications system may support the OSI upper-layer functionalities. Third, since each satellite can only accommodate a small payload, there are severe constraints on the weight and power of the communications hardware. Fourth, the multiple-spacecraft system is expected to be more flexible and able to be reconfigured to adapt to the evolving mission needs or react to new situations (ref. 7).

Review on Relevant Technology

While wireless communications and FPGA technology are active research topics, focused research on a reconfigurable communications system for space applications has just begun. However, there are several research areas that are relevant to its development. The following list summarizes their relevance to a reconfigurable communications system:

• Space-based Internet—Space-based Internet studies examine the actual network architecture and protocols, not the hardware implementations, for space applications (refs. 1 and 8).
• Wireless local area network (LAN)—Wireless LAN utilizes wireless medium, as in space communications. Its signal is relatively strong, though its distance is relatively short (up to a few hundred meters).
• Software radio—Software radio utilizes reconfigurable technology to meet different cellular communication standards (ref. 9). It is focusing on a cellular switching network rather than a general Internet application.
• Sensor network—Sensor networks use small, networked devices that collect and transmit data (refs. 10 and 11). The focus is primarily on self-reorganization, and its communications system is much more primitive than that of a spacecraft.
• Network processor—Network processors target high-speed switching and routing for terrestrial links (refs. 12 and 13). It may be overkill for the routing need of a space-based system.
• Reconfigurable computer—Reconfigurable computer studies examine the reconfigurable hardware for general applications and computation (ref. 14) but do not focus on communications systems.
• FPGA in space applications—Some researchers are interested in applying FPGA for space applications (refs. 15 and 16). However, their focus is on data processing rather than communications.

FPGA-Based Reconfigurable Communications System

Layered Model

The OSI seven-layer model divides the functions of a protocol into a series of layers. Each layer has the property that it only uses the functions of the layer below, and only exports functionality to the layer above. A system that implements protocol behaviors consisting of a series of these layers is known as a “protocol stack” or “stack.” Protocol stacks can be implemented either in hardware or software, or a mixture of both. Typically, only the lower layers are implemented in hardware, with the higher layers being implemented in software. A revised OSI layer model for a spacecraft-based communications system is shown in figure 1.

![Layered Model Diagram](image)

**Figure 1.**—Open Standard Interconnection (OSI) layer model and implementation technology. ASIC is application-specific integrated circuit; ASSP, application-specific signal processor; DSP, digital signal processor; FPGA, field-programmable gate array; GPP, general purpose processor; IP, Internet Protocol; NP, network processor; and TCP, Transmission Control Protocol.
Traditional Implementation

Because the functionalities, characteristics, and processing speeds of the OSI model layers are very different, a variety of hardware technologies is utilized to implement them. Typical implementation technologies are shown in figure 1. The physical layer is expanded to reflect the structure of a typical space-based communications system (refs. 17 and 18). The two bottom sublayers are the antenna and frequency conversion. Because of the high operating frequency, the implementation is done by analog circuitry. The next sublayer is modulation and demodulation (intermediate frequency (IF) circuit). In the past, it was also implemented by analog circuitry. As digital electronics continues to improve, it has become possible to digitize traditional analog functionalities to achieve better efficiency. This is normally done by using a high-performance digital signal processor (DSP), application-specific signal processor (ASSP), or application-specific integrated circuit (ASIC). The next sublayer is encoding and decoding. Because of the algorithm complexity and speed requirement, dedicated digital circuits are needed such as ASIC or ASSP implementations.

The data link layer, including the medium access control (MAC) sublayer, processes the data on a per-bit basis and thus still operates at a relatively high rate requiring an ASSP or ASIC chip, which is customized to a specific protocol. In the network layer, the data is processed on a per-Internet Protocol (IP)-packet basis. For a node in a LAN, it only involves the generation of an IP packet and the operation can be handled by a simple general purpose processor (GPP). On the other hand, if the node is a router, it has to do routing in real time, which involves data comparison, table looking, and buffering. This function can be performed by specialized network processors (NP) or ASIC. The Transmission Control Protocol (TCP) layer involves the establishment of the connection, generation of the TCP packet, and flow control. In a TCP packet the data is processed at a relatively low rate and can be implemented by a GPP.

Potentials of FPGA Implementation

As discussed in the previous section, several different electronic approaches are needed to construct the complete communications stack. For a regular terrestrial implementation, there are many varieties of components and technologies to choose from, and new parts are continuously being developed for new functionalities and applications. Unfortunately, most of these commercial-off-the-shelf (COTS) components cannot be used in space-based applications.

In space, high-energy particles are introduced by galactic cosmic rays and solar flares and are encountered by a spacecraft as it passes through the Earth’s radiation belts. Today’s sophisticated electronic devices are sensitive to these kinds of radiation and will be damaged and malfunction while exposed in this environment (refs. 19 to 21). Thus, most COTS components are unsuitable for space missions.

To overcome the radiation, special design techniques and fabrication processes have to be used. Developing a space-qualified, radiation-hardened component is very difficult. Also, because of the small number of space applications, the demand for these components is far less than for commercial components. Thus, few radiation-hardened components are developed, so there is a significant gap between space electronics and state-of-the-art technology. Ironically, while space exploration pushes the edge of science and engineering, it is limited to relatively old electronic technology. The very limited choice of modern electronic parts imposes a severe constraint on the design and implementation of a space-based communications system.

An FPGA device consists of programmable logic cells and switching interconnects that can be configured to perform a specific function. In a static random access memory (SRAM) FPGA device, the configuration information is stored in internal SRAM cells, and the device can be reconfigured by rewriting the SRAM. Radiation-hardened versions of some FPGA devices have also been developed (refs. 19, 22, and 23) and are suitable for space-based applications. In the past, programmable devices are normally used as “glue logic” for large components. However, recent advancements have improved the
density of the devices and have made it possible to construct sophisticated systems entirely using FPGA chips. Because of its field programmability, capacity, and radiation hardness, FPGA technology is a good candidate for space-based applications. It is possible to utilize FPGA technology to incorporate functions of the data link layer, network layer, transport layer, the channel encoding and decoding sublayer, and the modulation and demodulation sublayer. One or more FPGA chips will be used to replace GPP, DSP, ASSP, and ASIC components, as shown in figure 1.

The reconfigurability of FPGA technology offers a tremendous advantage for space-based applications. The major potential benefits include

- Fabrication cost—Unlike an ASIC that has to be fabricated in a special facility, an FPGA-based design can be constructed by configuring the SRAM in the field and involves a nonrecurring engineering (NRE) cost. This is very important for space-based applications since the demand is really small.
- Resource sharing—Since an FPGA chip can be configured to different functions, the hardware can be shared by different applications in a time-multiplexed fashion. For example, the same chip can be first configured for data processing and then configured as a communications system to transmit the result to a ground station. It is also possible to configure the same chip for either intranetwork communications (like LAN) or internetwork communications (between spacecraft and ground station). Since the weight and power of a small spacecraft are severely constrained, resource sharing will be extremely beneficial.
- Adaptivity—Since FPGA can be reconfigured in the field, the circuit can be modified to meet new missions needs or to react to unforeseen events. It can also make the communications system backward compatible (i.e., be compatible with an existing system that is still in service) or forward compatible (i.e., be compatible with future protocols).
- Upgradeability—Unlike ASIC or ASSP, whose functionality is fixed when fabricated, FPGA can always be upgraded in the field later when a new, more efficient algorithm or scheme is developed.
- COTS availability—The choices of commercial space-qualified, radiation-hardened parts are very limited. The design becomes more difficult as the number of components in a system increases. Since an FPGA chip is a generic device that can be configured for a variety of functions, only one radiation-hardened component needs to be developed. Currently, radiation-hardened FPGA parts are available from a major FPGA manufacture (refs. 22 and 23).
- Use of latest digital technology—Because of the requirement of radiation hardness, there is normally a 3- to 6-year gap between a state-of-the-art digital component and its space-qualified counterpart. Since an FPGA device is essentially an array of identical logic cells, developing a radiation-hardened version is relatively simple, and its capability is closer to state-of-the-art technology.

**Design Approach**

**Platform-Based Design Methodology**

A reconfigurable communications system is a very complex implementation. First, protocols have to be implemented in upper OSI layers as well as coding and modulation schemes implemented in the physical layer. Second, these protocols and schemes are not fixed, and a protocol and scheme can be replaced if needed. The ability to manage complexity is a key factor for a successful construction. This project will use a methodology known as “platform-based design” (refs. 24 and 25), which divides the system into manageable levels and facilitates architecture flexibility and design reuse.

A platform can be thought of as a set of common core functions that are needed by an application domain. A diagram illustrating the relationship between application domains, platforms, and implementation is shown in figure 2. A platform is essentially an abstraction that shields unnecessary implementation details from the lower level. For a complex system, this abstraction has to be done in several levels, and a sequence of platforms is needed. The implementation of a higher level platform...
becomes the application domain of a lower level platform. For example, digital modulation can be considered as an application domain that includes various modulation schemes. Implementations of these modulation schemes are different but may use some common functions, such as integer multiplication, discrete Fourier transformation, and accumulation. These core functions constitute the platform for digital modulation schemes. The platform only specifies what the functions are, not how they are implemented. The functions may be implemented in programmable logic cells or circuits.

In addition to the complex management, the platform-based design has two other major benefits. First, this methodology encourages design reuse. Instead of designing a circuit for every new application, this approach identifies the core building blocks for a set of similar applications and lets different applications use the same building blocks. When a new application needs a nonexisting block, the block has to be designed from scratch. However, once the block is completed, it can be put into the platform and becomes part of the inventory that can be used in future applications. Second, this methodology facilitates the reconfiguring process. The platform-based design establishes a collection of components at each level. Reconfiguration can be accomplished by selecting the proper components and “plugging” them into the system.
Identification of Platforms

The platforms for spacecrafts’ communications systems should follow the expanded OSI layer model in figure 1. The primitive investigation has identified five application layers: TCP/IP, network routing, data link, channel encoding and decoding, and modulation and demodulation. For each platform, functionality, operation speed, and implementation complexity must be considered. Operation speed frequently is a major criterion in a communications system. While the same amount of information is passed through communication layers, the required operation speed is different for each platform. For example, in a TCP/IP platform, information is processed on a per-packet basis. Since a packet contains at least several hundred bits (for example, there are 24 bytes in a TCP packet header), the processing rate is only about one-thousandth of the bit rate. On the other hand, in a modulation/demodulation platform, the analog signal has to be oversampled and digitized, and the processing rate can be much higher than the bit rate.

The following sections give a general overview on the functionality and processing speed of each platform and provide an initial assessment on the complexity of FPGA implementation. The implementation of all modules will be done using very high speed integrated circuit hardware description language (VHDL) and will then be synthesized to the chosen FPGA device.

**TCP/IP.**—This platform implements the TCP and nonrouting part of the IP. Its functions include the establishment and termination of a connection, flow control, fragmentation and reassembly, and address resolution. The data in this level is processed on a per-packet basis. Because this processing rate is much slower than bit rate, the processing can be handled by GPP, and the functions are normally implemented using software routines, frequently known as I/O drivers. Since the goal is to implement the entire communications system in a single FPGA chip, no external processor will be used. There are two possible ways to implement the functions: One is to construct a small embedded GPP and develop the driver code accordingly. The alternative is to derive an extended finite-state machine to follow the transactions defined in the protocol and then to develop the hardware.

**Network routing.**—This platform implements the routing part of the IP. Its functions include address filtering, table searching, buffering, etc. The data is processed in this level on a per-packet basis. However, instead of processing one packet at a time, the router has to handle multiple incoming links and outgoing links concurrently and thus demands more computation power. In terrestrial network, high-speed routing is normally done by an NP or ASSP. Since a multiple-spacecraft system is a small, self-contained network, it should not have a large number of incoming and outgoing links. The routing table and necessary functions can be implemented in an FPGA.

**Data link and MAC.**—This platform implements the functions of the data link layer protocol. While most functions, such as flow control, are processed on a per-packet basis, the others, such as the generation and checking of the error control code, are processed on a per-bit basis. To handle the bit stream, the processing rate has to be increased significantly. However, since most functions in this platform are fairly simple, they can be implemented in an FPGA.

**Channel encoding and decoding.**—This platform implements the functions for channel encoding and decoding for communication channels (refs. 18 and 26). Because of the weak signal power and high noise level, powerful channel encoding and decoding schemes have to be used. The channel codes must be powerful enough for the low-signal-to-noise-ratio environment, yet relatively simple for implementation in an FPGA. Traditional codes for satellite communications like convolutional codes, BCH (Bose, Chaudhuri, and Hocquenghem) codes, and RS (Reed-Solomon) codes can be considered. Recently developed turbocodes are powerful, but require a sophisticated decoder. New types of codes called concatenated tree (CT) codes have near-optimal performance and are very easy to decode.

**Modulation and demodulation.**—This platform implements functions for digital modulation and demodulation schemes, which utilize digital electronics for IF circuitry (refs. 26 and 27). There are two possible approaches: One is to “digitize” traditional schemes, such as binary phase-shift keying (BPSK) or quadrature phase-shift keying (QPSK). The other is to use orthogonal frequency division multiplexing (OFDM), in which modulation and digitization are naturally combined in one step using digital signal
processing. The functions necessary to implement these schemes include multiplication, DFT and inverse DFT, digital filtering, etc. Digital demodulation has to sample the analog waveform and covert it via an analog-to-digital (A/D) converter. The sampling and A/D conversion significantly increase the data rate, which can be much higher than the bit rate. While today’s FPGA devices should be able to implement the required functions, it is unclear whether they can provide enough computation power to meet the stringent processing requirements. In light of this, OFDM has an advantage in that the sampling rate is significantly lowered by dividing the data stream into multiple data streams of lower rates.

Conclusions

A networked and reconfigurable communications system is needed for NASA’s future small spacecraft. Because of its field programmability, capacity, and radiation hardness, field-programmable gate array (FPGA) technology can be used to construct these systems. FPGA chips can be designed to incorporate communication and network functionalities and thus replace all individual application-specific signal processor (ASSP), digital signal processor (DSP), and general purpose processor (GPP) components. A platform-based design methodology that facilitates architecture flexibility and design reuse will be used to divide the system into manageable levels. The recommended platforms are Transmission Control Protocol/Internet Protocol (TCP/IP), network routing, data link, channel encoding and decoding, and modulation and demodulation.
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