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ABSTRACT
In this paper we describe the design and implementation of a static array-bound checker for a family of embedded programs: the flight control software of recent Mars missions. These codes are large (up to 280 KLOC), pointer intensive, heavily multithreaded and written in an object-oriented style, which makes their analysis very challenging. We designed a tool called C Global Surveyor (CGS) that can analyze the largest code in a couple of hours with a precision of 80%. The scalability and precision of the analyzer are achieved by using an incremental framework in which a pointer analysis and a numerical analysis of array indices mutually refine each other. CGS has been designed so that it can distribute the analysis over several processors in a cluster of machines. To the best of our knowledge this is the first distributed implementation of static analysis algorithms. Throughout the paper we will discuss the scalability setbacks that we encountered during the construction of the tool and their impact on the initial design decisions.
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1. INTRODUCTION
It is well-known that runtime errors plague the development of large mission-critical software. In 1996, the explosion of Ariane 501 shortly after launch was due to an overflow in an arithmetic conversion. This failure cost over $500 millions to the European space program. Classical verification techniques based on development process, code reviewing and testing were unable to detect that defect. This overflow could have been detected by employing static analysis techniques which can automatically inspect the text of a program and check the safety of all operations. As a matter of fact, the failure of Ariane 501 gave birth to a commercial static analysis tool called PolySpace Ada Verifier [22]. This tool can perform precise static analysis of large Ada programs (over 1 MLOC) and find runtime errors. In previous articles [5], we have reported our experience with C Verifier (the C version of Ada Verifier) on real NASA software. Unfortunately, we found that C Verifier does not scale as well as its Ada counterpart. In short, we had to limit our analysis to code pieces of 20 to 40 KLOC and we obtained 20% of warnings after 8 to 12 hours of analysis. This level of performance was not enough to convince NASA software developers to adopt the technology.

We analyzed the reasons for these limitations and we decided to address them by prototyping our own static analysis tool called C Global Surveyor (CGS). We believe that it is extremely hard to build a static analyzer that works well for any C programs. The precision of a static analysis tool is measured in terms of the percentage of operations in the program that can be decided as safe (or unsafe). Precision is the main metric for judging the quality of a static analyzer. Therefore, designing a static analyzer for any type of C programs forces the tool implementer to make tradeoffs that sacrifice scalability. We extensively experienced with PolySpace C Verifier on a variety of NASA programs and we observed that precision remained consistently around 80%. However, there was a huge discrepancy between execution times, from a couple of hours to days. Our driving philosophy is that designing a tool for specific coding style and software architecture allows us to make different tradeoffs that optimize execution time for the software family we target.

Cousot et al. [3] used a similar approach to build a static analyzer that is specialized for software developed by Airbus; it can analyze 75,000 lines of C code without producing any warnings. Our goal with CGS is not as ambitious. Whereas the software analyzed in [3] is safety-critical, single-threaded and uses a very restricted subset of C, we have to analyze programs that are multithreaded and use the full power of pointer arithmetic. Our main purpose is to achieve a level of precision comparable to that of PolySpace C Verifier with much lower execution times, since in our case this is the de-
approximation of the heap $H_0$ and we construct a decreasing sequence $H_0 \supseteq H_1 \supseteq \cdots \supseteq H_n$ of abstract heaps with respect to the refinement order. We can use the pointwise extension of the narrowing of intervals to define a narrowing operation over abstract heaps. We can then automate this process, using the narrowing to enforce stabilization. Automatic stabilization is not implemented in the current version of CGS, the user must explicitly give the number of refinement steps that shall be computed.

To illustrate this mechanism, consider for example a program working on an array $A$ of two pointers, a pointer variable $P$ and two integer variables $I$ and $J$, and made of three simple threads defined as follows:

```c
void task1() { void task2() { void task3() {
} }
}
```

Imagine that we are provided with a conservative field-insensitive approximation $H_0$ of the memory graph as follows:

$$H_0 = \left\{ \langle &A, [\infty, +\infty], [8, 8] \rangle \mapsto \langle &I, [\infty, +\infty], [4, 4] \rangle \right\}$$

assuming pointers and integers occupy four bytes in memory on the architecture considered. After one step of iteration, the elements at indices 0 and 1 of array $A$ are entirely determined, however the value of $P$ is computed from the points-to information contained in $H_0$. Therefore we obtain the following memory graph:

$$H_1 = \left\{ \langle &A, [0, 0], [8, 8] \rangle \mapsto \langle &I, [0, 0], [4, 4] \rangle, \langle &A, [4, 4], [8, 8] \rangle \mapsto \langle &J, [0, 0], [4, 4] \rangle, \langle &P, [0, 0], [4, 4] \rangle \mapsto \langle &I, [-\infty, +\infty], [4, 4] \rangle, \langle &P, [0, 0], [4, 4] \rangle \mapsto \langle &J, [-\infty, +\infty], [4, 4] \rangle \right\}$$

Note that the offset in the memory block &P has been solved because the assignment $P = A[0]$ writes its lefthand side at the offset 0. After one more iteration step, the assignment to $P$ in task 2 can be precisely solved, since the memory layout of $A$ has been completely determined at the previous iteration step. We finally obtain:

$$H_2 = \left\{ \langle &A, [0, 0], [8, 8] \rangle \mapsto \langle &I, [0, 0], [4, 4] \rangle, \langle &A, [4, 4], [8, 8] \rangle \mapsto \langle &J, [0, 0], [4, 4] \rangle, \langle &P, [0, 0], [4, 4] \rangle \mapsto \langle &I, [0, 0], [4, 4] \rangle \right\}$$

It now remains the problem of bootstrapping the iterative process, i.e. obtaining the first approximation $H_0$. We first used Steensgaard's analysis [24] enhanced with Das' one-level flow edges optimization [13]. However the resulting abstract heap was too coarse, and there were spurious points-to relations introduced at that stage that remained in all subsequent refinement steps. One source of imprecision was due to the way message queues are allocated. The unique malloc call that creates a queue is nested within several function calls. Since in our memory model allocations can only be distinguished by the syntactic location of the corresponding malloc, all message queues were merged, resulting in an unrecoverable loss of precision. Adding an option to CGS allowing to inline the corresponding functions solved this problem. The idea is to treat isolated sources of imprecision manually in this way rather than complicating the pointer analysis in order to cover all special cases. The drawback is that this kind of instrumentation can only be done by a high-end user who perfectly knows the internals of the analysis and how to cope with this kind of situation (see also [3] for a discussion of this issue).

A substantial amount of the remaining spurious points-to relations was due to brutal unification operations in Steensgaard's analysis caused by pointers stored in global variables. The solution consisted of extending Das analysis in order to be able to handle n-level flow edges without sacrificing efficiency. We believe that scalable versions of Andersen's analysis [2] could have been considered as well for the bootstrap [18]. We unfortunately did not have the time to implement an inclusion-based analysis and compare the results.

This ends the presentation of the abstract interpretation framework implemented in CGS. We now have to present the details of the abstract semantic equations.

3. ABSTRACT SEMANTICS

The symbolic and numerical parts of an abstract memory reference are independent, which means that we can compute these two pieces of information separately. We just need to perform a reduction operation $\sigma$ whenever there is a context change (function call) or an interaction with the abstract heap (memory read). The choice of performing a cartesian approximation for the abstract memory references was mainly motivated by this simplifying assumption in the abstract semantics.

We generate two separate sets of semantic equations for each function in the program, one for the symbolic part in the form of inclusion constraints between points-to sets, the second as a system of numerical constraints between offset and size variables. The resolution of these equations follows the call graph by propagating call contexts made of points-to sets and intervals. The symbolic and numerical systems associated to a function $f$ are solved separately for all possible call contexts of $f$ (depending on whether context-sensitivity is enabled for this function or not). The resolution of these two systems of equations is interleaved, interactions occurring whenever some information is retrieved from the environment, i.e. by a memory read. In this case we have to combine the numerical and symbolic information in order to query the memory graph $H$ used at this step of the resolution.

3.1 Points-to Inclusion Constraints

Given a function $f$ of the program, we associate a metavariable $A_f$ to each local variable $p$ of $f$ that may carry a pointer (either a pointer variable itself or a compound variable with pointer-valued fields). These metavariables represent the first component of an abstract memory reference, i.e. a set of symbolic addresses. Following the model defined in [26] we associate an anchor metavariable $A_f$ to each location $l$ of a memory read operation or a function call that may return a pointer. The metavariable $A_f$ represents the set of addresses returned by the read operation or the function call. We similarly assign a special anchor metavariable $A_{a\Omega}$ to each formal parameter $x$ of $f$ that may carry a pointer. This anchor denotes the points-to set of the argument passed to the function and is used during interprocedural propagation. Following Andersen's model [2] we use inclusion constraints of the form $A_p \supseteq A_q$ to relate the metavariables.

The generation of inclusion constraints is quite straight-
forward. For all assignments \( p = q \), \( p = q + n \) (pointer arithmetic) or \( p = (T \ast q) \) (type cast), we generate a constraint \( A_p \supseteq A_q \). For all memory read operation \( p = \ast q \) or function call \( p = f(\ldots) \) at a location \( \ell \) in the program we generate a constraint \( A_p \supseteq A_q \) and we record a semantic operation \( \text{read}(A_p, A_q) \) which is used during interprocedural propagation for querying the abstract memory graph. A memory write operation \( \ast p = q \) is not assigned an inclusion constraint, it is simply assigned a semantic operation \( \text{write}(A_p, A_q) \) which is used at the end of an analysis pass to generate a new abstract heap, as described in the previous section. Similarly a return \( p \) statement is recorded separately as \( \text{return}(A_p) \) and is used for the construction of the transformers in the backward propagation phase described in Sect. 3.3. We must also add the constraints corresponding to the implicit binding relations between formal and actual parameters as follows: \( A_x \supseteq A_{a\ell} \) for all formal parameter \( x \) of \( f \).

The resolution of these constraints differs from Andersen's algorithm [2] since read operations retrieve data from the abstract memory graph \( H \) and require some information about the offset at which the memory block is read. Our algorithm consists of a local fixpoint iteration that computes a set of symbolic addresses for each metavariable of \( f \) and launches the resolution of numerical constraints on demand whenever a memory read is encountered. For efficiency the resolution algorithm implemented in CGS first computes the directed acyclic graph of strongly connected components of the dependency graph of the system of inclusion constraints. The iterations are then performed locally on each strongly connected component following a weak topological ordering of the metavariables [4].

### 3.2 Numerical Constraints

Classically, when building an abstract interpretation of numerical computations, the abstract semantic equations follow the program structure [12]. A loop statement in the body of a function will appear as a recursive dependency in the equations. Solving the system precisely usually requires computing two fixpoint iterations, the first one with widening the second with narrowing. These calculations should be performed on the whole program, i.e. hundreds of thousands lines of C, at each step of the heap refinement process described in the previous section. In practice, we measured that at least five global iterations over the program are needed to achieve a good level of precision. It was unrealistic to perform a full-strength fixpoint iteration at each step; it would severely impair the efficiency of the analyzer. We decided to first compute a summary of each function of the program by using a relational numerical lattice as described in [11].

As for the points-to inclusion constraints, given a function \( f \) of the program, we associate two numerical metavariables \( Q_f \) and \( S_f \) to each local variable \( p \) of \( f \) that may carry a pointer. The metavariables \( Q_f \) and \( S_f \) represent respectively the offset and size ranges of the abstract memory reference returned by the operation at that point. We similarly attach special anchors \( \alpha_{Q_f} \) and \( \gamma_{Q_f} \) (resp. \( \alpha_{S_f} \) and \( \gamma_{S_f} \)) to each pointer-valued (resp. integer-valued) formal parameter \( x \) of \( f \).

We could also attach anchor metavariables \( I_\ell \) to each location \( \ell \) of a memory read operation or a function call that returns an integer. CGS actually has command-line options to generate such anchors. The representation of integer values in the abstract heap is identical to that of pointers, i.e. it consists of mapping a memory location \( [a, O, S] \) to an interval \([a, b]\). Some extra care is required when reading an integer from the heap in order to ensure that the offset of the read operation is aligned with the offset of the integer in the memory block, otherwise this would result into returning a truncated value. Similarly we have to make sure that the sizes match, for example if we try to read a byte from the location of an integer, otherwise the results would be inconsistent. We address these issues in a very simple way: whenever we encounter a read operation of an integer of size \( s \) from the address \( a \) at the offset \( O' \) and there is a mapping \( [a, O, S] \mapsto [a, b] \) in the abstract heap, we return the interval \([a, b]\) if and only if \( O \) and \( S \) are singletons and \( O = O', S = [s, s] \). We return \([-\infty, +\infty]\) otherwise. Surprisingly enough, the experiments showed no noticeable gain in precision on the MPF family with this option of CGS enabled.

Now we need to choose a relational abstract domain for representing relationships between the numerical metavariables. Consider for example the following function which is representative of the matrix computations performed in the programs of the MPF family:

```c
void equate (double *p, double *q, int n) {
    int i;
    for (i = 0; i < n; i++)
        p[i] = q[i];
}
```

In the abstract syntax tree of this function the body of the loop is represented by the three following statements:

\[
\begin{align*}
a &= p + i; \\
b &= q + i; \\
c &= *b; \\
a &= c;
\end{align*}
\]

The variables \( a, b \) and \( c \) are internal names generated by the front-end. If we assume that the size of a \( \text{double} \) is 8 bytes, the exact loop invariant is given by

\[
\begin{align*}
S_a = S_{p\text{equate}} \quad &0 \leq O_a - O_{p\text{equate}} \leq 8 \ast I_{a\text{equate}} - 8 \\
S_b = S_{q\text{equate}} \quad &0 \leq O_b - O_{q\text{equate}} \leq 8 \ast I_{a\text{equate}} - 8
\end{align*}
\]

where we have eliminated all metavariables associated to local integer variables of the function, since they are just used for storing the result of intermediate computations. It immediately appears in this simple example that we need general linear inequalities in order to be precise. The only abstract domain that is expressive enough for representing this kind of invariants is the lattice of convex polyhedra [12]. Unfortunately, because of the complexity of the underlying
functions equate with sliding windows of size $w$. We obtain the following expression:

$$S_k(p)$$

abstract numerical domain of difference-bound matrices [20], way equated to $W_k$. When analyzing this operation we first apply the representation $\text{slide}(W_k, 6)$, otherwise $W_k = 0$. The associated sliding operation slide($W_k$, $\delta$, $u$) is defined as follows:

$$\text{slide}(W_k, \delta, u) = (O_k + \delta_1(p) \cdot u_1(p), \delta_2(p), u_2(p))$$

The initial values of the sliding window for metavariables associated to inputs of the function, i.e. the parameters and the return values of a memory read or a function call, are set to 0 except for the base offset and $u_k$. The base offset is the one associated to the metavariable and the element pointed to by the variable as it appears in the type inferred by the C front-end.

The sliding operation is used for handling a type cast operation $p = (T*)q$. When analyzing this operation we first retrieve the range of $u_k(q)$ from the current system of inequalities. If it is a singleton and it is equal to the size $t$ of $T$ then $W_k = W_q$, otherwise $W_k = \text{slide}(W_q, 0, t)$. This way $u_k$ always represents the size of the element currently pointed-to by the variable. Whenever a pointer arithmetic operation $p = q + n$ is analyzed, the sliding window $W_q$ is equated to $W_k$ except for $\delta_k(p)$ for which the constraint $\delta_k(p) = \delta_k(q) + t$ is generated. Now if we analyze the function equate with sliding windows of size $k = 2$ and the abstract numerical domain of difference-bound matrices [20], we obtain the following system of constraints for the loop invariant:

$$\begin{align*}
S_0 = S_0 \text{equate} & \quad S_0 = S_0 \text{equate} \\
O_0 = O_0 \text{equate} & \quad O_0 = O_0 \text{equate} \\
\delta_1(a) = u_1(a) & = 0 \\
\delta_1(b) = u_1(b) = 0 & \\
0 \leq \delta_2(a) \leq L_2 \text{equate} - 1 & \quad 0 \leq \delta_2(b) \leq L_2 \text{equate} - 1 \\
u_2(a) = 8 & \\
u_2(b) = 8 \\
\end{align*}$$

We can express the exact loop invariant with a less powerful abstract lattice and more variables. We chose the domain of difference-bound matrices [20] (DBMs for short) for expressing numerical constraints between variables. In this domain a constraint may only have the form $x - y < c$ where $c$ is an integer. The fundamental operation on a DBM is the normalization that refines constraints by repeated application of the following rule:

$$\begin{align*}
x - y & \leq c \\
y - z & \leq c' \\
x - z & \leq c'' \\
\Rightarrow x - z & \leq \min(c + c', c'')
\end{align*}$$

Our choice was motivated by the observation that DBMs have a sufficient expressiveness for our purpose and by the existence of an efficient quadratic algorithm devised by Johnson [6] for the normalization of sparse systems of constraints. We assumed indeed that the systems of constraints would be rather sparse, since it would be very unlikely to have all variables in a function relations at the same time. Our first implementation used Floyd-Warshall's algorithm [6] for computing the normalization operation. The execution times were catastrophic. A simple function independently manipulating 20 pointer variables within a loop took more than 15 minutes to analyze. The execution time did not change at all when we tried Johnson's algorithm.

After a careful inspection of the results it appeared that the system of inequalities was always dense, i.e. all variables were related. Therefore the cubic worst case execution time was always attained. The reason was to be found in the way simple range constraints of the form $a \leq x \leq b$ are represented. A DBM always contains a dummy zero variable $Z$ which has the value 0. Range constraints are translated into constraints of the form $a \leq x - Z \leq b$. Therefore all variables introduced in a DBM during the analysis become implicitly related as soon as a range constraint is involved, in other terms always. Thus completely independent variables become related from the moment they receive a constant (during initialization for example). This was a surprising and disappointing result.

Our response to this situation was to explicitly pack computationally dependent variables together, so that the analyzer works on a collection of smaller DBMs. A similar situation has been independently reported in [3]. In that work the authors pack variables in small groups using a syntactic criterion (all variables that appear within a same statement). In our case, such a simple criterion does not work. Pointer variables and loop counters can become related in a nontrivial way via the sliding window representation. We could not even use a dependency analysis because the application of the slide operation depends on the range of $u_k$ which can only be known during the fixpoint iteration. Any dependency analysis performed beforehand would relate all variables of the sliding windows which would still lead to a high workload.

Our solution consisted of dynamically computing the dependency relation between metavariables during the execution.
tion of the analysis. We start with all metavariabes being unrelated and we incrementally merge the DBMs whenever two of their variables become related by an operation of the program. We also merge the associated zero variables. We should also take care of implicit dependencies, i.e. the invisible dependencies between variables which are modified within a loop. If we do not consider these relations we lose all relations between array indices and loop counters for example. Therefore we first perform a rapid analysis of every loop in order to check the variables that can be modified in the body and we explicitly relate them before analyzing the loop. We are then able to infer all invariants that can be expressed with our abstraction. The function that took 15 minutes with the classic DBM domain could now be analyzed in about 10 seconds.

The domain of adaptive DBMs that we have constructed in that way is an order of magnitude of complexity beyond the original one. Fortunately it can be simply described as an instance of a cofibered domain [27, 28]. Cofibered domains were initially introduced to construct complex domains for pointer analysis. They enable the manipulation of dependent abstract domains, i.e. families of abstract domains indexed by the elements of a lattice. The domain of adaptive DBMs is exactly a cofibered domain: the indexing lattice is the set of all partitionings of the set of variables ordered by the refinement relation, and the abstract domain associated to one partitioning of the variables is the product of the family of DBM domains based upon each set in the partitioning. We measured that the average size of a partition of correlated variables was five elements. It would actually be an interesting experiment to use convex polyhedra instead of DBMs in the cofibered domain, since five is a tractable dimension for polyhedra, and compare the gain in precision.

3.3 Interprocedural Propagation

Function pointers are widely used in embedded programs for efficiency reasons. There are plenty of them in codes of the MPF family. We realized that a simple control-flow analysis based on Steensgaard's algorithm [24] was sufficient to solve exactly almost all computed calls. As a matter of fact, recent experimental evaluations showed that simple pointer analyses were sufficient to resolve computed calls in most applications [19]. We perform this simple control-flow analysis at the bootstrap prior to launching the interprocedural propagation phases. Having all computed calls resolved at bootstrap makes the design of the interprocedural propagation algorithms tremendously simpler. In order to achieve efficiency we break down the interprocedural propagation into two phases:

1. A backward propagation phase computes transformers relating the parameters of a function with its return value. These transformers are expressed using the domain of adaptive DBMs.

2. A forward propagation phase uses the transformers computed in the previous phase to propagate abstract memory references and ranges using the lattice of intervals.

The transformers computed during the backward propagation phase are used during the forward propagation to solve a function call without having to analyze the body of the called function. The return operations are used at this moment to propagate the constraints between the return value and the arguments of the call. A coarse version of the transformers are computed during the bootstrap in order to enable the first forward propagation phase. Using a classical resolution scheme would have implied iterating over interprocedural cycles induced by the two-way dependencies between a caller and a callee (function parameters/return value), which is completely unrealistic for large programs.

The interprocedural propagation phase of CGS can be context-sensitive. We implemented call-site sensitivity, i.e. the invariants of a function are duplicated depending on the syntactic call site. This level of context-sensitivity is sufficient for the MPF family, since it handles the common situation where a pointer to some part of a big structure (typically an array of double representing a vector or a matrix) is transmitted to a mathematical function. Context sensitivity is not applied uniformly, but only to functions which have a pointer in their signature, since this is the only situation where the analysis is able to distinguish between different call contexts. Context-sensitivity is extremely important for precision. Arrays of double, which are the main data structures manipulated by the MPF family codes, are usually transmitted together with an integer parameter containing the size of the array like in the equate example above. Since the numerical call contexts computed by CGS only are made of intervals, they cannot express a relation between the size of the array and the integer parameter. The only way to capture this information is to enumerate all call contexts. Hence, without context-sensitivity the tool would be unable to perform any precise array bound checking on this large family of functions.

4. ARCHITECTURE OF CGS

The algorithmic core of C Global Surveyor consists of 20,000 lines of C code. The tool is architected around three main phases:

1. The build. This phase computes the points-to constraints and the numerical inequalities for each function in the program.

2. The bootstrap. This phase performs a flow-insensitive pointer analysis and a coarse context-independent resolution of the numerical inequalities, in order to obtain a first approximation of all memory accesses. These results are used to construct the call graph and an initial approximation of the heap.

3. The solve. This phase consists of performing a forward or backward interprocedural propagation of numerical invariants. The results obtained at the end of this phase are used to compute a new abstract heap that refines the previous one. This phase should be repeated until a satisfactory level of precision has been attained.

There are two additional satellite phases:

- The initialization. This phase is performed at the very beginning and collects general information about the program, like the table of global variables, the table of functions, etc.
• The array-bound check (abc). This phase can be executed at any time after the bootstrap and checks the safety of all memory accesses from the results of the analysis available at this moment. The precision computed at the end of this phase is the main criterion for deciding whether to continue refining the results or stop at this point.

A very important decision in the initial design of a static analyzer is the choice of the front-end. We chose the Edison Design Group's C/C++ front-end [15], a commercial front-end which supports a large variety of C dialects. Moreover, the Green Hills' compiler [17], which is widely used at NASA especially for developing flight software, is based on this front-end. This is a relevant factor when considering the application of the tool to other types of programs developed inside NASA.

CGS has been designed from the beginning with a distributed model of computation in mind. Therefore, we tried to parallelize all phases for which this makes sense, i.e., the build and the refinement, the nature of the algorithms used in the bootstrap precluding any attempt of parallelization. We chose the Parallel Virtual Machine (PVM) for implementing the distribution layer [16]. A major problem consisted of storing the artifacts of the analysis and transmitting them to the processes running on parallel. We decided to use a relational database for both the storage and the communication between processes of the artifacts, the PVM communication mechanism being merely used for sending commands to processes. We chose the PostgreSQL [25] database to work with CGS. The architecture of CGS is illustrated in Fig. 1. Note that each phase launches a master PVM process that in turn launches slave processes. Slave processes operate on each C file of the program for the initialization, the build and the array-bound check, whereas they operate on functions in the solve phase. The bootstrap is the only sequential phase.

It is not surprising to say that the cost of communications is the major limiting factor in designing a distributed application. CGS follows the same communication pattern for each job: all needed artifacts are retrieved from the database at the beginning of the job, the results are stored in internal memory until the job completes, then the results are written into the database. Two important algorithmic issues in designing the distribution of jobs in CGS are the granularity (which jobs should be executed in parallel) and the scheduling (in which order jobs should be executed).

The granularity of the build phase is the file: one PVM process is launched for generating the semantic equations of each source file. The scheduling of tasks in the build follows a metric calculated during the initialization phase which estimates the complexity of the fixpoint computation for each function of the program. Complex files are executed in priority in order to prevent the computation from being blocked by a big job that has been scheduled at the end of the worklist. The function-level granularity gave poor results because the analysis time of a single function is so short that the database becomes overwhelmed by numerous concurrent accesses.

The granularity of the solve phase is the function: one PVM process is launched for computing the invariant of each function. The scheduling follows a weak topological ordering [4] given by the call graph in each way (forward/backward): a function is added to the worklist whenever all its predecessors have been analyzed. We have limited control on the granularity and scheduling of the solve phase because of it is entirely bound to the structure of the call graph. The choice of the next function to schedule from the worklist turned out to be critical. In our first experiments we used simple heuristics that all led at some point to an almost sequential execution. Therefore, we should find a scheduling strategy that tries to maximize the parallelism. We chose a heuristic that consists of picking up the next function to schedule from the worklist that has the largest number of calls to functions which are not in the worklist yet. This heuristic is simple to compute and gives good results in terms of distribution.

5. EXPERIMENTAL RESULTS

This section shows two types of performance measures for CGS. First, we study the improvement of analysis times (for each phase) in function of the number of available CPUs. Note that all CPUs are identical (2.2 MHz with 1 GB of memory). Second, we show how the precision evolves with each solve phase. We distinguish between forward and backward interprocedural propagation in the solve phases. All experiments are conducted using two NASA mission software systems, i.e., the flight software of the Mars Pathfinder mission (about 140 KLOC) and the Deep Space One mission (about 280 KLOC). Both are written in C and follow the same architectural and programming principles.

5.1 Analysis Time Measures

Figure 2 and 3 show the results of the evolution of the average analysis times of each phase for MPF and DS1 when the number of available processors varies. We distinguish between successive solve phases because the input data at each iteration are different. Fig 4 gives a synthetic view of these times on a graph plot. These number are averages over
several measurements. We sometimes noticed a significant variation between trials which can be imputed to the network load at that moment, since we do not have a dedicated cluster of machines for running our experiments. Note that the differences between execution times for the bootstrap phase are not relevant since this phase is purely sequential. They have been reported for consistency.

The main conclusion is that contrarily to our expectations, parallelizing the algorithms does not bring a substantial payoff. Four CPUs seems to be the threshold beyond which the communication cost counterbalances the parallelization benefits. The execution times consistently decrease for all parallel phases except for the array-bound check. The explanation is that each slave process for the array-bound checking performs very simple computations over a large amount of data (the numerical invariants associated to all memory accesses in a C file), hence the execution time is dominated by the I/O with the database. This phase should definitely be made sequential like the bootstrap.

### 5.2 Precision Measures

First, we study the precision in terms of ABC checks. All runs have been performed with context-sensitivity enabled. We count the number of ABC checks performed and compute the percentage of these checks that are not warnings (i.e., array-bound checks that could have been decided by CGS), which provides us with a measure of the precision of the analysis. We display the results in Fig. 5. Note that we group the solve phases by pairs backward-forward, since a backward interprocedural propagation which computes function transformers is of no use if there is no following forward propagation phase that uses the transformers to analyze function calls more precisely. Two passes seem to be the optimal configuration.

We also study the precision in terms of the number of points-to relations in the abstract heap computed for the program. As described in Sect. 2, each points-to relation carries three numerical invariants representing the offsets from the pointer and into the pointee, as well as the size of the memory block being pointed to. In Fig. 6 we display the evolution of the number of points-to relations after successive pairs of backward-forward solve phases for MPF. We also show the number of imprecise numerical invariants (i.e., intervals which have one of their bounds equal to \( \pm \infty \)) for the pointer/pointee/size information respectively. The last column represents the number of alias relations with an imprecise numerical invariant for either the pointer, or the pointee, or the size of the pointed memory block.

We notice that the number of points-to relations is con-
6. RELATED WORK

There are two bodies of work that are directly related to our work. The first one is the commercial tool PolySpace C Verifier [22]. At the time of writing, the tool is available in three versions: C, C++ and Ada. We do not have any information about the C++ version. The Ada version seems to scale quite well, even though we do not have any practical experience with it. The C version however does not really scale. Our experiments, using PolySpace C Verifier, on MPF and DS1 showed that the tool could only process the code in chunks no bigger than 40 KLOC. Still, PolySpace Verifier was useful and found quite a few bugs (mainly uninitialized variables, out-of-bound array accesses, and overflows). Unfortunately, it also produced a large amount of warnings which deters developers.

The second body of work precisely addresses the problem of generating too many warnings. In [3] the authors describe a static analyzer (also based on abstract interpre-

<table>
<thead>
<tr>
<th># solves</th>
<th>relations</th>
<th>pointer</th>
<th>pointee</th>
<th>size</th>
<th>any</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>306</td>
<td>23</td>
<td>71</td>
<td>72</td>
<td>111</td>
</tr>
<tr>
<td>2</td>
<td>306</td>
<td>23</td>
<td>48</td>
<td>51</td>
<td>90</td>
</tr>
<tr>
<td>3</td>
<td>306</td>
<td>23</td>
<td>47</td>
<td>43</td>
<td>89</td>
</tr>
</tbody>
</table>

Figure 6: Evolution of the points-to relations after successive pairs of backward-forward solve phases for MPF.
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