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Abstract

Fine-resolution simulations of Hurricane Erin 2001 are conducted using the Penn State University/National Center for Atmospheric Research mesoscale model version 3.5 to investigate the role of thermodynamic, boundary layer and microphysical processes in Erin’s growth and maintenance, and their effects on the horizontal and vertical distributions of hydrometeors. Through comparison against radar, radiometer, and dropsonde data collected during the Convection and Moisture Experiment 4, it is seen that realistic simulations of Erin are obtained provided that fine resolution simulations with detailed representations of physical processes are conducted.

The principle findings of the study are as follows: 1) a new iterative condensation scheme, which limits the unphysical increase of equivalent potential temperature associated with most condensation schemes, increases the horizontal size of the hurricane, decreases its maximum rainfall rate, reduces its intensity, and makes its eye more moist; 2) in general, microphysical parameterization schemes with more categories of hydrometeors produce more intense hurricanes, larger hydrometeor mixing ratios, and more intense updrafts and downdrafts; 3) the choice of coefficients describing hydrometeor fall velocities has as big of an impact on the hurricane simulations as does choice of microphysical parameterization scheme with no clear relationship between fall velocity and hurricane intensity; and 4) in order for a tropical cyclone to adequately intensify, an advanced boundary layer scheme (e.g., Burk-Thompson scheme) must be used to represent boundary layer processes. The impacts of varying simulations on the horizontal and vertical distributions of different categories of hydrometeor species, on equivalent potential temperature, and on storm updrafts and downdrafts are examined to
(MM5) version 3.5, are used to examine the impact of boundary-layer, and microphysical parameterization schemes on the growth and maintenance of Erin. Impacts of varying specific microphysical parameters, such as coefficients describing the fall velocities of graupel particles, on hurricane dynamics are described. A new iterative condensation scheme, developed here to limit the artificial increase of equivalent potential temperature $\Theta_e$ that occurs during the adjustment step of many condensation schemes (Bryan and Fritsch 2000) is also tested.

Observations made during CAMEX4 provide a framework for interpretation of model results, and give information about which parameterization schemes best represent processes occurring within Erin. Radar reflectivity, estimated from the Tropical Rainfall Measuring Mission (TRMM) precipitation radar (PR), is compared against reflectivity obtained from the simulations. Vertical profiles of radar reflectivity and Doppler velocity, obtained from the ER-2 Doppler radar (Heymsfield et al. 1996), hereafter EDOP, and estimated locations of rain, cloud, and graupel retrieved from the Advanced Microwave Radiometer (Spencer et al. 1994), hereafter AMPR, are also compared against the simulations. Temperature and moisture profiles obtained from dropsondes released in the hurricane eye also compared against the simulations to improve the understanding of eye thermodynamics.

The remainder of this paper is organized as follows. Section 2 provides information on the structure and evolution of Erin based on observations acquired during CAMEX-4, concentrating on those observations that are used to assess the simulations and sensitivity studies outlined in Section 3. Section 4 describes the results of the simulations and the impacts of microphysical, thermodynamic and boundary layer
that simulations were more strongly influenced by differences in descriptive microphysical parameters (e.g., size distribution intercept parameter and particle density) than by differences in the way the microphysical processes were treated in each of the ice schemes. They suggested that the application of bulk ice microphysics in cloud models might be case specific, indicating that microphysical sensitivity studies for other cloud systems may not apply to tropical cyclones. Braun and Tao (2000) also changed values of descriptive parameters in the Goddard microphysical scheme to more closely match those values that might be expected in hurricanes.

Other studies have focused on how initial conditions, data assimilation schemes, and parameterizations of other processes affect simulations of tropical cyclones, examining rainfall assimilation and cumulus parameterization schemes (Karyampudi et al. 1998), boundary layer schemes (Braun and Tao 2000), and the role of a gradient of angular momentum above regions of maximum convective heating (Krishnamurti et al. 1998). Simulations with high resolution (Liu et al. 1997, 1999) have shown that track, intensity and the inner-core structures of Hurricane Andrew could be reproduced using realistic model physics and proper initial vortices. Hence, uncertainties associated with microphysics must be placed in the context of uncertainties in the representations of other processes. Liu et al. (1997) also suggested that axisymmetric models did not adequately represent storm-environment interactions, showing that previous microphysical sensitivity studies using axisymmetric models might not be applicable.

In this paper, simulations of Hurricane Erin 2001, observed during the Convection and Moisture Experiment 4 (CAMEX4) conducted using the Pennsylvania State University/National Center for Atmospheric Research mesoscale modeling system
1. Introduction

Quantitative precipitation forecasts (QPFs) require knowledge of synoptic, mesoscale, and microscale processes, and an adequate representation of these processes in models. To improve QPFs for tropical cyclones, improved knowledge of cloud microphysical, thermodynamic and turbulent processes, land-surface-atmosphere interactions, improved measurements of atmospheric water vapor, a better understanding of mesoscale dynamics, and further development of mesoscale numerical models and cumulus parameterization schemes are required. Although several studies have investigated the influence of many such processes on the evolution of tropical cyclones, fewer recent studies have examined the impact, if any, of cloud microphysical processes on the structure and evolution of these systems and on the QPFs for these storms.

Previous studies have shown that representations of microphysical processes affect simulations of tropical cyclones. Willoughby et al. (1984) showed that hurricane simulations with parameterized ice microphysics had very different structures and evolution compared to those with liquid water microphysics. Lord et al. (1984) and Lord and Lord (1988) used an axisymmetric, nonhydrostatic model to show that the cooling associated with melting ice particles initiates and maintains model downdrafts, the extent and intensity of which are determined by the horizontal advection of hydrometeors from the convection, together with the fall speeds of snow and graupel and the conversion rates between hydrometeor species. These downdrafts contribute to the formation of multiple convective rings, which in turn modifies the development of the storm (Willoughby et al. 1984). McCumber et al. (1991) also evaluated the performance of several ice parameterizations in both tropical squall-type and non-squall type systems, concluding
determine how the release of latent heat feedbacks upon the structure of Erin. In general, all simulations tend to overpredict precipitation rate and hydrometeor mixing ratios. The ramifications of these findings for quantitative precipitation forecasts (QPFs) of tropical cyclones are discussed.
processes on the structure and evolution of Erin. The significance of the results are summarized in Section 5.

2. Observations of Hurricane Erin

Hurricane Erin (2001) was the first tropical cyclone to reach hurricane status in 2001 and achieved maximum wind speeds of approximately 190 km h\(^{-1}\). Pasch and Brown (2002) report that Erin formed from a tropical wave emerging over west Africa, and weakened and strengthened a number of times before regaining tropical storm strength on 7 September 2001. After brushing Bermuda on 9 September, Erin moved to the north-northwest and weakened slower than typical storms. Erin reached category 3 on the Saffir-Simpson scale, and never achieved landfall. Erin is a good candidate for studies on microphysical effects on storm evolution because additional unknowns about impacts of landfall are avoided. Observations of Erin are plentiful. During CAMEX4, the NOAA P-3 and the NASA ER-2 and DC-8 flew in coordination, obtaining comprehensive data on the wind, temperature, and moisture structure of the storm during its mature phase on 10 September 2001.

Although no rainfall gauge measurements exist from Erin, information about hydrometeor distributions can be obtained from satellite and airborne remote sensing. Algorithms exist to convert radar reflectivity, Z, to rainfall rate, R, but direct comparisons of modeled and observed Z are performed here to avoid uncertainties associated with Z-R relations. Figure 1 and Figure 2 show examples of radar images of Erin on September 10, 2001 from two separate sweeps made during the first and second penetration of the NOAA P-3 into Erin at 181154 and 191446 UTC respectively. The observations were made during the mature stage of Erin, critical for studying feedbacks of microphysical
processes on dynamics. Depending on the threshold reflectivity used to define the eye and depending on time, the width of the eye varies between 30 and 60 km in diameter, with the diameter sometimes hard to define given the clear wave asymmetry that is seen in the reflectivity of the inner eye wall. This clear wave asymmetry rotates counter clockwise during the time period of the simulation, being to the south of the eye in Fig. 1 and to the west of the eye in Fig. 2; Marks et al. (2003) further characterize this eye wall asymmetry and hypothesize causes for its existence. Other asymmetries in the reflectivity pattern are also noted, with the rain bands of maximum reflectivity to the north and east of the eye in Fig. 1 and to the west and south of the eye in Fig. 2. The maximum Z for Erin at the time of these observations is approximately 43 dBZ, and the diameter of Erin is about 360 km. The spacing, width, and length of the asymmetrical rainbands can vary with time, but typical values are on the order of 20 km for spacings, 10 km for width, and 50 km for length. From the TRMM radar, maximum Z values measured by the PR were around 50 dBZ at 2100 UTC on 10 September. Using the 2B31 combined PR/TRMM microwave imager (TMI) retrieval algorithm, this maximum Z corresponds to a rainfall rate of approximately 100 mm h\(^{-1}\). Although it would be impossible to expect exact replication of these results from the numerical models, similar values of reflectivity, rain rate, and similar characterizations of asymmetries should be obtained if the simulations are adequately capturing the physical processes occurring within hurricanes.

Figure 3 shows brightness temperatures (T\(_b\)) at frequencies of 10.7, 19.35, 37.1, and 85.5 GHz observed by the AMPR during a flight leg over the eye of Erin between 191946 and 193628 UTC. Combined with results of radiative transfer codes, these data give information about the presence or absence of various categories of hydrometeors.
The eye is clearly seen from radiometrically colder $T_b$ at 10.7, 19.35, and 37.1 GHz; at 85.5 GHz, significant water vapor emission causes the clear ocean to have a relatively high $T_b$. Lower $T_b$ near the eye's center compared to regions closer to the eyewall suggests significant drying, and hence less water vapor emission occurs near the center. By comparing similar AMPR images for other transects over the eye of Erin, the eye is seen to move to the northeast at approximately 30 km h$^{-1}$ during the 3 h time period (164859 to 195030 UTC) of the AMPR observations (figures not shown). The diameter of the eye is estimated to be 37 km, similar to that estimated with the P-3 radar. The horizontal dimension is approximately 400 km, determined by looking at emissions in the lower 3 frequency channels and scattering at the highest frequency.

The 19.35 GHz channel saturates due to rain emission between 66°W and 66.5°W and for smaller areas around the eye wall at 65.7°W and 65.2°W, whereas the 10.7 GHz channel saturates for only minimal area between 66°W and 66.5°W. Based on the modeling results of Smith et al. (1994), this suggests minimal areas have rain rates greater than 30 mm h$^{-1}$. As with the radar and satellite data, heavier rain is required on the west side of the storm to explain these observations. Following Spencer et al. (1983), the higher frequency channels are examined for scattering effects due to ice hydrometeors. At 37.1 GHz, a blue region at 65.8°W between rain bands may be associated with either scattering due to graupel-size ice, or due to absence of significant thermal emission from rain or clouds. Effects of scattering due to smaller ice particles suspended within anvils are noted between 66°W and 66.5°W for the 85.5 GHz channel, and just outside the eyewall at 36°N 65.7°W and at 64.9°W. A lot of scattering from ice clouds is also noted between 64 and 64.5°W. The eyewall appears thicker at progressively higher frequencies.
due to the inclusion of emissions from hydrometeor species in addition to the rain. Scattering from ice in a relatively narrow band of 10 to 20 km from ice clouds is also seen near the locations of the eyewall at 65 and 65.7°W. In general, the scattering effects at the 37.1 and 85.5 GHz channels are substantially less than those associated with a squall line over the Gulf of Mexico noted by Spencer et al. (1994), and do not require large amounts of graupel-size ice to explain them.

Analysis of data collected by EDOP during similar transects provides vertical profiles of velocity and Z within the storm. Figure 4 shows Z and Doppler velocity, a combination of ambient velocity and particle fall speed, for the time period shown in Fig. 3. The orientation of Fig. 4 is different from Fig. 3; points to the right of the eye occur at later times and hence are to the west. To the west of the approximately 40 km wide eye, precipitation and rain bands are more intense and a large region of precipitation of varying intensities about 46 km wide is seen, much broader than the inner eyewall, which is only 7 km wide. This relationship is also true to the east where both the eye wall and outer layers are less intense and broad. Ice particles, extending as high as 10 km, are noted above the rainbands. On the west side, these anvils extend about 250 km behind the eye and about 80 km behind the rain bands producing them. On the east, a similar anvil extends 180 km from the eye and 65 km behind the convection producing it. A bright band is frequently noted about 4.5 km above the surface. Considerable small-scale structure is noted at all levels in the observations. There is no substantial tilting of eye walls from the center for this transect. However, for an earlier transect flown from the southwest to the northeast, significant tilting was noticed on the northeast side of the eye.
Tilting is indicative of a sheared environment that can cause a significant weakening of the storm, and may explain the weaker rain bands on the north east side of the storm.

The increase in Doppler velocities below the bright band compared to that above is associated with an increase in particle fall speed as snow particles melt to raindrops. Since the updraft regions have $Z$ of approximately 30 dBZ, this corresponds to fall speeds on the order of 1 to 2 m s$^{-1}$, (Orr and Kropfli 1993), indicating that the updraft may be on the order of 5 m s$^{-1}$. Similar analysis was performed for EDOP data obtained from other transects over Erin, and provide valuable information for comparing with simulation results.

Dropsondes released from the ER-2 over the eye give the first set of tropospheric water vapor measurements in the upper regions of the hurricane eye (Halverson et al. 2003). The dropsonde instruments measure temperature within $\pm 0.2^\circ$C, and moisture and wind speeds within 2%. Figure 5 shows an example of the temperature moisture profile in the eye, from a launch at 192840 UTC. Substantial drying and extremely low humidity are noted between 800 and 250 mbar, with dew point depressions between 15 and 30$^\circ$C, much larger than for the ambient environment sampled through other dropsonde releases. Weak horizontal winds of approximately 10 m s$^{-1}$ are also noted. These observations are consistent with Willoughby's (1998) hypothesis that air above the inversion has remained in the eye since the eyewall formed, and mixing with the surrounding cloud preventing the dew point depressions from dropping to 100$^\circ$C that would otherwise be expected.

The above data provide information about cloud macrophysical (heights, horizontal dimensions, eye sizes), microphysical ($Z$, $R$, and information on hydrometeor types), thermodynamic (vertical profiles of temperature and moisture), and dynamic
properties (e.g., Doppler velocities) that should be replicated by hurricane simulations. The properties include small amounts of graupel aloft, small areas having R greater than 30 mm h\(^{-1}\), maximum reflectivities of approximately 45 dBZ, a deep dry layer in the eye, highly asymmetric and variable distributions of precipitation, updrafts on the order of 5 m s\(^{-1}\), eye dimensions of 30-40 km, and horizontal dimensions on the order of 400 km.

3. Model Simulations

A series of numerical simulations of Hurricane Erin were conducted using MM5 (Grell et al. 1995), a limited-area, nonhydrostatic, terrain-following sigma-coordinate model designed to simulate or predict mesoscale and regional-scale atmospheric circulation. Simulations describe a 4-day period from 0000 UTC on 7 September 2001 to 0000 UTC on 11 September 2001. During this time, the low pressure dropped from 1012 mbar to 968 mbar (at 1800 UTC on 9 September 2001), and then rose back to 970 mbar (Pasch and Brown 2002). Figure 6 shows the course and fine-mesh domains used for the base simulation, consisting of 112 by 112 grid points in x, y with a grid spacing of 54 km. Higher resolution simulations were performed for three finer grids of 18, 6, and 2 km and all domains had two-way nesting except for the course domain. Because of computational expense, the finer resolution domains were used only when the cyclone had started to intensify, with the 6 km domain initialized at 1200 UTC on 9 September and the 2 km domain initialized at 0000 UTC on 10 September. There are 36 uneven terrain-following \(\sigma\) levels or 35 half \(\sigma\) levels in the vertical for the base simulation, with the surface pressure and 20 mbar being the pressures at the surface and model top respectively. The innermost domain was moved 3 to 4 times, depending upon the simulation, to keep the eye of the hurricane nearly centered in the fine domain.
Global analyses fields, including temperature, relative humidity, geopotential height, and winds, from the National Center for Environmental Prediction (NCEP) global tropospheric analyses on $1^\circ$ by $1^\circ$ grids were used for the initial and boundary conditions. Analyses products were interpolated to the model grid points and model $\sigma$ levels. Starting the simulations at a later time with a bogus vortex did not produce modeled minimum pressures that compared as well with the observations as did the above base simulation. In addition, the use of analysis nudging at model boundaries in a four-dimensional data assimilation scheme did not produce significant improvements in modeled track and minimum pressure since there was no sounding available at the initial time. Simulations that started at other times or that used global analyses from the European Centre for Medium-Range Weather Forecasts did not give as good of agreement with observations and sometimes it was very difficult to get a tropical storm to intensify under such conditions. Although reasons for differences between such simulations are no doubt important, these issues are not investigated here in order to concentrate on model sensitivities to parameterized processes.

A major goal of this study is to investigate the role of thermodynamic, boundary layer and microphysical processes in the growth and maintenance of a tropical cyclone, and to determine their effects on QPFs and the horizontal and vertical distribution of hydrometeors. Therefore, a series of simulations are conducted with varying boundary layer schemes, microphysical, and thermodynamic schemes. Table 1 summarizes the experiments designed to represent these sensitivities. Although simulations were conducted at a variety of different horizontal and vertical resolutions and with varying cumulus parameterization schemes, only the results of fine resolution simulations with
explicit microphysics are reported here; the findings are necessarily resolution dependent since many parameterization schemes are designed for, and only work adequately, for certain ranges of model resolutions. All simulations involve application of preexisting parameterization schemes, with two exceptions listed below.

The thermodynamic test involves the use of a new iterative condensation scheme, described in the Appendix, which limits the unphysical increase of $\Theta e$ associated with many existing schemes. The development of this scheme was motivated by Bryan and Fritsch (2000), who determined that unphysically high values of $\Theta e$ were predicted in numerical models for rapidly growing updrafts because of the manner in which time integration is performed and because of the way condensation is treated. The Appendix describes this new scheme whereby the artificial increase in temperature and moisture, causing the increase in $\Theta e$, is limited.

Another series of simulations examines the dependence of simulations on descriptive microphysical parameters, and in particular on the coefficients used to describe graupel fall speeds. The role of graupel is focused upon due to the importance of graupel conversion processes in latent heat release and storm dynamics (e.g., Lord and Lord 1988) and because mesoscale models are believed to overpredict graupel mixing ratios in hurricanes. McFarquhar and Black (2003) identified a range of a/b coefficients, where $V=aD^b$, that might apply to graupel. From their Fig. 3, coefficients corresponding to faster and slower falling graupel are used in this sensitivity study. The subsequent section describes the results of the modeling simulations, placing uncertainties associated with the used of microphysics in the context of uncertainties associated with the other parameters.
4. Model Results

a. Overview

The analysis described here concentrates on how different microphysical, thermodynamic, and boundary layer processes affect horizontal and vertical distributions of hydrometeors, precipitation amounts, and vertical motions. Subsequent papers will deal with other important issues, such as how shear affects the maintenance and evolution of Erin, how storm initialization and resolution affects results, and influences due to other dynamical processes. For all simulations here, CAMEX4 observations are used to assess the adequacy of model assumptions. However, no “right” simulation is found, the purpose of this study is principally to determine influences of various processes on the growth and maintenance of Erin.

The simulated tracks of Erin do not vary substantially for the simulations discussed below and described in Table 1. One example of a simulated track is shown in Fig. 6, and all simulated tracks were consistently west of the observed track, with the degree of variation from the observed track varying somewhat. Simulations with different domains, large-scale forcings, and initialization times failed to yield better tracks that also produced reasonable strength hurricanes. Because different physical processes had substantial impacts on the intensification of the hurricane, the distribution and type of condensate, and on the inner eye thermodynamics for a given large-scale forcing, as discussed below, this suggests that the large-scale forcing, and not these physical processes, are most responsible for determining the track.

b. Predicted Sea-Level Pressures and Surface Winds
The different lines in Figure 7 show the temporal evolution of minimum sea-level pressure and maximum surface wind speed for simulations with a 2 km inner grid using the Burk-Thompson boundary layer scheme, the Betts-Miller convective scheme for the coarse domains, and a variety of microphysical parameterization schemes. The lines in Figure 8 represent similar simulations except that the Eta scheme is used to characterize boundary layer processes; there is no simulation with the Reisner graupel scheme for this case because some instability prevented a solution. The solid line represents observations. The simulations characterize well the evolution and structure of the system, albeit with a quicker intensification. For the Eta simulations, there is larger variation between microphysical schemes in how quickly Erin intensifies and in the minimum sea-level pressure realized compared to the Burk-Thompson simulations, especially if the Reisner graupel scheme in Fig. 7 is ignored. This shows there is no simple relationship between use of schemes and the intensity of the cyclone. However, some general trends can still be noted between microphysical schemes.

The microphysical schemes differ in their complexity and in how many hydrometeor species are included. The simple ice scheme of Dudhia (1989), which allows only ice above the melting layer and water below, is less detailed than the Reisner et al. (1996) mixed-phase scheme, which allows ice and snow, but no graupel or riming processes. The Goddard microphysics scheme (Lin et al. 1983; Tao and Simpson 1993) and the Reisner et al. (1998) graupel scheme add additional equations for prediction of graupel. In general, as more details and species are included, Erin intensifies to lower pressures and greater surface winds; for example, the use of multiple hydrometeors in Reisner graupel scheme gives lower central pressure in Fig. 7, and simple ice scheme
gives higher central pressure in Fig. 8. It is possible that increased estimates of latent heat associated with hydrometeor conversions occurring in more complex schemes lead to lower pressures, faster winds, and more evaporative cooling maintaining a deeper hurricane. However, many feedbacks force schemes to work differently relative to each other depending on representations of other processes, such as boundary layer processes.

Previous studies for mid-latitude cyclones (McCumber et al. 1991) have shown that not only does the choice of microphysics scheme affect results, but also the choice of descriptive microphysical parameters, such as the intercept parameter of size distributions and the representation of hydrometeor fall velocity. Figure 9 shows minimum pressure and maximum winds derived from three simulations with varying representations of graupel fall velocity. Note that these representations of graupel fall velocity were all identified as being plausible based on catalogs of past observations derived by McFarquhar and Black (2003). The results for the different simulations start to diverge for time periods when the fine domain simulations are initialized (D3 and D4). For this choice of base conditions, simulations with greater fall speeds produce more intense hurricanes and greater wind speeds. The range of variation between minimum pressure, 6 mbar, and maximum surface wind speeds, 5 m s$^{-1}$, is comparable to variations between microphysics schemes. Because various microphysical schemes may have different descriptive microphysical parameters, it is hard to decouple effects associated with varying schemes and microphysical parameters. Nevertheless, Fig. 9 shows that careful choice of descriptive parameters must be made in order to have reasonable hurricane simulations. This may be especially problematic since McFarquhar and Black (2003)
have shown that many microphysical parameterizations, designed for mid-latitude clouds, might not be applicable to tropical cyclones.

To place uncertainties associated with representations of microphysical processes in context, impacts of varying representations of other physical processes are examined. Figure 10 shows how the representation of the boundary layer affects the intensity and maximum wind speeds of Erin, all simulations conducted with Goddard microphysics. Although the schemes initially give similar results, they rapidly diverge later, especially when the fine domains are initialized. Differences between boundary layer simulations are greater than those between microphysics simulations, with minimum center pressures varying by over 20 mbar and maximum winds by up to 10 m s\(^{-1}\), compared to differences of 14 mbar and 5 m s\(^{-1}\) for microphysics. The Burk-Thompson scheme, a local scheme allowing for mixing between layers based on prediction of turbulent kinetic energy, compares best against observations for this combination of parameterizations. In general, the Blackadar scheme produces a higher pressure than the other schemes because excessively deep vertical mixing acts to dry the lower boundary layer and reduce the hurricane intensity (Braun and Tao 2000).

The final simulation series looked at how a new representation of condensation affected hurricane evolution, and to see if potential overestimates of heating and moisture associated with conventional schemes provide artificial warming, condensate production, and increased updrafts to the degree that occurs in simulations of vigorous thunderstorms (Bryan and Fritsch 2000). Figure 11 shows the impact of the new condensation scheme on the minimum pressure and surface winds for simulations conducted with the Burk-Thompson boundary and Reisner et al. mixed-phase scheme. A higher minimum surface
pressure of up to 8 mbar and a lower maximum surface wind of up to 5 m s\(^{-1}\) are realized, uncertainties comparable to those associated with representations of microphysical processes. For simulations conducted with the Eta boundary layer scheme (not shown), the differences in minimum surface pressure and maximum surface wind were even greater (up to 12 mbar and 6 m s\(^{-1}\) respectively). The new scheme reduces the increase of latent heat because there is not as much condensation, and this, combined with the lower surface winds, acts to limit the evaporation from the ocean surface and hence the intensification of the low pressure.

The results presented in this subsection show that, although the choice of microphysical parameterization scheme affects the intensification of the hurricane, there are multiple processes that must also be considered in order to accurately predict the intensification of the hurricane. There is no easy interpretation of results or choice of "correct" parameterization scheme as the microphysical scheme that produces results closest to observations for one boundary layer scheme, may not produce results closer to observations for another parameterization scheme. Further, variation of only one parameter in the microphysical parameterization scheme can have substantial impacts on the hurricane simulations. Therefore, in order to understand why microphysical processes affect the intensification of hurricanes, more details about the representations and effects of such processes need to be examined.

c. Impacts on Hydrometeor Distribution within Hurricane

To produce adequate QPFs for hurricanes, the effects of different processes on the horizontal and vertical distributions of hydrometeors must be quantified. Here, an analysis of how microphysical and thermodynamic processes affect these distributions is
made. The analysis of Braun and Tao (2000), who previously showed the importance of boundary layer processes for the horizontal distribution of condensate, is not repeated.

Figure 12 shows the distribution of surface reflectivity for 3 of the different microphysical schemes depicted in Fig. 7 for simulations with the Burk-Thompson boundary layer scheme. Even though the mean reflectivity, for points with $Z > 0$ dBZ, between simulations varies by only $1.7$ dBZ, substantial differences in the horizontal distribution of precipitation are noted. Because minor differences in simulations could cause different temporal evolutions, it is important to not only examine how the horizontal distributions of reflectivity, hydrometeors, or rain rate vary between simulations, but also to determine how the mean values and the frequency distributions of the above quantities vary between simulations. Further, because latent heating is the energy source that maintains hurricanes, differences in hydrometeor frequency distributions can substantially affect the latent heating, and hence the time evolution of storms.

Regardless of the choice of microphysical parameterization scheme, the larger surface reflectivities from model simulations are much bigger than larger surface reflectivities observed by the P-3 radar, even though the resolution of the observations and model simulations are comparable. This suggests that the physical representations in the model are overpredicting precipitation amounts in these areas and reasons for these discrepancies need to be explored. On the other hand, the model does predict an asymmetrical distribution of precipitation in agreement with the NOAA radar observations, and the simulated size of the hurricane eye, ranging from 50 to 80 km for the different simulations, is in reasonable agreement with the observations. The exact
asymmetrical nature of the eyewall observed by Marks et al. (2003), however, is not seen. The typical widths and spacings of the rainbands, of 12 and 21 km, also compare reasonably well with the observations.

To adequately reproduce observations, not only is it necessary to consider mean and maximum reflectivity, it is also necessary to consider the distributions of reflectivity and rainrate. Figure 13 shows the area of the hurricane having rain rate above the threshold plotted on the horizontal axis varies depending on the microphysical scheme represented by different line types. The total amount of precipitation associated with the hurricane does not vary substantially between the different simulations, with the total volume of rain reaching the ground at this time varying from $7.7 \times 10^8$ to $7.4 \times 10^8$ to $8.9 \times 10^8$ m$^3$ h$^{-1}$ for the simple ice, mixed-phase, and Goddard microphysics schemes respectively. However, despite there being no major differences in the mean rainfall rates (varying from 4.24 to 4.35 to 5.35 mm h$^{-1}$ for simple ice, mixed-phase and Goddard microphysics respectively) and in the standard deviations of rainfall rates (from 9.2 to 10.5 to 11.9 mm h$^{-1}$ for the same three same cases), there are substantial differences between precipitation distributions of precipitation, especially for the higher rainfall amounts.

The differences between the simulations are significant because the area of the storm with rain rates above some of the higher thresholds (e.g., 50 mm h$^{-1}$ and above) varies by almost up to an order of magnitude given the logarithmic scale plotted. Given that these high rain rates are most responsible for inland flooding that can cause some of the major destructive impacts of hurricanes and loss of life, these differences are significant. In general, simulations with greater frequency of higher surface rain rates
correspond to simulations with lower center pressures and larger surface winds, which seems reasonable given the greater release of latent heat that would be expected to occur.

To determine the relative importance of varying microphysical parameterization schemes, similar analysis is conducted for the other sensitivity studies. Examination of the distribution of surface reflectivity for simulations with varying boundary layer schemes showed differences between simulations, but did not conclusively show whether significantly different trends existed. However, the simulation with use of the Blackadar scheme did seem to give a hurricane with significantly smaller areas than the simulations with the Burk-Thompson or Eta boundary layer scheme. Figure 14 shows the variation of hurricane area with rain rate above a threshold as a function of rain rate for simulations with varying representations of the planetary boundary layer. Even though the minimum center pressure and maximum surface winds differed substantially for these simulations, the simulated distributions of rain rates do not. The fact that areal distributions of rain rates for different boundary layer simulations are similar helps show that there is no simple correlation between rain rate distributions and storm intensities, and that dependencies on other dynamic and thermodynamic factors must be considered.

Figure 15 shows distributions of surface reflectivity at 0000 UTC on 11 September for simulations with varying representations of graupel fall speed, all of which are within the range of plausible solutions identified by McFarquhar and Black (2003). As for simulations with varying microphysical and boundary layer schemes, there are differences in distributions that are hard to quantify from surface reflectivity distributions. For simulations with lower fall speeds, there is more time for the graupel to be advected further from the updrafts associated with its production, and hence different
horizontal distributions of precipitation might be expected to result since graupel is converted to rain by varying hydrometeor conversion processes. However, there are no clear differences in storm horizontal size in Fig. 15 depending on graupel fall speed. There may be no effect on storm horizontal size because graupel only occurs at close proximities to updrafts (e.g., AMPR data shown in Fig. 3), and hence rainbands, which are more controlled by the advection of snow, might be more affected by snow velocities than graupel velocities.

However, the representation of graupel fall speed still has an impact on the intensity of precipitation forecasts for the storm, as shown in Figure 16 that plots the area of the hurricane having rainrate above the threshold plotted on the horizontal axis. There is no simple relationship between fall speed and the occurrence of higher rain rates (e.g., faster fall speeds give more intense rain rates in general), as the simulation with fastest and slowest graupel fall speeds have less intense rain occurring than the simulation with the medium graupel fall speeds. These differences are significant given the logarithmic scale used in Fig. 16. Since there is no simple relationship between storm intensity and graupel fall speed, but differences between simulations do exist (Fig. 9), this suggests that dynamical effects associated with the release of latent heat during various microphysical conversion processes are crucial for affecting the intensification of the hurricane and for an understanding of storm dynamics.

Simulations with varying condensation schemes again show that microphysical conversion terms between hydrometeor categories do not allow determine the distribution of the condensate within the tropical cyclone. Distributions for the base case are again compared against results from the simulation with the use of the new condensation
scheme, which limits the artificial increase in $\Theta_e$ that occurs in some existing condensation schemes. Figure 17 shows the hurricane area having rainrate above the threshold plotted on the horizontal axis. Differences between simulations are highly noticeable and larger than the differences produced by the use of different microphysical schemes (Fig. 13), boundary layer schemes (Fig. 14) or graupel fall speeds (Fig. 16). The simulation with the new condensation scheme produces much lower rain rates, and this is especially noticeable by the more infrequent occurrence of the higher rain rates; this is logical, because the higher rain rates are associated with the intense rain band at the hurricane eye wall, where conventional parameterization schemes would be expected to most over predict the amount of condensation occurring, and hence, the amount of rain produced. This figure is important for showing that many other factors, in addition to varying representations of microphysics, are also responsible for the different distributions of precipitation noted in the different simulations.

d. Impacts of Variances Between Simulations

The major driving force behind a hurricane is the release of latent heat that is associated with conversions between the phases of water and varying hydrometeor categories. If simulations with varying representations of microphysical, thermodynamic, or boundary layer processes are producing different estimates of latent heating and hence feedbacks on dynamical processes that is affecting the structure and evolution of hurricanes, it should be possible to see differences in the updraft and downdraft characteristics in the model simulations. For the purpose of this study, an updraft or downdraft is defined as any grid box where the air velocity is greater than or less than 1 m s$^{-1}$ respectively. This is similar to definitions used by Jorgensen (1985) and Houze
(1988) in that Jorgensen's definition assumed these fall speeds existed in aircraft observations for 5 consecutive seconds, which approximately corresponds to 1 km, and Houze's definition assumed the air motion had a greater magnitude than that of stratiform ice particles, which is on the order of 1 m s\(^{-1}\).

Figure 18 shows how the updraft and downdraft characteristics vary for the different microphysical schemes, and Figure 19 shows how these characteristics vary for simulations using different graupel fall velocities. The plots are shown for a number of different altitudes located near the freezing level where latent heat release is most important. Substantial differences in the updraft and downdraft characteristics are noted between simulations showing that the microphysical processes are substantially feeding back upon storm dynamics. For example, simulations with more detailed representations of microphysics, greater number of categories in the Goddard scheme, typically have larger updrafts and downdrafts than those simulations with less detailed representations of microphysics. These were also the simulations that produced larger areas with intense rainfall rates (Fig. 13). Similarly, the base simulation produced greater updrafts and downdrafts than simulations with enhanced or reduced graupel fall velocities, the simulations that also produced larger areas of intense rain (Fig. 16). The differences between updrafts and downdrafts for the different simulations categorically proves that these conversion processes must be adequately represented in order to adequately determine the life cycle of a hurricane.

In an attempt to determine which schemes or choice of schemes might be better representing processes occurring within hurricanes, comparison of observed and simulated reflectivity is performed. The modeled reflectivity is computed from the
hydrometeor mixing ratios, assumed size distributions, and difference surface characteristics of the different hydrometeor species. Figure 20 shows a cross-section of modeled reflectivity from the base simulation and for the new iterative condensation scheme. Compared to Fig.4, the substantially larger modeled values of reflectivity compared to the observations at all levels can be clearly seen in both simulations. However, a plot of the frequency of occurrence of different values of reflectivity showed that the frequency of the highest reflectivity values were reduced with the use of the new iterative condensation scheme, in analogy to the reduction of the frequency of occurrence of higher rainrates seen in Fig. 17.

An indirect comparison of the modeled updrafts and downdrafts can also be made, using the EDOP observations shown in Figure 4. Because EDOP measures the speed of particle zones to and away from the airplane on which it is installed, the EDOP observations represent the combination of air velocity and the velocity of particle zones. For particles above the melting level, the fall speeds are approximately 1 to 3 m s⁻¹, depending on the mixture of snow, graupel, and ice, whereas for particles below the melting level, the mass-weighted fall speeds range between 5 to 10 m s⁻¹, depending on the sizes of the raindrops. These particle speeds should be considered when interpreting the Doppler velocities shown in Figure 4. A couple of differences between the observations and the simulations can be noted by comparing the updraft/downdraft statistics (e.g., Fig 18) and cross-sections of air motion (Figures not shown). First, the significant updrafts, with values up to 10 m s⁻¹, present in the base simulation are not seen in the EDOP data. This, combined with the substantial overestimate of the radar reflectivity values in the model compared to the EDOP data, suggests that none of the
microphysical parameterization schemes are adequately capturing the quantitative precipitation estimates. Note also that the downdrafts predicted by the models do not vary as much as do the updrafts between different condensation schemes, estimates of fall velocity, and depending on the condensation scheme, and given typical fall speeds of raindrops are not inconsistent with the EDOP downdrafts. Because both the updrafts, and rainrate and reflectivity values are much lower for the simulations with enhanced or reduced graupel fall speeds and for the simulations with the use of the new iterative condensation scheme, more consistent with observations, this strongly suggests that some of the basic physical representations in the model may not be adequately represented.

The over prediction of rain rate for our base simulation compared against observations may be caused by an overprediction of graupel, since graupel ultimately leads to the formation of rain. This may also cause the enhanced reflectivities seen in the upper levels in Fig. 20. Figure 21 shows histograms of graupel at multiple levels for the base simulations with the Goddard microphysical scheme. Compared against graupel mixing ratios observed in other hurricanes (e.g., Figure 10 in McFarquhar and Black 2003), the simulated graupel mixing ratios are much higher and may be causing the overprediction in rainfall amount. This cannot be categorically stated because in-situ observations of graupel mixing ratios from Hurricane Erin at these levels are not available to compare against the simulations. However, comparison with the AMPR radiometric data further suggest that the modeled values of graupel are much too high because such high amounts of graupel are not necessary to explain the observed AMPR brightness temperature.
Another test of the simulations can be made not by examining the amounts of graupel, but rather its spatial distribution and its spreading in horizontal directions compared to observations. Figure 22 shows graupel mixing ratio and updraft velocity plotted as a function of horizontal distance from the center of the hurricane for simulations with varying graupel fall speeds. Different angles of cross-section are used to examine the relationship between updraft velocity and graupel mixing ratio in Fig. 22 to ensure that an intense rain band and significant amounts of graupel are included in the cross-section. Graupel occurs over a very narrow band of 10 to 40 km, well correlated with the location of the updraft in the model simulation. This trend is true regardless of the graupel fall speed used in the simulation. Compared to the AMPR observations in Fig. 3, it would appear that the smaller band widths associated with the lower or higher graupel fall speed simulations may replicate the scattering behavior better from graupel. The most important aspect, though, is that the graupel mixing ratios seem to be over predicted by the model compared to the AMPR observations. It is also worth mentioning that McFarquhar and Black (2003) showed that the size distribution characteristics were very different in regions of the tropical cyclone with substantial updrafts or downdrafts compared to more stratiform regions. These differences could affect fall velocities and hence the feedbacks on dynamics, which may impact the hurricane simulations. Subsequent studies will examine effects due to the dependence of microphysical parameters on the updraft velocities.

\textit{d. Impacts on Inner Eye Thermodynamics}

Not only do microphysical processes impact the distribution of hydrometeors, but also the representation of condensation. Figure 10 previously showed that a less intense
storm with lower surface winds was obtained with the use of a new condensation scheme that better limited an artificial increase in $\Theta_e$. Further, the maximum rain rates and reflectivity was produced for such simulations suggesting that they better agree with observations and hence might be better representing physical processes that occur in hurricanes. Histograms examined from the simulations shown in Fig. 20 also showed that the reflectivity at all levels in the vertical is substantially less than for the base simulation compared to the iterative condensation scheme. This is definitely associated with differing dynamic effects, as the magnitudes of the updrafts and downdrafts are substantially lower for the simulation with the new condensation scheme are substantially lower than those produced with the base condensation scheme as shown in Figure 23. Simulations with varying microphysical representations failed to show a significant decrease in the amount of graupel aloft, a common problem with mesoscale simulations of hurricanes, and also failed to limit the artificially high $R$ that are typically associated with mesoscale simulations of hurricanes. Simulations with varying graupel fall velocities improved the simulation somewhat, but not to the degree that the simulations with the new condensation scheme. Thus, the new condensation scheme might at first appear to give a better representation of the hurricane. However, an examination of inner eye thermodynamics must also be made in order to determine if these new condensation schemes are better representing the processes that occur within tropical cyclones.

Figure 24 shows an azimuthally and time-averaged cross-sections of $\Theta_e$ in the inner domain for the base simulation and for the simulation with the new iterative condensation scheme. A couple of differences between the cross-sections are evident, namely there is lower $\Theta_e$ near the surface associated with the use of the new iterative
condensation scheme, and lower $\Theta_e$ around 500 mbar in the dry region of the hurricane for the base simulation. Better agreement with $\Theta_e$ values computed using the dropsondes released from the ER-2 are obtained near the surface for the new iterative condensation scheme, and the overestimates of $\Theta_e$ compared to these observations as found in all other simulations are no longer present. At first, this tends to suggest that the iterative condensation scheme is doing a much better job simulating processes within the eye wall and giving a better representation of thermodynamics in the eye. However, for higher levels, this is not the case.

When vertical profiles of temperature and moisture from the new iterative condensation scheme are compared against those from the base simulation and from measurements obtained in the eye of the hurricane (Fig. 25), a different perspective is realized. With the use of the iterative condensation scheme, the substantial dry layer between 800 and 300 mbar noted with the dropsonde and with the base and other simulations is not present. Because the use of the new condensation scheme leads to less condensation in the eye wall, perhaps the extra water vapor that is not condensed mixes with the dry air in the eye, hence producing a moister eye in these simulations. Alternatively, the lower updrafts associated with the new condensation scheme are less efficient at transporting water vapor to higher levels and away from the eye, allowing more moisture to ultimately reach the eye. Thus, even though certain aspects of the simulation are improved with the use of iterative condensation, other aspects do not replicate features found in the observations. The whole mixing processes, and forces acting within the eye must be considered in the future to determine the physical processes responsible for the transport of water vapor in and around the eye of the hurricane. Thus,
even though the performance of the new condensation scheme is better than existing condensation schemes in some respects, it does not do as good of a job in predicting the inner eye thermodynamics. However, it may be that its failure in these respects may be related to failures of other mixing or parameterization schemes and further investigation is required.

In reality, a new condensation scheme that conserves $\Theta e$ may have to be developed in order to limit the overprediction of condensate and the artificial increase in temperature that is seen in these simulations. This may also help better determine mixing and dynamical processes leading to better simulations.

6. Conclusions

In this paper, simulations of Hurricane Erin 2001 are conducted using the NCAR/Penn State mesoscale model MM5 in order to examine the role of different microphysical, thermodynamic, and boundary layer processes on the distribution of hydrometeors and on the structure and evolution of the tropical cyclone. Observations collected during the CAMEX4 campaign are used to help interpret the simulations in order to determine which physical processes might best represent some of the physical processes occurring within tropical cyclones. Because of the complexity of processes occurring within hurricanes, statistical comparison of results and observations are performed. The principal conclusions of this study are as follows:

1) The representation of boundary layer processes are just as important as the representation of microphysical processes in predicting the strength and intensity of hurricanes.
2) Consistent with past studies, the Burk-Thompson boundary layer scheme and the Eta boundary layer scheme seem to give the best representation of boundary layer physics when compared against observations.

3) Different microphysical parameterization schemes give different strengths and intensities of hurricanes. In general, schemes with more detailed physics give lower central pressures, higher surface winds, larger rain rates, and greater reflectivities.

4) Not only do microphysical parameterization schemes affect the hurricane simulations, but also the different microphysical parameters. In particular, simulations with varying graupel fall speed had significant effects on the distributions of precipitation, the intensity of the hurricane produced, and on the updraft and downdrafts occurring in the hurricane.

5) A new condensation scheme was developed that limits the artificial increase of $Q_e$ that has been associated with the majority of condensation schemes previously used in mesoscale models. Its use produced improved hurricane simulations in that rainrate, reflectivity, and updraft characteristics were produced compared to observations. However, the temperature and moisture profiles of the eye region did not compare as well against observations as did those using conventional parameterization schemes.

The comparisons with observations presented in this paper suggest that certain parameters or schemes may do better jobs for the representation of Hurricane Erin 2001. As noted by Zipser et al. (2003), different hurricanes can have substantially different amounts of condensate contained within them, so caution must be exercised when extrapolating these results to other hurricanes or tropical cyclones. In addition, if one parameterization scheme that artificially weakens a hurricane is used in combination with another parameterization scheme that artificially strengthens a hurricane, the final result
may look reasonable. It is really impossible to tell from a single set of simulations which
processes are best represented by which parameterization schemes; instead focus needs to
be placed on why different parameterizations produce different simulations. This shows
that future studies must place more emphasis on the physical processes that are occurring
within storms, and to produce parameterization schemes with more physical basis to
more adequately represent the processes that are occurring within hurricanes. The high
quality observations collected during CAMEX4 and during other field campaigns are
essential for proper interpretation of the model results, and identifying deficiencies in
existing model approaches.

There are no simple relations between descriptive microphysical parameters,
parameterization schemes, and condensation schemes, and the strength and intensity of
the hurricanes, and the distributions of hydrometeors. Therefore, it is vital that a better
understanding of how the different physical processes involved with the maintenance of
hurricanes. Future model simulations with finer resolutions, bin-resolved or multi-
moment microphysical, and more resolved boundary layer processes should substantially
aid in this interpretation.
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Bryan and Fritsch (2000) documented unphysically high values of $\Theta_e$ in their simulations of cumulonimbus clouds using MM5, noting that these problems existed regardless of the microphysics or boundary layer scheme used. A major reason for the high values of $\Theta_e$ calculated was that the one-step condensation equation used tended to overestimate the final value of mixing ratio and temperature, especially in the presence of vigorous updrafts. It is unknown what effects this problem may have had on past hurricane simulations, but it may be partially responsible for the higher simulated precipitation rates than found in observations. A new iterative condensation scheme is derived here to more accurately predict the modeled condensation rate.

In version 3.5 of MM5, temperature and vapor pressure are stepped forward at each time without condensation occurring, then an adjustment step is made converting excess vapor to liquid water so that the air is saturated. Following Grell et al. (1995), $(q_i, T_i)$ represent the temperature and vapor pressure before the adjustment step. If $q_i$ is greater than $q_{sl}$, the saturated vapor pressure at $T_i$, condensation will occur so that $(q_f, T_f)$ represent the vapor pressure and temperature after condensation and represent saturated conditions, with $q_f < q_i$ and $T_f > T_i$. The points $(q_{sl}, T_i)$ and $(q_f, T_f)$ are connected by the Clausis-Clapeyron equation, given by

$$\frac{dq_f}{dT} = \frac{q_f - q_{sl}}{T_f - T_i} = \frac{q_s L_v}{R_v T_i^2}$$

(A1)
where \( R \), is the gas constant and \( L \), the latent heat of vaporization. The slope of the line between points \((q_i, T_i)\) and \((q_f, T_f)\) is determined from moist static energy conservation,

\[
L_v dq = L_v (q_f - q_i) = -c_p dT = -c_p (T_f - T_i)
\]  

(A2)

In the scheme implemented in MM5, the temperature in Eq. (A1) is assumed to be \( T_i \), and can lead to a substantial overestimate of the amount of condensation occurring within a time step. For example, assuming an increase of 0.1°C at a temperature of 20°C, the condensation rate would be overestimated by 0.25% by Eq. (A2). Although this may not seem significant, when integrated over an entire hurricane simulation this systematic error might be problematic. Further, given that air masses may rise a couple hundred meters in a given time step, the 0.1°C increase per time step is likely an underestimate.

Although it may be advantageous to develop a condensation scheme that uses \( \Theta_c \) as an advective variable, the importance of overestimating condensation can be simply made through the development of an iterative condensation scheme. The temperature used in Eq. (A1) is assumed to be the average of \( T_f \) and \( T_i \) to make a more accurate estimate of condensation, the final temperature, and water vapor content. This is an iterative calculation because \( q_f \) and \( T_f \) must be recomputed a few times until the solution converges. Because the solution rapidly converges, minimal extra computational expense is required.
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Table 1:

<table>
<thead>
<tr>
<th>Series</th>
<th>Simulations Performed</th>
<th>Other Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microphysical Parameterization Scheme</td>
<td>Goddard microphysics</td>
<td>35 σ levels</td>
</tr>
<tr>
<td></td>
<td>Reisner mixed-phase</td>
<td>2 km horizontal resolution</td>
</tr>
<tr>
<td></td>
<td>Reisner graupel</td>
<td>No convective scheme for D4</td>
</tr>
<tr>
<td></td>
<td>Simple Ice</td>
<td>Betts-Miller scheme for D1 through D3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Burk-Thompson scheme and Eta scheme</td>
</tr>
<tr>
<td>Boundary Layer Parameterization Scheme</td>
<td>Blackadar</td>
<td>35 σ levels</td>
</tr>
<tr>
<td></td>
<td>Eta</td>
<td>2 km horizontal resolution</td>
</tr>
<tr>
<td></td>
<td>Burk-Thompson</td>
<td>No convective scheme</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Goddard microphysics</td>
</tr>
<tr>
<td>Graupel Fall Speed Representation</td>
<td>((a_g, b_g) = (351.2 \text{ cm}^{63} \text{ s}^{-1}, .37)) base</td>
<td>35 σ levels</td>
</tr>
<tr>
<td></td>
<td>((199.9 \text{ cm}^{75} \text{ s}^{-1}, .25))</td>
<td>2 km horizontal resolution</td>
</tr>
<tr>
<td></td>
<td>((700.1 \text{ cm}^{25} \text{ s}^{-1}, .75))</td>
<td>Blackadar PBL scheme</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No convective scheme</td>
</tr>
<tr>
<td>Thermodynamic Scheme</td>
<td>Usual condensation Scheme</td>
<td>35 σ levels</td>
</tr>
<tr>
<td></td>
<td>New Condensation Scheme</td>
<td>2 km horizontal resolution</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Goddard microphysics</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Blackadar PBL scheme; no convective scheme</td>
</tr>
</tbody>
</table>
Figure 1: Radar reflectivity obtained from lower fuselage radar on board NOAA P-3 aircraft during first penetration through hurricane Erin. The picture box represents a 360 km by 360 km area, and the box is centered at 35.195°N, 65.143°W. The sweeps were made starting at a time of 181154 UTC.
Figure 2: As in Fig. 1, except the reflectivity was made during second penetration of NOAA P-3 into hurricane Erin. Here, the box is centered at 35.832°N and 65.863°W. The sweeps were made starting at a time of 191416 UTC.
Figure 3: Brightness temperature ($T_b$) measured by AMPR at 10.7, 19.35, 37.1, and 85.5 GHz for transect that the NASA ER-2 flew over the eye of Erin flown between 191946 and 193459 UTC.
Figure 4: Reflectivity $Z$ and Doppler velocity, a combination of ambient velocity and particle fall speed, obtained by EDOP for transect, flown to the west, shown in Fig. 2. Each dwell number corresponds to 0.5 s, so that horizontal axis is approximately 517 km. Points to right of eyewall (at 2400 to 2800 dwell number) are on the west side of the eyewall.
Figure 5: Vertical profile of temperature and water vapor as measured by dropsonde released from NASA ER-2 over the eye of Hurricane Erin at 192840. Red line depicts temperature profile, blue line depicts water vapor profile (redo this figure in black and white).
Figure 12: Horizontal distribution of surface reflectivity, dBZ, in inner domain at 0000Z on 11 September 2001 for simulations using various microphysical parameterization schemes: a) simple ice; b) Reisner et al. mixed-phase (no graupel); c) Goddard microphysics.
Figure 13: Area of simulated hurricane, in km², having rainrate above threshold plotted on the horizontal axis. Different line types represent different microphysical parameterization schemes as indicated in legend.
Figure 14: As in Fig. 13, except different line types correspond to simulations using different boundary layer schemes as indicated in legend.
Figure 15: As in Fig. 12, except different plots correspond to simulations performed with varying representations of graupel fall speeds: (a) base conditions, (b) slower falling graupel, (c) faster falling graupel.
Figure 20: Cross-section of reflectivity estimated from model simulations for (a) base condition and (b) for simulation with new iterative condensation scheme at 2100 UTC on 10 September 2001. Comparison with reflectivities measured by EDOP at similar times shows that model is overestimating the reflectivity values.
Figure 21: Histograms of graupel mixing ratios for simulations with varying graupel fall speeds.
Figure 23: As in Fig. 18, except solid line represents base parameterization scheme and dashed line represents simulations with new iterative condensation scheme.
Figure 24: Cross-section of $\Theta_c$ (a) for simulation of base conditions and (b) for simulation with new iterative condensation scheme. Substantially lower $\Theta_c$ and better agreement with $\Theta_c$ from dropsonde measurements is obtained than for using base simulations.
Figure 6: Domain used in MM5 base simulations of Hurricane Erin. Outer grid has horizontal resolution of 54 km, inner grids have resolutions of 18, 6, and 2 km respectively. All domains have 2-way nesting except the course domain.
Figure 7: Temporal evolution of minimum sea-level pressure and maximum surface wind speed between 0000 UTC on 7 September 2001 and 0000 UTC on 11 September 2001. Solid lines represent observations, different line types correspond to simulations conducted with varying microphysical parameterization schemes as indicated in legend; all simulations use Burk-Thompson boundary layer scheme. D3 and D4 indicate the time at which the 6 km grid and the 2 km grid are activated respectively. See Appendix for description of other base simulation conditions.
Figure 8: As in Fig. 7, except that the different microphysical simulations were all conducted using the Eta boundary layer scheme. The Reisner graupel scheme is not included in the plot because an instability in the model prevented a solution being obtained. See Table 1 for description of other base simulation conditions.
Figure 9: As in Fig. 7, except different thin lines correspond to different choice of \((a_g, b_g)\) coefficients which describe the fall velocity of individual graupel particles. The coefficients corresponding to different fall velocities are: fast-(700.1 cm\(^{75}\) s\(^{-1}\), .37); medium-(351.2 cm\(^{63}\) s\(^{-1}\), .37); and slow (199.9 cm\(^{75}\) s\(^{-1}\), .25). See Table 1 for description of other base simulation conditions.
Figure 10: As in Fig. 7, except different line types correspond to simulations with different boundary layer parameterization schemes as indicated in the legend. See Table 1 for description of other base simulation conditions.
Figure 11: As in Fig. 7, except different line types correspond to use of existing condensation scheme or new iterative condensation scheme described in legend. See Table 1 for description of other base simulation conditions.
Figure 16: As in Fig. 13, except different line types correspond to simulations with varying representations of graupel fall speed as indicated in legend.
Figure 17: As in Fig. 13, except different line types correspond to base simulation and simulation with use of new iterative condensation scheme.
Figure 18: Histograms of frequency of occurrence of vertical updrafts and downdrafts having magnitude above 1 m s\(^{-1}\) for simulations with varying microphysical parameterization schemes: solid, simple ice scheme, dashed, Goddard scheme, dotted, Reisner mixed phase scheme. Different panels represent distributions at different \(\sigma\) levels, corresponding to temperatures labeled on right hand side.
Figure 19: As in Fig. 18, except for simulations with varying representations of graupel fall speed: solid, original simulation; dashed, faster falling graupel; dotted, slower falling graupel.
Figure 22: Plot of graupel mixing ratio and vertical velocity at temperature of $-5^\circ$C for varying distance along a cross-section that cuts through the eye of the hurricane.
Figure 25: Vertical profile of temperature and dew-point temperature for model simulation using the new iterative condensation scheme.