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Abstract

The NASA Langley MDO method evaluation study seeks to arrive at a set of guidelines for using promising MDO methods by accumulating and analyzing computational data for such methods. The data are collected by conducting a series of reproducible experiments. In the first phase of the study, three MDO methods were implemented in the iSIGHT\textsuperscript{1} framework and used to solve a set of ten relatively simple problems. In this paper, we comment on the general considerations for conducting method evaluation studies and report some initial results obtained to date. In particular, although the results are not conclusive because of the small initial test set, other formulations, optimality conditions, and sensitivity of solutions to various perturbations. Optimization algorithms are used to solve a particular MDO formulation. It is then appropriate to speak of local convergence rates and of global convergence properties of an optimization algorithm applied to a specific formulation. An analogous distinction exists in the field of partial differential equations. On the one hand, equations are analyzed in terms of regularity, well-posedness, and the existence and uniqueness of solutions. On the other, one considers numerous algorithms for solving differential equations. The area of MDO methods studies MDO formulations combined with optimization algorithms, although at times the distinction is blurred. It is important to this paper, we focus more on formulations, although optimization algorithms play a role as well.

A sizable and ever growing body of methods and their variants has been proposed for solving MDO problems. Yet, there is much speculation, but limited computational or analytical substantiation of practical applicability and algorithmic properties of MDO methods. An informative computational method study—of different scope and intent—was done by Shubin [2]. Haim et al. [3] compare performances of several nonlinear programming software packages on an MDO problem, given one specific formulation. However, in general, a practitioner of MDO has little basis for selecting a method among those appearing in print.

Several ongoing efforts at NASA Langley are aimed at addressing this deficiency. The present paper will acquaint the reader with the initial results of the first phase of a method evaluation study initiated last year. The objectives of the study are as follows:
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Accumulate computational data on the performance of promising MDO methods.

Compare the practical performance of the methods with their proven or conjectured analytical properties.

Arrive at a classification of the methods and problems amenable to the methods, as well as a set of guidelines for using specific methods.

Establish “standards” or guidelines for systematic, easily reproducible, method testing procedures.

We consider the last objective exceedingly important. Numerical results presented in publications about MDO methods are rarely easily reproducible by other researchers. This may be due to legitimate validation, and evaluation of methods extremely difficult, if not impossible, because one can always argue that a particular result is due strictly to an implementation and not to an intrinsic property of a method under consideration. A remedy is, of course, to ascertain that the test can be replicated at least for simple problems, thus providing a basis for legitimate discussions of implementations vs. method properties.

Our objectives present a formidable task, since comparing methods intended for solving even the conventional nonlinear programming problem is notoriously difficult, given the limitations of the problem selection, the implementation, and many other variables. However, our aim is not to declare one method superior to another. Instead, by accumulating computational data, we seek to understand under what circumstances the use of a specific method may be advisable.

In this paper, we comment on testing, in general, and describe our testing procedures and their limitations, in particular. We give detailed results for one test problem, followed by a summary of numerical results for all problems, as well as conclusions available to date.

A record of all tests and numerical results can be found in a forthcoming NASA contractor report [4]. A complete record of all tests, codes, and description files can be found at the NASA Langley Multidisciplinary Optimization Branch (MDOB) method evaluation site accessible via the MDOB homepage (http://fmad-www.larc.nasa.gov/mdob/MDOB/). Interested readers are invited to make contributions to this site after familiarizing themselves with the submission requirements.

**MDO Methods**

During Phase I of the study, we collected numerical data on the Multidisciplinary Feasible method (MDF), the Collaborative Optimization approach (CO), and the Individual Discipline Feasible method (IDF). MDF is a mathematical idealization of the conventional approach to MDO. The nomenclature was introduced by Cramer et al. [5]. MDF was implemented to serve as a baseline result in this study. Antecedents of CO [6] and IDF [5] can be traced to work on optimization of large systems, such as that of Wismer [7] and Lasdon [8]. Both CO and IDF are aimed at solving large problems with a narrow programming problem of the following form:

\[
\begin{align*}
\text{minimize} & \quad f(x, u(x)) \\
\text{subject to} & \quad h(x, u(x)) = 0 \\
& \quad g(x, u(x)) \geq 0,
\end{align*}
\]

where, given a vector of design variables \( x \), the state variables \( u(x) \) are defined via a block system of equations,

\[
A(x, u(x)) = \begin{pmatrix} A_1(x, u_1(x), \ldots, u_N(x)) \\ \vdots \\ A_N(x, u_1(x), \ldots, u_N(x)) \end{pmatrix} = 0,
\]

where \( N \) is the number of blocks. In the context of MDO, the blocks of the system usually represent the state equations for the disciplinary analyses and the necessary interdisciplinary couplings. The equations are known as the Multidisciplinary Analysis (MDA) system.

**Multidisciplinary Feasible Method**

The MDF formulation is a conventional method for solving problem (1). It is an example of the variable reduction approach to nonlinear programming, where only the design variables \( x \) are used as independent optimization variables. The statement of the problem is unchanged from formulation (1). Therefore, theoretically, the convergence properties of any optimization algorithm applied to MDF are just its...
At each iteration of the optimization procedure, the design variable vector $x$ is input into the MDA system. The system is then solved for the state vector $u$, thus reducing the dimension of the optimization problem. The solution of the MDA system, i.e., the multidisciplinary function evaluation, is frequently performed via the block Gauss-Seidel procedure (fixed-point iteration). The MDA system can be, in principle, solved by any method for solving nonlinear equations, such as the Newton’s method. One should note, however, that unless a globalization strategy is used, there is no guarantee that a method for solving nonlinear equations will solve the MDA problem from arbitrary initial points.

MDF has been in use ever since nonlinear programming techniques were first applied to engineering. At each iteration of optimization, multidisciplinary equilibrium (or feasibility) is maintained via MDA. The term “Multidisciplinary Feasible” refers to this property. Given a careful statement of a particular problem and a good optimization algorithm applied to the formulation, MDF can be efficient.

The main drawback of MDF is its extreme expense. First, the method is costly to implement, because a practitioner of MDO has to face the difficult problem of analysis integration. Second, a complete MDA must be done not just at every iteration, but also for computing derivatives, if finite-difference derivatives are used. Moreover, optimization algorithms applied to MDF are sensitive to the convergence of MDA, in general, and the fixed-point iteration, in particular, which may be detrimental to the robustness of the method and its speed. Finally, the method is not immune to failing because of attempts to process points that cannot be analyzed.

Collaborative Optimization

In the CO approach, problem (1) is decomposed into a number of subsystems, usually along the disciplinary lines. The problem is then reformulated as a bilevel programming problem.

A system objective $f$ is selected for the system level. The system-level constraints are the so-called “compatibility” or “coupling” constraints designed to bring the system into multidisciplinary equilibrium. The values and derivatives of the compatibility constraints are computed by solving the lower-level, sub-parallel, are nonlinear programming problems whose objective is to minimize the discrepancy between the shared variables of the subsystems while satisfying the disciplinary constraints.

Braun et al. [9] comment on implementation and performance features of CO. A detailed discussion of CO’s analytical and computational properties can be found in Alexandrov and Lewis [1]. The latter work contains complete, precise notation of CO and a simplified notation useful in initial implementation. We use the simplified notation here.

Assume that for each disciplinary subsystem $i$, given a vector of design variables $x_i$, the corresponding vector of responses $u_i(x_i)$ is computed via the analysis $A_i$, and the constraints $g_i(x_i, u(x_i)) \geq 0$, $i = 1, \ldots, N$.

The actual system compatibility constraint can be stated as a sum of the individual constraints. Other forms of the system-level compatibility constraints and subsystem problems exist ([6], [10], [11], [12]), but in Phase I, we focused on the CO formulation as shown above, as it is the most promising one [1].

CO has a number of attractive features. First, it dispenses with MDA. Instead of requiring multidisciplinary feasibility at each iteration of optimization, the feasibility is attained in the system optimization problem via the introduction of compatibility constraints. Thus, each iteration is feasible with respect
to individual analyses, but not multidisciplinary feasible until a solution is reached.

CO has the very appealing attribute of disciplinary autonomy with respect to both the analyses and optimization, resulting in a relatively easy procedure for integration of the disciplinary analyses. The analyses can be processed in parallel. Another significant feature is the maintenance of intradisciplinary feasibility at each system iteration, which is important from the application perspective. As MDF, the method makes full use of the disciplinary analysis software.

The limitations of CO have to do with attaining multidisciplinary feasibility and with reformulating the original, conventional nonlinear programming problem into a nonlinear bilevel programming problem.

In particular, the method is intended for problems where the interdisciplinary coupling has small bandwidth. Problems with many couplings are not expected to benefit from this formulation. The formulation has more optimization variables than that arising from MDF, but given the first limitation, the increase in the number of variables should not be great, as the number of auxiliary variables depends on the bandwidth of the coupling.

Further, the CO formulation is aimed at solving a narrower class of problems than do MDF and IDF; namely, it does not consider general constraints at the system level. Technically, general constraints can be included at the system level. Their inclusion tends to impair the performance of the method, but is unavoidable at times. For instance, in one of our test problems, the hub frame design, the objective is to minimize the weight of the structure, subject to constraints on the translational and rotational displacements, stresses in the frame members, and local buckling of the frame members. The translational and rotational displacements of the frame structure are global responses and should not be treated as local responses at the subsystem level.

Another limitation is that, despite maintaining disciplinary autonomy, CO does not allow explicit optimization with respect to disciplinary objectives at the disciplinary level. Multiple disciplinary objectives have to be incorporated at the system level.

The decomposition procedure may be dictated by the application, but it presents a difficult problem for cases where structure is not well understood.

The “small bandwidth of coupling” feature simply limits the scope of problems amenable to CO. In addition, CO suffers from a difficulty that has to do with reformulating a nonlinear programming problem into a general, nonlinear, bilevel optimization problem. As such, CO is inherently difficult to solve by means of software intended for conventional, single-level, nonlinear programming problems. While the CO formulation is equivalent to the original nonlinear programming problem with respect to the solution sets, the formulation is not equivalent to the original problem with respect to optimality conditions [1]. This is an example of two problem formulations that are equivalent with respect to their solution sets, yet are drastically different numerically.

Based on theoretical analysis of CO [1], it is expected that much fine-tuning would be required to implement the method for a specific problem and that convergence behavior of conventional optimization methods applied to the CO formulation might be erratic.

Individual Discipline Feasible Method

The IDF formulation provides another approach to “breaking” the expensive MDA iteration. The words “Individual Discipline Feasible” refer to maintaining disciplinary feasibility at each optimization iteration, but not multidisciplinary feasibility until a solution is reached.

Various forms of IDF are described by Cramer et al. [5] and Lewis [13]. To state the formulation, let us assume that the system consists of two subsystems and let us write the disciplinary analyses $A_1$ and $A_2$ in more detail as follows:

$$A(x, u(x)) = \begin{pmatrix} A_1(x, u_1(x), u_{12}(u_2(x))) \\ A_2(x, u_{21}(u_1(x)), u_2(x)) \end{pmatrix} = 0,$$

where $u_{ij}$ represent the interdisciplinary flow of information from discipline $j$ to discipline $i$. Then the IDF formulation introduces auxiliary variables $x_{12}$ and $x_{21}$, and the optimization problem can be stated in the following form:

minimize $f(x, u_1(x_1, x_{12}, u_2(x, x_{21})))$
subject to $x_{12} - u_{12}(u_2(x, x_{21})) = 0$
$x_{21} - u_{21}(u_1(x, x_{12})) = 0$
$h(x, u_1(x_1, x_{12}, u_2(x, x_{21}))) = 0$
$g(x, u_1(x_1, x_{12}, u_2(x, x_{21}))) \geq 0,$

where, $u_1(x, x_{12})$ and $u_2(x, x_{21})$ are computed by solving the disciplinary equations

$$A_1(x, u_1(x_1, x_{12}), x_{12}) = 0,$$
$$A_2(x, u_{21}(u_1(x), x_{21})) = 0.$$  

Thus, the IDF formulation is a single-level, nonlinear optimization problem.

On the positive side, IDF is trivially equivalent to the original nonlinear programming problem and is
thus easy to analyze. That is, the optimality conditions of the original problem hold for the IDF formulation. The convergence properties of optimization algorithms applied to IDF are those of the algorithms applied to conventional nonlinear programming problems. Given a good solver for equality constrained optimization problems, the method is expected to be efficient.

IDF assures full use of disciplinary analysis software.

Similarly to CO, IDF is intended for problems with small bandwidth of interdisciplinary coupling, and the problem of decomposition is similar to that of CO. Unlike CO, IDF is not limited to problems without general constraints at the system level.

Also similarly to CO, formulations that arise from IDF have more optimization variables that those arising from MDF.

Importantly, although IDF maintains autonomy with respect to analyses, it lacks CO’s autonomy with respect to disciplinary optimization. That is, while the analyses are performed autonomously during the analysis stage, the coupling is restored during the optimization step computation. This brings back the difficulties of integration.

Another weakness of IDF is its treatment of the disciplinary constraints. They are either ignored in descriptions of the formulation or simply relegated to the system, despite the need to handle disciplinary constraints at the disciplinary level—a wish usually expressed by practitioners of MDO.

**Approach**

We selected initial sets of ten problems, three methods, and a set of metrics to record during data collection. During Phase I, all methods were implemented in iSIGHT, which is a computational framework for multidisciplinary design optimization, produced by Engineous Software, Inc. The data have been compiled and preserved for evaluation. The iSIGHT problem description files are available to anyone who would like to duplicate the results or improve on them.

There has been much recent work in the area of approximations for engineering optimization, and Collaborative Optimization has been reported ([14], [15]) to show improvement due to the use of response surface methodology. In this study, we have not attempted to use approximations.

**Implementation and Its Limitations**

In this study, we are concerned with evaluating MDO methods, which is a notion composed of “formulations” and “algorithms”. A formulation is a statement of the problem to be solved by an optimization algorithm. An algorithm is then a set of steps performed to solve a formulation. The two are very much interconnected, and are even difficult to distinguish for some methods. MDF, CO, and IDF are all formulations, but they each may be implemented in a variety of ways and their evaluation will be affected by the use of specific optimization algorithms. This makes the evaluation extremely difficult. However, trends in performance can still be discerned.

The implementation of the methods and the problems, as well as the software used to solve the problems, have a direct bearing on the performance of the methods. Moreover, we understand completely that to use a particular method to its full advantage, especially a method for solving problems as difficult as those that arise in MDO, one will, by necessity, perform a significant amount of fine-tuning, both in the problem statement and in all areas of implementation.

Taken to its extreme, however, this principle means that, given any problem and any initial method, with a sufficient amount of time the method can be “fine-tuned” so that the problem can be solved with reasonable efficiency. The danger of such an extreme is that what practically amounts to a new method has to be developed for each problem. The questions are then whether an original method can still be discerned after such an exercise and just how much of fine-tuning is required to produce reasonable performance.

An important consideration in making decisions about fine-tuning is the available resources for solving a specific problem. If an expensive problem will be solved many times, it makes sense to fine-tune the method and the problem to assure optimal performance. However, in some projects, it is anticipated that the problem under consideration will be solved only a few times due to its extreme expense. In such cases, one cannot afford fine-tuning and one has to be reasonably certain of a method’s robustness before its application.

With this in mind, we made a decision to avoid fine-tuning as much as possible in the first phase of the study, in order to obtain an idea of what a reasonably intelligent user, who is not a method developer, will face when implementing a specific method. In further studies, a higher degree of fine-tuning the implementation is planned.

The choice of optimization software for solving the formulated problems and subproblems was limited by the set available in iSIGHT.
Table 1: Test problem set for Phase I.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Title</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Conceptual Ship Design</td>
<td>[14]</td>
</tr>
<tr>
<td>2</td>
<td>Electronic Packaging</td>
<td>[16, 17]</td>
</tr>
<tr>
<td>3</td>
<td>Power Converter</td>
<td>[18, 16]</td>
</tr>
<tr>
<td>4</td>
<td>Speed Reducer</td>
<td>[19, 16]</td>
</tr>
<tr>
<td>5</td>
<td>Combustion of Propane</td>
<td>[20, 16]</td>
</tr>
</tbody>
</table>

Table 2: Problem dimensions.

<table>
<thead>
<tr>
<th>Method</th>
<th>Problem</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDF</td>
<td># Variables</td>
<td>6</td>
<td>8</td>
<td>6</td>
<td>7</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>120</td>
<td>80</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td># Constraints</td>
<td>7</td>
<td>3</td>
<td>4</td>
<td>11</td>
<td>4</td>
<td>4</td>
<td>764</td>
<td>115</td>
<td>38</td>
<td>40</td>
</tr>
<tr>
<td>CO</td>
<td>System:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td># Variables</td>
<td>11</td>
<td>5</td>
<td>6</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>40</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td># Constraints</td>
<td>5</td>
<td>2</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td># Subsystems</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Total # subsystem variables</td>
<td>18</td>
<td>12</td>
<td>12</td>
<td>11</td>
<td>7</td>
<td>12</td>
<td>120</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>IDF</td>
<td># Variables</td>
<td>14</td>
<td>12</td>
<td>12</td>
<td>-</td>
<td>6</td>
<td>8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td># Constraints</td>
<td>11</td>
<td>5</td>
<td>6</td>
<td>-</td>
<td>6</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Within that set, the choice was somewhat subjective and dependent on experience. At this stage, we have not conducted conclusive studies on the sensitivity of a particular formulation to the choice of the optimizer.

All three methods were implemented in the iSIGHT framework, using MDOL, the iSIGHT MDO Language. The implementation was both eased and made more difficult because the methods were tested within the iSIGHT framework. On the one hand, the framework provided a unified approach to testing. On the other hand, iSIGHT is designed for handling large, “production” problems, and there was significant overhead connected with coding smaller problems in the early stages of the study. In addition, we were restricted to using the optimization software available in iSIGHT for solving the optimization subproblems. Overall, we feel that at this initial stage, the benefits of using iSIGHT outweighed the disadvantages of the additional work necessary to incorporate the problems and the methods into the framework.

Implementation within iSIGHT also affected the performance of the methods on some of the problems, in that stand-alone implementation has resulted in a much faster convergence. Future method evaluation studies are planned both in and out of iSIGHT.

Given all the limitations, however, our results are available for examination, as is all the software that produced the results. Should the authors of a particular method or other researchers find that a certain trend we discerned has to do strictly with our implementation and not with the innate properties of that method, we welcome suggestions on how to make the tests more informative.

Finally, promising methods evolve continually, their implementation improves with increased understanding of their workings, and the difficulties apparent at one stage of their development may disappear at a more mature stage.
Problems

The ten problems selected for Phase I of the study are listed in Table 1. Earlier references exist for most of these problems. We indicate the sources we used. The reference for the MDOB Test Suite [16] is indicated for all problems directly downloaded from that set, but the primary reference for the problem is the other reference.

At this stage, the problems are not representative of realistic MDO applications. However, to actually solve a realistic MDO problem may require months or even years, which would somewhat incapacitate the effort. Therefore, we chose several tractable problems as an initial set we could easily handle. Some of the problems, such as the Conceptual Ship Design Problem, the Electronic Packaging Problem, and the Hub Frame Problem, exhibit some of the salient features of realistic MDO problems, albeit not their size, complexity, or expense.

While a method cannot be judged applicable to a realistic problem just because it performs well on a toy problem, if it does not perform well on relatively simple problems, that is an indication that the method must be further studied before attempting to use it for solving realistic problems.

During future studies, we plan to obtain numerical data on solving more realistic problems with the methods that are deemed promising after this initial testing. A summary of the problem dimensions is given in Table 2. In cases where the problems were found inappropriate for being solved by a specific method, the table contains “—.”

Note that the constraints of the system-level problem for CO are just the compatibility constraints.

Metrics

We have considered a number of metrics in evaluating the performance of the methods. Some of the metrics are objective and quantitative, the others, more subjective and qualitative. Discussion of some of the metrics follows.

Generality. This is a measure of applicability of a method to various classes of problems. Our problem pool is small at this stage, but as it grows, we will classify the problems by their size in terms of variables and constraints, smoothness, nonlinearity, complexity, strength and bandwidth of coupling, presence of several objectives, and other features.

Robustness. Given that each method is designed for solving a specific class of problems, this metric evaluates the capacity of the method to provide a solution or a “satisfactory” point for that class of problems for a variety of perturbed data. For the initial set of problems that we considered, we measured robustness by attempting solution from several starting points.

Another, somewhat subjective, but important measure of robustness we considered was the amount of fine-tuning required to make a method produce an answer. For instance, we considered restructuring the problems in a number of ways, such as the incorporation of slack or squared slack variables, or changing the tolerances on constraints and optimality.

Performance. Performance is a very complex issue, strongly related to implementation, problem formulation, and the nature of the problem. In Phase I of the study, we quantified performance as work performed by each method during every optimization procedure.

The recorded work consists of the total number of analyses, with each “disciplinary” analysis counted as one function evaluation. Function evaluations computed during finite-difference derivative computations are included. In particular, for MDF, we report the total number of analyses, including the average number of analyses taken during fixed-point iterations in order to compute MDA, and those necessary to compute the finite-difference derivatives. For CO, we report the number of iterations taken by the system-level optimization problem, as well as the sum of the function evaluations in each subsystem, including those required for finite-difference computations. For IDF, we report the total number of function evaluations, including those taken for finite-difference computations, times the number of the subsystems.

Although the dimensions of the design space differ for MDF, CO, and IDF, by reporting the total number of analyses, we provide as complete a measure of work as possible, given the serious limitations imposed by a specific implementation of the methods and the problem formulations.

Example: Electronic Packaging

The Electronic Packaging problem ([16], [17]) considers a circuit that comprises two resistors mounted on a heat sink, resulting in two coupled subsystems: electrical and thermal. Operating temperatures affect component resistance, while resistance, in turn, influences the temperature. The objective function is watt density. The constraints require the operating temperatures of resistors to be below a threshold temperature and the currents through the two resistors to be equal. The problem has eight design variables, thirteen state variables, two parameters (voltage and
Figure 1: Input-output diagram for the electronics packaging problem.

\[ (x_1, x_2, x_3, x_4) \quad \rightarrow \quad \text{Electrical SS} \quad \leftarrow \quad \text{Thermal SS} \quad \text{Resistance:} \quad (u_2, u_3) \]

\[ (x_3, x_6, x_7, x_8) \]

TO, and may be stated as follows:

\[
\begin{align*}
\text{maximize} & \quad u_1 \\
\text{subject to} & \quad h_1 = y_4 - y_5 \\
& \quad g_1 = u_{11} - 85.0 \leq 0 \\
& \quad g_2 = u_{12} - 85.0 \leq 0 \\
& \quad 0.050 \leq x_1 \leq 0.15 \\
& \quad 0.050 \leq x_2 \leq 0.15 \\
& \quad 0.010 \leq x_3 \leq 0.10 \\
& \quad 0.005 \leq x_4 \leq 0.05 \\
& \quad 10.00 \leq x_5 \leq 1000.0 \\
& \quad 0.004 \leq x_6 \leq 0.009 \\
& \quad 10.00 \leq x_7 \leq 1000.0 \\
& \quad 0.004 \leq x_8 \leq 0.009,
\end{align*}
\]

where the first constraint represents the branch current equality, while the next two inequalities are the component reliability constraints.

The eight design variables are as follows: \( x_1 \) and \( x_2 \) are the heat sink width (m) and length (m); \( x_3 \) and \( x_4 \) are the fin length (m) and width (m); \( x_5 \) and \( x_7 \) are the nominal resistance (Ω) of components 1 and 2, respectively, at temperature \( T^0 \); \( x_6 \) and \( x_8 \) are the temperature coefficients (°K\(^{-1}\)) of the electrical resistance components 1 and 2.

The state variables are as follows: \( u_1 \) is the watt density (watt/m\(^3\)); \( u_2 \) and \( u_3 \) are the resistances (Ω) at temperatures \( T_1 \) and \( T_2 \); \( u_4 \) and \( u_5 \) are currents (amps) in resistors 1 and 2; \( u_6 \) and \( u_7 \) represent power dissipation (watts) in resistors 1 and 2; \( u_8, u_9, \) and \( u_{10} \) are the total circuit current, resistance, and power, respectively; \( u_{11} \) and \( u_{12} \) are the component temperatures, \( T_1 \) and \( T_2 \) (°C), of resistors 1 and 2; and finally, \( u_{13} \) is the heat sink volume (m\(^3\)).

The states are described by the following equations:

\[
\begin{align*}
u_1 & = -u_{10}/u_{13} \\
u_2 & = x_5(1.0 + x_5(u_{11} - T^0)) \\
u_3 & = x_7(1.0 + x_8(u_{12} - T^0)) \\
u_4 & = u_3u_8/(u_2 + u_3) \\
u_5 & = u_2u_8/(u_2 + u_3) \\
u_6 & = u_4u_2 \\
u_7 & = u_5u_3 \\
u_8 & = \text{voltage}/u_9 \\
u_9 & = (1.0/u_2 + 1.0/u_3)^{-1} \\
u_{10} & = u_5^2u_9 \\
u_{11} & = \text{function}(x_1, x_2, x_3, x_4, u_6, u_7) \\
u_{12} & = \text{function}(x_1, x_2, x_3, x_4, u_6, u_7) \\
u_{13} & = x_1x_2x_3,
\end{align*}
\]

where the states \( u_{11} \) and \( u_{12} \) are rather involved expressions. The code for this problem can be found at the MDO Test Suite web site accessible from the MDOB Homepage.

The reported results are for cases initiated from the same starting points, for all methods.

Fig. 1 depicts interdisciplinary interactions in the problem.

The following three subsections deal with solving the problem by using the three methods under study.

The following conventions are used in all data tables.

- "Convergence" means the attainment of a point that satisfies the Karush-Kuhn-Tucker (first-order necessary) conditions for a critical point of the problem within the maximum allowable number of iterations (set at 10,000). However, when a particular problem was solved, known solutions were always found rather than just critical points of the problem.
“Work” is defined as the total number of disciplinary analyses performed. For MDF, work is equal to the number of calls to the function evaluation procedure times the average number of fixed point iterations per MDA times the number of “disciplines”. For CO, the total number of function evaluations at the subsystem level and the number of system iterations is reported. For IDF, we report the number of disciplinary function evaluations times the number of “disciplines”.

Function evaluations done during finite-difference computations are included in all work.

The superscript “F” added to the value of the final objective indicates failure to converge to a critical point within the allowable number of iterations.

In all tables, “-” means that the problem was found inappropriate for a particular method, and the tests were not run.

MDF Implementation

The MDF formulation has eight design variables, three explicit constraints, and its statement is that of the original problem. The problem was solved using the method of feasible directions in SIGHT. The derivatives were computed using finite differences with the step size of 1%. The termination criteria included the satisfaction of the first-order necessary conditions for optimality, tolerances for the absolute and relative change in the objective function during several successive iterations, and the maximum number of allowable iterations. The MDF results are summarized in Table 3.

CO Implementation

For the CO approach, the system-level optimization problem is given by

$$\text{maximize } \xi_1$$

subject to

$$c_1 \leq 0.0001$$
$$c_2 \leq 0.0001$$
$$h_1 = u_4 - u_5 = 0.0$$
$$g_1 = u_{11} - 85.0 \leq 0.0$$
$$g_2 = u_{12} - 85.0 \leq 0.0$$.

where the twelve design variables are $x_i, i = 1, \ldots, 8$, and four coupling variables $\xi_2, \xi_3, \xi_{11}$, and $\xi_{12}$.

The system-level problem has five design variables: $\xi_1, \xi_2, \xi_3, \xi_{11}$, and $\xi_{12}$.

The Thermal Subsystem optimization problem is:

$$\text{minimize } c_1$$

subject to

$$h_1 = 0.0$$
$$g_1 = u_{11} - 85.0 \leq 0.0$$
$$g_2 = u_{12} - 85.0 \leq 0.0$$.

where

$$c_1 = (u_{11} - \xi_{11})^2 + (u_{12} - \xi_{12})^2 + (u_2 - \xi_2)^2 + (u_3 - \xi_3)^2 + (u_4 - \xi_4)^2,$$

while the Electrical Subsystem evaluates

$$c_2 = (u_2 - \xi_2)^2 + (u_3 - \xi_3)^2 + (u_{11} - \xi_{11})^2 + (u_{12} - \xi_{12})^2,$$

where

$$c_2 = (u_2 - \xi_2)^2 + (u_3 - \xi_3)^2 + (u_{11} - \xi_{11})^2 + (u_{12} - \xi_{12})^2,$$

where the variables of the Thermal Subsystem are $x_i, i = 1, \ldots, 4$, $u_2$, and $u_3$.

The Electrical Subsystem optimization problem is:

$$\text{minimize } c_2$$

subject to

$$g_1 = u_{11} - 85.0 \leq 0.0$$
$$g_2 = u_{12} - 85.0 \leq 0.0$$.

The Electrical Subsystem is:

$$c_2 = (u_2 - \xi_2)^2 + (u_3 - \xi_3)^2 + (u_{11} - \xi_{11})^2 + (u_{12} - \xi_{12})^2,$$

where

$$c_2 = (u_2 - \xi_2)^2 + (u_3 - \xi_3)^2 + (u_{11} - \xi_{11})^2 + (u_{12} - \xi_{12})^2,$$

where

$$c_2 = (u_2 - \xi_2)^2 + (u_3 - \xi_3)^2 + (u_{11} - \xi_{11})^2 + (u_{12} - \xi_{12})^2,$$

where

$$c_2 = (u_2 - \xi_2)^2 + (u_3 - \xi_3)^2 + (u_{11} - \xi_{11})^2 + (u_{12} - \xi_{12})^2,$$

where

$$c_2 = (u_2 - \xi_2)^2 + (u_3 - \xi_3)^2 + (u_{11} - \xi_{11})^2 + (u_{12} - \xi_{12})^2.$$

The system-level optimization problem was solved by a combination of the exterior penalty function method and the method of feasible directions available in iSIGHT. The subproblems were solved using a sequential quadratic programming algorithm—DONLP—implemented in iSIGHT. The CO results are summarized in Table 4.

IDF Implementation

The compatibility constraints of the IDF formulation were implemented as inequalities, since that seemed to produce better results, given the optimization software available in iSIGHT. The optimization problem is:

$$\text{maximize } u_1$$

subject to

$$c_1 \leq 0.0001$$
$$c_2 \leq 0.0001$$
$$h_1 = u_4 - u_5 = 0.0$$
$$g_1 = u_{11} - 85.0 \leq 0.0$$
$$g_2 = u_{12} - 85.0 \leq 0.0.$$

where

$$c_1 = (u_{11} - \xi_{11})^2 + (u_{12} - \xi_{12})^2,$$

where

$$c_2 = (u_2 - \xi_2)^2 + (u_3 - \xi_3)^2 + (u_{11} - \xi_{11})^2 + (u_{12} - \xi_{12})^2,$$

where

$$c_2 = (u_2 - \xi_2)^2 + (u_3 - \xi_3)^2 + (u_{11} - \xi_{11})^2 + (u_{12} - \xi_{12})^2,$$

where

$$c_2 = (u_2 - \xi_2)^2 + (u_3 - \xi_3)^2 + (u_{11} - \xi_{11})^2 + (u_{12} - \xi_{12})^2,$$

where

$$c_2 = (u_2 - \xi_2)^2 + (u_3 - \xi_3)^2 + (u_{11} - \xi_{11})^2 + (u_{12} - \xi_{12})^2.$$
Table 3: Electronic packaging: MDF results.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.7944D+01</td>
<td>0.00D+00</td>
<td>3.51968D+05</td>
<td>1.00D-04 (c₁)</td>
<td>110 system iter</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.02D-08 (c₂)</td>
<td>110 system iter</td>
</tr>
<tr>
<td>2</td>
<td>6.8363D+03</td>
<td>-2.89D-01</td>
<td>6.57163D+05</td>
<td>2.30D-04 (c₁)</td>
<td>123 system iter</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.30D-04 (c₂)</td>
<td>123 system iter</td>
</tr>
<tr>
<td>3</td>
<td>1.5111D+03</td>
<td>-4.20D-02</td>
<td>6.5D+04</td>
<td>7.60D-03 (c₁)</td>
<td>138 system iter</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.57D-09 (c₂)</td>
<td>138 system iter</td>
</tr>
<tr>
<td>4</td>
<td>1.4607D+03</td>
<td>-1.00D-03</td>
<td>6.5D+04</td>
<td>4.80D-03 (c₁)</td>
<td>94 system iter</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.11D-08 (c₂)</td>
<td>94 system iter</td>
</tr>
</tbody>
</table>

Table 4: Electronic packaging: CO results.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.7944D+01</td>
<td>2.248D-03</td>
<td>6.8131D+05</td>
<td>6.00D-04 (c₁)</td>
<td>135 × 2 = 270</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.77D-06 (c₂)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6.8363D+03</td>
<td>-2.89D-01</td>
<td>6.5367D+05</td>
<td>1.10D-04 (c₁)</td>
<td>4488 × 2 = 8976</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.00D-04 (c₂)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.5111D+03</td>
<td>-4.200D-02</td>
<td>6.7740D+05</td>
<td>6.00D-04 (c₁)</td>
<td>2053 × 2 = 2106</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.00D-04 (c₂)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.4607D+03</td>
<td>-1.000D-03</td>
<td>6.7577D+05</td>
<td>1.70D-04 (c₁)</td>
<td>3437 × 2 = 6874</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.05D-05 (c₂)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Electronic packaging: IDF results.

Summary of Results
The initial set of test problems was solved using the iSIGHT MDOL language based implementation of MDF, CO, and IDF from several starting points. The ratio of the successful runs to the number of attempted runs is summarized in Table 6. By a “successful run” we mean one that attains a critical point of the problem, to a specified degree of tolerance, within the allowable maximum number of iterations.

All runs were originally planned to be attempted from twelve starting points. Due to time limitations, all the data could not be generated to date. This explains the difference in the numbers of attempted runs among the problems and methods shown in Table 6.

During the problem formulation, we discovered that some of the problems did not have a suitable structure for the CO approach or for the IDF approach. We did not discard these problems, as they may prove useful for testing other methods.

Given the small problem sample, and the limitations mentioned earlier, we cannot make definitive statements about the methods under study. However, even this sample has demonstrated that the method properties predicted by analysis tend to hold.
Table 6: Summary: number of successful runs / number of attempted runs.

<table>
<thead>
<tr>
<th>Problem Method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDF</td>
<td>12/12</td>
<td>12/12</td>
<td>12/12</td>
<td>12/12</td>
<td>3/3</td>
<td>5/12</td>
<td>10/10</td>
<td>1/6</td>
<td>5/10</td>
<td>5/6</td>
</tr>
<tr>
<td>CO</td>
<td>4/4</td>
<td>2/5</td>
<td>3/5</td>
<td>4/5</td>
<td>5/5</td>
<td>4/5</td>
<td>0/5</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>IDF</td>
<td>4/4</td>
<td>5/5</td>
<td>4/5</td>
<td>-</td>
<td>4/5</td>
<td>3/5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 7: Summary: representative number of analyses for convergence.

<table>
<thead>
<tr>
<th>Problem Method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDF</td>
<td>610</td>
<td>220</td>
<td>610</td>
<td>81</td>
<td>3234</td>
<td>5024</td>
<td>8730</td>
<td>245</td>
<td>1574</td>
<td>1353</td>
</tr>
<tr>
<td>CO</td>
<td>15626</td>
<td>19872</td>
<td>1785</td>
<td>2102</td>
<td>837</td>
<td>40125</td>
<td>691058</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>IDF</td>
<td>9530</td>
<td>8976</td>
<td>382</td>
<td>-</td>
<td>544</td>
<td>932</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 8: Summary: average number of analyses for convergence. Note: numbers marked by an asterisk are based on a single data point.

<table>
<thead>
<tr>
<th>Problem Method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDF</td>
<td>667</td>
<td>275</td>
<td>1025</td>
<td>77</td>
<td>10626</td>
<td>3035</td>
<td>6687</td>
<td>245</td>
<td>1547</td>
<td>1353</td>
</tr>
<tr>
<td>CO</td>
<td>13065</td>
<td>18005</td>
<td>2983</td>
<td>2102*</td>
<td>837*</td>
<td>40125*</td>
<td>691058*</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>IDF</td>
<td>9640</td>
<td>6019</td>
<td>406</td>
<td>-</td>
<td>694</td>
<td>1071</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

In particular, the following trends were observed with respect to convergence and the number of function evaluations.

**MDF**

The method converged to known solutions for the majority of cases. However, for two of the problems, the use of the fixed-point iteration to attain MDA caused very unstable behavior, and the optimizer was unable to converge from many starting points.

Given the small sample, the number of function evaluations is not conclusive. However, for the current dataset, MDF consistently requires fewer function evaluations than CO (with the exception of one problem). MDF did better than IDF for two problems, and worse than IDF for three problems. Interestingly, IDF did worse on problems that 1 and 2, that exhibit more typical MDO structure than do problems 5 and 6, on which MDF performed poorly.

**CO**

The method was used to solve seven of the ten problems. The system-level compatibility constraints were actually implemented not as equalities, but as inequalities, as this alleviates some of the numerical difficulties associated with the equality constrained system-level problem ([1]). Some adjustment of the tolerances on the system-level constraints and on the lower-level convergence criteria had to be done. A general qualitative trend can be stated as follows: larger tolerances on the system-level constraints and smaller tolerances on the lower-level convergence criteria lead to better chances for attaining overall convergence.

Compared to the other two methods, CO typically required a significantly larger number of function evaluations. It was more efficient than MDF only for problem 5, and it was always less efficient than IDF.

CO also seemed to be less robust than the other methods, failing to find a critical point more frequently. On the one hand, this feature confirms the analytical properties of CO. On the other hand, this may be explained by our formulation of the problems, and by not spending a large amount of time on fine-tuning the method, which was intentional, as we
mentioned.
Again, for a large test set, with a more evident MDO structure, the difference in performance may be less pronounced.

**IDF**

Similarly to CO, the compatibility constraints for IDF were relaxed to inequalities.

IDF performed consistently better than CO on our small sample of problems. However, one must remember that IDF is less attractive than CO with respect to the ease of integration and its handling of the disciplinary constraints.

A representative number of analyses required for each of the methods, for our test set, is summarized in Table 7, while the average number of analyses is given in Table 8.

**General Comments**

During the testing, we also considered the less tangible metrics, such as the ease of implementation. Here, the MDF was not typical because of the nature of our problems. It was the easiest to implement because our problems are small and relatively simple. However, in real applications, the integration of MDA can be a formidable task.

For our small test set, CO and IDF were about equally easy to implement. For large, more realistic applications, we expect that CO will be easier to implement, because of the way it handles disciplinary constraints.

The current and future method studies are proceeding on several fronts. Information is accumulated on other methods, such as the multilevel methods (MAESTRO [28, 24] [25]) and concurrent subspace optimization methods (CSSO [26, 27]); testing procedures are being fine-tuned for the methods evaluated in Phase I of the study; larger, more realistic problems are being added to the problem test set.

In conclusion, while the results are by no means complete, we have found this systematic study of methods very informative. The tests in general confirmed the expected numerical properties; however, a significant amount of further testing would be necessary to explain the numerical behavior of methods definitively. We invite other researchers to contribute to accumulating systematic data, that will eventually lead to a set of practical guidelines for the use of MDO methods (please see the method evaluation web site accessible from the MDOB Homepage).
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