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An analysis was conducted to assess methods for, and performance implications of, cooling the passages (tubes) of a pulse detonation-based combustor conceptually installed in the core of a gas turbine engine typical of regional aircraft. Temperature-limited material stress criteria were developed from common-sense engineering practice, and available material properties. Validated, one-dimensional, numerical simulations were then used to explore a variety of cooling methods and establish whether or not they met the established criteria. Simulation output data from successful schemes were averaged and used in a cycle-deck engine simulation in order to assess the impact of the cooling method on overall performance. Results were compared to both a baseline engine equipped with a constant-pressure combustor and to one equipped with an idealized detonative combustor. Major findings indicate that thermal loads in these devices are large, but potentially manageable. However, the impact on performance can be substantial. Nearly one half of the ideally possible specific fuel consumption (SFC) reduction is lost due to cooling of the tubes. Details of the analysis are described, limitations are presented, and implications are discussed.

I. Introduction

Pulse Detonation Engine (PDE) technology is currently under investigation for potential application in systems where the detonative device is coupled to conventional turbomachinery. Such systems are sometimes referred to as Hybrid PDE’s. One such system envisions the detonative device to be in the position normally occupied by the conventional, steady, constant pressure combustor. This arrangement creates what may be thought of as a detonative pressure-gain combustor (DPGC). From a thermodynamic standpoint a gain in total pressure (rather than the normal loss or idealized constant pressure typical of conventional combustors), at the point in the cycle where the heat is added leads to increased efficiency, increased specific thrust, and reduced specific fuel consumption (SFC). Although turbofan-type engines are the target for such systems, an idealized examination of a turbojet application1 can give some idea of the potential benefit. Figure 1 shows the SFC for idealized constant-pressure combustor, and DPGC topped turbojet engines as a function of mechanical Overall Pressure Ratio (OPR). Sea-Level static flight conditions are assumed. The ratio of specific heats is 1.3. The turbine inlet temperature is 2968 R. The fuel heating value is 19,800 BTU/lbm. Two detonative results are shown: those derived from an idealized, thermodynamic cycle-based analysis2 and those obtained from a curve-fit to the mass-averaged output of an idealized, unsteady one-dimensional, computational model.3

For topping cycle analyses using a calorically perfect gas, these results are most easily utilized in the form of total pressure ratio across the device plotted against total temperature ratio across the device, as shown in fig. 2. The data derived from ref. 2 may be plotted as a single curve, as shown in red. The ref. 3 data consists of multiple curves, each representing a different fueling stoichiometry. Two such curves are shown using blue and blacksymbols. The green line, identified in fig. 2 as the ref. 3 fit (and used to obtain fig. 1), passes through the peak values of the multi-parameter ref. 3 data at a given temperature ratio.

Figure 1 also shows the percent reduction in SFC due to the ref. 2 detonative pressure-gain calculations compared to constant pressure combustion. Reductions such as these (5 to 12 percent) could represent substantial savings in fuel-burn, which may, in-turn lead to large emissions reductions in future commercial engines.

Though the performance enhancement potential of detonation-based combustors is impressive, many issues stand between concept and implementation, and all of these must be addressed. The issues are both theoretical, and practical. Theoretically for example, there is still disagreement as to the performance enhancing potential of detonative combustion.4
Practically, the list of issues is dauntingly long, and complicated by the fact that many are coupled (i.e., addressing one impacts another). Ducting, valving, detonation of liquid fuels, auto-ignition, turbomachinery cooling flows, unsteady turbomachinery interactions, fatigue, noise, and thermal management, to name a few, must all be assessed and tackled in order for detonative pressure-gain combustion to be viable. In this paper, an initial step is made at assessing just one of those issues, namely cooling or thermal management of the detonative component. The rationale for assessing this particular issue is as follows. Thermodynamically the same effect as a pressure-gain combustor could be achieved by simply adding another turbomachinery spool containing a compressor, combustor (of the conventional type), and turbine. Realistically however, thermal loading of such a device would exceed current material limits. If detonative pressure-gain combustion is to be viable therefore, it must be shown that, in implementation, it does not face the same excessive thermal loading.

Most detonative combustors are envisioned as a series of tubes that either spin in order to affect valving, or are fixed and have some sort of rotary valve mechanism at the inlet, and possibly exhaust ends. The overall mass-averaged enthalpy ratio of the device is established by the allowable turbine inlet temperature and the prescribed compressor discharge temperature (essentially dictated by engine OPR and flight conditions). In nearly all modern engines under consideration for use with a detonative combustor, this allowable enthalpy ratio is far below what would result if the detonative device were to operate with fully fueled, fully purged stoichiometric detonation. It is tempting to bypass this limitation by considering detonative combustors that replace stages of conventional compression with the pressure rise that they provide. This would allow for potentially larger enthalpy ratios. Examination of fig. 1 however, demonstrates that this is not practical for more than a stage or two. Using the results of ref. 3, it can be seen that a conventional Brayton cycle with a 30:1 mechanical OPR has approximately the same SFC as a detonation topped 20:1 mechanical OPR cycle. With a typical compression stage having a pressure ratio of 1.3, this means that equivalent (not superior) performance can be obtained by removing 1.5 stages. Removal of more than this results in a less efficient, higher SFC machine. Thus, substantial performance enhancement is only possible by detonatively topping an existing gas turbine, not by replacing components.5-7

With this restriction then, only relatively small enthalpy ratios are possible. Hence, some means must be provided to create, from the vantage point of the turbine, very lean combustion. It is possible that actual lean detonation can be achieved in this environment; however it is more likely that the lean exhaust temperature will be achieved through a large amount of bypass flow (flow not passing through the detonative device), a substantial amount of under- or partial-fueling of the tubes, or substantial over-purging (with unfueled air). Each of these methods carries with it a different performance cost; however, each also presents a different thermal load to, and cooling capacity for, the tubes of the detonative device. As in conventional turbomachinery, accommodation of

Figure 1.—Idealized specific fuel consumption for constant-pressure, and detonative combustion-topped turbojet engines as a function of mechanical overall pressure ratio. Detonative calculations are based on the work of refs. 2 and 3. Sea-Level static flight conditions are assumed. The ratio of specific heats is 1.3. The turbine inlet temperature is 2968 R.

Figure 2.—Idealized total pressure ratio vs. total temperature ratio across a detonative pressure-gain combustor. Results derived from ref. 2 and computed from ref. 3 are shown.
thermal loading carries with it another set of losses that must be assessed in order to obtain realistic potential performance for a given implementation of detonative combustion.

This paper will focus on the trade-off between these performance costs and capacities for a particular gas-turbine engine topping application. Primary consideration will be given to operational modes in which the detonation tubes are fixed (e.g., with rotary valves); however, the wave rotor, or spinning tube mode will be briefly considered. Straight tubes of constant cross sectional area will be assumed. There is conceptual evidence that area variation may enhance performance, and that curved, spinning tubes from which shaft work is extracted can be beneficial. However, both of these modifications are beyond the scope of the present, preliminary study. Cooling of the tubes, both internally and externally is considered to be purely convective via the working fluid. The impact of Thermal Barrier Coatings will not be considered except to point out those cases where they would be ineffective. For the stationary tube configurations, it will be assumed that the exit static pressure matches the inlet total pressure. For the wave rotor based configurations, the exit static pressure is slightly less. The rational for these choices may be found in refs. 3 and 10.

The bulk of the analysis is carried out using a quasi-one-dimensional, time-accurate CFD code which has relevant loss models added for viscous effects and heat transfer. The ability of this code to predict the performance of detonative devices with reasonable accuracy has been documented in ref. 3. Details of the code have been documented in the literature and, as such will not be described here. However, the accuracy of the heat transfer model, a critical element to the present study, will be discussed in the next section. Additional loss sources such as valving, and initiation devices can be modeled with the code, but have not been utilized in the present study. Thus, the code results represent idealized performance save for the particular phenomenon of interest.

Four implementation methods for achieving the prescribed mass-averaged total temperature ratio, and sufficient cooling will be considered:

I. Lean, fully filled, fully fueled detonation, without bypass flow.
II. Stoichiometric, fully filled, partially fueled detonation, without bypass flow.
III. Stoichiometric, fully fueled detonation, with over-purging, without bypass flow.
IV. Stoichiometric, fully fueled detonation with bypass flow, and subsequent mixing.

In each case the tubes will be sized according to the through-flow requirements and compatibility considerations with the surrounding turbomachinery. For example, the mean diameter of a tube cluster should closely match the exit diameter of the high pressure compressor. Furthermore, the length of the device (not including estimates of ducting requirements) should not significantly lengthen the engine.

The candidate engine into which the combustor implementation methods will conceptually fit will be described in a separate section. A brief rationale regarding the selection of this particular engine will also be included.

Allowable tube wall temperature limits will be based on published superalloy material properties at elevated temperatures, and estimated high-cycle fatigue stresses induced by the repetitive detonative process. A method for calculating these limits will be described.

Overall performance of the system (detonative combustor with associated turbomachinery) will be presented in the form of engine specific fuel consumption and will be compared to a baseline conventional combustion (constant static pressure) engine of the same mechanical OPR. This will be accomplished by first calculating the performance of the numerically simulated detonative combustor using the mixing method described in ref. 3. This method computes an average overall total pressure ratio from the integrated exhaust momentum of the combustor tubes and the prescribed inlet total pressure. The combustor temperature ratio is, as mentioned, prescribed. These two quantities, pressure ratio and temperature ratio are then used in a validated, non-ideal, component level cycle deck to calculate system performance. The cycle deck is briefly described in Appendix 1 of this paper.

It will be shown that the thermal loading is very high in these devices, and represents a substantial challenge to their practical application. In particular, two of the implementation methods listed cannot provide sufficient cooling and one of the methods that does provide adequate thermal management (Method IV) suffers a substantial performance penalty. However, there are implementation methods which meet the preliminary thermal management requirements developed, and still show substantial performance enhancement.
II. Numerical Heat Flux Model

The heat flux model is implemented as a source term in the governing energy equations. The source term strength depends upon a calculated local heat transfer coefficient and the difference between local gas and wall temperature. The calculated heat transfer coefficient is based on the Reynolds-Colburn analogy between heat transfer coefficient and skin friction coefficient. Thus, it depends on local fluid velocity and density, as well as fluid properties such as Prandtl Number, and viscosity. The skin friction coefficient is calculated using a semi-theoretical correlation obtained from experimental measurements on wave rotors.\textsuperscript{11} It is noted that because the heat transfer model is closely coupled to the viscous loss model (i.e., skin friction), it cannot be applied independently. Hence losses due to friction on the tube walls are included in the analysis which follows.

Figure 3 shows a comparison of computed and measured heat flux several diameters from the exit plane of a stoichiometric H$_2$/Air PDE. The PDE was operated in single shot mode, with air flowing continuously, and the fuel pulsed. The tube walls were initially at ambient temperature of approximately 520 R.\textsuperscript{12} The tube was 6 ft. long with a diameter of 2.055 in. over the first 3 ft., transitioning to 2.6 in. over the remaining length. The heat flux gauge was a Vatell Corporation Heat Flux Microsensor, model HFM7EH. The numerical simulation (code) used 200 cells. The single ratio of specific heats used in the code was set to 1.3, the Prandtl Number to 0.7, and the viscosity at 4.46X10$^5$ lbm/ft-s. It can be seen that computed and measured heat flux are similar in magnitude and form. Thus, it is believed that the model used in the code is of sufficient accuracy for use in the present effort.

III. Candidate Engine

For turbojet engines, it can be seen by the idealized results of fig. 1 that with a fixed turbine inlet temperature, the benefit of a detonative pressure-gain combustor (DPGC) increases as mechanical OPR decreases. Figure 4 shows a similar trend for turbofan engines. Here, the same idealized performance curves for the detonative device were used as for fig. 1. Rather than fixing the turbine inlet temperature however, the amount of heat added per pound of air was fixed (i.e., the change in enthalpy across the combustor was fixed). Realistic efficiencies for the turbomachinery components were used, which increases the SFC reduction obtained. An appropriate total pressure drop was used for the baseline conventional combustor (see Appendix 1). Cooling for the high pressure turbine was also accounted for. The addition of a pressure-gain combustor necessitates a booster pump to raise the pressure of the turbine cooling air from the compressor discharge pressure to a pressure slightly above the combustor discharge. The booster must be driven by the turbines and thus represents a loss to the system. The booster stage was modeled in the cycle deck that produced the results of fig. 4. In principle, turbine cooling air could be supplied by a complex detonative cycle having multiple inflow and outflow valves (or ducts if the tubes rotate). The performance of the device suffers however, and this loss is arguably larger than that incurred through the use of a booster pump.
The more realistic (and relevant) turbofan performance curves of fig. 4 show the same trend as fig. 1. Lower mechanical OPR yields greater benefits from DPGC. Since there are additional, inevitable losses associated with DPGC, it is prudent to choose a candidate engine system that shows the maximum benefit. That is, to choose a low OPR engine. On the other hand, few commercial propulsion systems utilize engines with OPR values below 20. Thus, a 24:1 OPR candidate engine, representative of a typical regional transport turbofan was selected for the present investigation on the impact of thermal loading. The relevant parameters of the baseline engine are listed in table A1.

The mean diameter of the high pressure compressor (HPC) is assumed to be 13.7 in. This is the diameter on which the series of tubes assumed to comprise the DPGC will lie. This is shown in fig. 5. The length of the DPGC is assumed to be 15 in. for all of the results to follow. This length was chosen with the understanding that a practical DPGC will almost certainly have associated inlet and exhaust ducting that will likely at least double the total device length. Since adding length to an engine results in an installed performance penalty, it is of paramount importance to minimize the value. A length of 15 in. is thus an estimate (albeit unsubstantiated) of the shortest possible tube in which reliable, repetitive detonations may be obtained.

IV. Tube Stress Model and Wall Temperature Limits

With the particular implementation method chosen (Methods I-IV described in the Introduction), the tube dimensions listed above, and the DPGC inlet and exhaust gas conditions determined by the candidate engine, limit cycles can be computed using the numerical code. Mass flux per tube can then be determined, and hence, required tube diameter and/or tube number can be obtained. For implementation methods I-III, the tubes are conceptually arranged so that they are just touching one another (see fig. 5). For method IV, space is left between the tubes to allow for bypass air. The above procedure is done initially assuming that the tubes are adiabatic, since the wall temperature on which heat transfer calculation are based is, as yet, unknown.

With the tube diameter known, and the limit cycle computed, the cyclic stresses can be estimated. These are predominantly hoop stresses. In the case of rotating tubes, additional stresses must be assessed due to centrifugally induced components. Considerations of high-cycle fatigue, and knowledge of modern super-alloy material properties allows a reasonable estimate of an acceptable wall temperature. These procedures are described below.

A. Stress Estimation

The hoop stress induced on the inner wall of a uniformly pressurized tube of infinite length can be expressed as

\[
\frac{\sigma_{\text{hoop}}}{p - p_{\text{amb}}} = 1 + \frac{2}{\left[\frac{\delta}{r_i}\right]^2 + 2\left(\frac{\delta}{r_i}\right)}
\]  \hspace{1cm} (1)

where \(p\) is the tube pressure, \(p_{\text{amb}}\) is the external pressure (presumed here to be the compressor discharge), \(\delta\) is the wall thickness, and \(r_i\) is the inner radius of the tube. Of course, the tubes of present study are not infinite, nor are the pressures uniform in space or time as eq. (1) assumes. Dynamic analysis may yield period stresses several times larger or smaller than eq. (1). However, in the absence of such analyses, eq. (1) is a reasonable estimate.

In the present investigation a value of \(\delta/r_i = 0.25\) was used. From eq. (1), this yields \(\frac{\sigma_{\text{hoop}}}{p - p_{\text{amb}}} = 4.56\). This choice is an estimate which balances desirability of lightweight components, and thus small \(\delta/r_i\) with the need to reduce stress, and thus large \(\delta/r_i\). In order to illustrate the cyclic nature of the stress, fig. 6 shows a computed time history of the hoop stress at the mid-length of a fully filled, stoichiometrically JP fueled, DPGC tube as a function of time. The inlet conditions correspond to Sea Level Static discharge conditions of a 24:1 compressor. Also shown
in the figure is the stress due to the theoretical peak pressure behind the shock of a detonation propagating into a stationary flow with the same heat release as the computed result. The discrepancy between computed peak and the theoretical value is due to three factors:

1. A relatively crude 200 grid spacing was used in the computation.
2. The detonation in the computed results is propagating into a more realistic, purge-induced Mach 0.3 flow with a corresponding static pressure below the ambient value assumed for the theoretical calculation.
3. The simplicity of the reaction model and the monotonicity requirement inherent in the code cannot capture true shape of a detonation. Peak shock pressures are always truncated.

With regard to performance estimates, the fact that the code truncates this peak is of little consequence. This is because the time duration of the peak is very small. With regard to hoop stress estimates, there is clearly a significant impact. For the present study therefore, the theoretical value is used. Note however that due to the second factor listed above, this is probably somewhat severe.

**B. Wall Temperature Limit**

Strength properties of several superalloy materials are shown in fig. 7 as a function of temperature. Actual fatigue strength data (the stress level at which nearly unlimited cycles can occur) was not available. However, the plot shows ultimate tensile strength for Rene-41, and the 100 hr. rupture strength for the other alloys. The 100 hr. rupture strength is considered a reasonable estimate for fatigue strength since both are related to creep. Another estimate for fatigue strength states that it is one half of the ultimate tensile strength. This estimate is also shown on the plot. For the present study, an average of the two estimates was used, and is shown as a solid black line in the figure. The functional formula is:

$$\sigma_{hoop} = 277 - 0.1165T_{wall}$$  \hspace{1cm} (2)

With the hoop stress estimates known, and eq. (2), the allowable wall temperature for the given DPGC method can now be determined. The process is illustrated graphically in fig. 7. Here the peak theoretical cyclic stress from fig. 6 is plotted as a horizontal blue line. The intersection of this line with that from eq. (2) marks the maximum allowable wall temperature. Note that good engineering practice would dictate operation well below the fatigue limit. Thus, eq. (2) represents a very high allowable wall temperature estimate.
V. Thermal Load Assessment

With the allowable wall temperature established, the simulation code may be used to assess the thermal load imposed on a single tube of the DPGC unit by a given implementation method. More accurately, the code may be used to assess whether the allowable wall temperature can be maintained. The code is rerun with the heat transfer source terms activated. The walls are assumed to be at the allowable wall temperature along the entire length of the tube. When a limit cycle has again been reached, the mass averaged total temperature is then compared to the adiabatic result run earlier. If the temperature is lower, a control volume analysis will show that there must be net heat transferred to the wall. That is, the wall temperature will rise above its allowable value. The implementation method is therefore considered unacceptable. If the temperature is equal to or slightly above the adiabatic value, then the method is acceptable, and the overall pressure ratio is computed.

Note that since this thermal loading criteria assesses only net integrated heat flux along the entire length of the tube, it may be considered a ‘bare minimum’ methodology. No consideration is made for local heat flux at a point, which may be substantial. For example, a given implementation method may yield large heat flux into the wall at the exhaust end of the tube (leading to excessive temperatures) and large heat flux from the wall at the inlet end. This is likely to be an impractical situation, as it would lead to excessive temperature gradients; however if the sum of the two end heat fluxes is zero, the present criteria will deem it acceptable. This is illustrated in fig. 8 which shows the time averaged distribution of heat flux for the Method I DPGC implementation. The net, or mean heat flux is shown as a horizontal line. It is slightly less than zero indicating a small heat flux from the wall. Thus, it meets the acceptable criteria. The local distribution however indicates substantial variation in heat flux.

A. External Heat Transfer: Method IV

The load assessment technique just described is applicable for implementation Methods I-III. These methods require all of the core air and fuel to pass through the tubes. Thus, the only surface over which significant heat transfer can take place is that of the tube inner wall. Method IV however, utilizes bypass air passing around the detonation tubes. Presumably, the air passing around the tubes transfers as much heat from the walls as the internal flow transfers to them. This is a substantial amount of heat. Figure 9 shows the computed time-averaged distribution and mean heat flux to the tube walls for the Method IV, stoichiometric, fully fueled, DPGC. Using standard convective heat transfer coefficient correlations found in the literature, it is found that in order to achieve heat flux rates of this magnitude on the outside of the tube (i.e., from the walls into the bypass flow), unreasonable velocities exceeding the local speed of sound are required. Thus, it is clear that surface area augmentation, such as fins will be necessary. Analysis of this sort of geometry is beyond the scope of the present effort. Thus, it is simply assumed in the present study that an external convection scheme can be found that will remove the required amount of heat. However, the performance impact of this scheme can be partially assessed. Any sort of surface augmentation will result in a loss of available total pressure to the bypass flow. It is not unreasonable to estimate that this will be at least as large as that which occurs in a conventional steady combustor with air used to cool the liner. Typical values are near 5 percent. Thus, for the present study, a total pressure loss of 5 percent is imposed on the bypass flow.
Furthermore, as the bypass flow draws heat away from the tube walls, it must necessarily get hotter (correspondingly, the flow inside the tubes is cooled by the walls). The bypass and tube flows are then conceptually mixed downstream of the DPGC; however, the useful work that can be exchanged between the flows has been reduced due to the prior heat exchange. This is reflected in the mixing model, which is written as

\[
\frac{\bar{m}_{bypass}}{\bar{m}_{DPGC}} \left[ \frac{PR_{mix}^{\gamma-1}}{PR_{bypass}} \right] \frac{\eta}{\gamma} - 1 = 0
\]

Here, \( TR \) is a mass-averaged total temperature ratio across a given section, \( PR \) is a total pressure ratio across a given section, \( \bar{m} \) is a time-average mass flow rate, and \( \eta \) is an efficiency. This is a transcendental equation which can be solved for \( PR_{mix} \) to find the mixed total pressure available to the downstream turbine. Although not obvious, solution of eq. (3) results in a lower mixed total pressure if either \( TR_{bypass} \) rises (heat transferred to the bypass flow) or \( TR_{DPGC} \) falls. This effect, combined with the imposed bypass total pressure loss, accounts for the performance impact of bypass cooling using the Method IV implementation.

Equation 3 is a mixing calculation which balances the enthalpy extracted from the DPGC flow with that transferred to the bypass flow. The enthalpy transfer is assumed to proceed with a given efficiency, \( \eta \). The value for this efficiency is not obvious. However, eq. (3) can be applied to ejector-based, thrust producing systems if the thrust is assumed to arise from expanding the flow from the mixed total pressure. Therefore, if experimental ejector data is available, including thrust augmentation values, entrainment rates, and flow enthalpies, an efficiency can be obtained. This was the approach used in the present work. Data was obtained from an unsteady, pulsejet-driven ejector experiment which exhibited very high thrust augmentation levels. Thus, the efficiency values obtained represent a relatively high (that is optimistic) estimate. That value was found to be \( \eta = 0.5 \).

VI. Results

The four implementations were run in the code subject to the thermal loading criteria discussed above. The results are summarized in table 1. The columns of the table are self-explanatory with two exceptions:

- The column labeled \( PR_{ideal} \) represents the computed total pressure ratio obtained without heat transfer (or viscous) effects modeled, at the target temperature ratio.
- The darkened row corresponding to Method II indicates that the method failed to meet the cooling criteria. This is evident by the fact that the computed temperature ratio is below the target value of 1.91. This, in turn indicates that net heat was transferred to the walls.

Most of the methods were found to successfully meet the zero net-heat flux criteria. Their relative impact on engine performance enhancement varied. This is illustrated in fig. 10 which shows the reduction in SFC from the baseline 24:1 OPR engine for the various methods and for refs. 2 and 3 idealized calculations. The reductions are plotted as a function of the computed pressure ratios. Method II, shown in blue failed to meet the criteria, and hence is discounted from consideration. Furthermore, because it resulted in an exit temperature below the target value, its subsequent use in the engine cycle can no longer be directly compared to the baseline engine. The successful thermal management methods illustrate a general trend whereby the benefit in terms of SFC reduction rises rapidly from the baseline pressure ratio of 0.985, but flattens substantially as the pressure ratio increases. The thermodynamic reasons for this non-linear behavior are not clear as of this writing; however, it has been observed that the degree of non-linearity is dependant on the turbomachinery component efficiencies, and the prescribed turbine inlet temperature. It is also slightly affected by the boost pump cooling scheme employed, since this penalty becomes more pronounced as the DPGC pressure ratio rises.
Table 1.—Summary results from thermal load, and performance analysis using four DPGC implementation methods on a baseline 24:1 OPR turbofan engine operating at sea level conditions.

<table>
<thead>
<tr>
<th>Method</th>
<th>TR**</th>
<th>PR</th>
<th>PR_{ideal}</th>
<th>Tube Count</th>
<th>Tube Firing Frequency</th>
<th>T_{wall}</th>
<th>Tube Diameter</th>
<th>Engine+ SFC</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1.921</td>
<td>1.114</td>
<td>1.139</td>
<td>37</td>
<td>270</td>
<td>2300</td>
<td>0.927</td>
<td>0.3685</td>
</tr>
<tr>
<td>II</td>
<td>1.856</td>
<td>1.203</td>
<td>1.239</td>
<td>31</td>
<td>223</td>
<td>2182</td>
<td>1.122</td>
<td>0.3550</td>
</tr>
<tr>
<td>III</td>
<td>1.908</td>
<td>1.163</td>
<td>1.222</td>
<td>36</td>
<td>122</td>
<td>2182</td>
<td>0.95</td>
<td>0.3648</td>
</tr>
<tr>
<td>IV</td>
<td>1.909</td>
<td>DPGC* mix</td>
<td>DPGC* mix</td>
<td>8</td>
<td>379</td>
<td>2182</td>
<td>1.050</td>
<td>0.3717</td>
</tr>
</tbody>
</table>

* Method IV results show the pressure ratio of the DPGC device and the pressure ratio after mixing with the bypass flow according to eq. 3. For the ideal case no total pressure loss or heat transfer to the bypass flow is incurred.
**Baseline or target TR=1.91.
* Baseline SFC=0.3800 lbm/hr-lbf

At first glance, fig. 10 seems to show a relatively small performance reduction due to thermal management. However, the ideal SFC reduction obtained from ref. 3 was 4.72 percent. That obtained using Method IV was 2.17 percent. Thus, thermal management alone can cost nearly a half of the potential benefit. Furthermore, this penalty is just one of many penalties that will inevitably arise from practical DPGC implementation. Thus, the impact is clearly a concern.

Nevertheless, the results presented are encouraging as they indicate that, from a preliminary point of view, the thermal loads on the DPGC device can be managed, and that significant performance enhancement is still possible. It should be kept in mind however that the adequacy requirements were relatively generous as no tube wall temperature gradients were considered, and no safety factor for allowable stress was employed.

VII. Discussion

Although the focus of the present paper is on thermal management issues, it is worthwhile to briefly consider the results in light of some other, obvious implementation considerations.

The Method I cooling scheme, while successful, requires detonation of exceptionally lean mixtures. The well-known difficulties associated with lean detonation, despite the high DPGC inlet pressures and temperatures in the gas turbine environment, are likely to make this implementation method very challenging.

The Method III scheme is also successful. However, because all of the core flow is passing through the tubes, and much of this flow is relatively cool, the flow emitted from the exhaust end of the tubes will be highly stratified. Presenting such a stratified flow to the downstream turbine is likely to result in substantial performance and/or structural penalties. Thus, it must be mixed. The mixing process will produce its own penalties (e.g., added length and weight) and these must be evaluated before this method can be considered viable.

Method IV is intuitively attractive since it is the most like a conventional combustor concept, and efficient mixing techniques for bypass flow are established. Furthermore, unlike the other three methods, which rely on heat transfer to and from only the inner surface of the tubes, this method uses both the inner and outer surfaces. This may make it amenable to thermal barrier coatings. However, it produces the lowest performance enhancement, and the enhancement results from using a somewhat ‘generous’ efficiency in the mixing calculation. Furthermore, it is not known whether the bypass flow can, in fact, draw the substantial heat load from the tubes.
A. Spinning the Tubes

As mentioned in the introduction, only limited consideration will be placed on this approach. This is not because the approach lacks merit, but because time constraints simply did not allow substantial investigation for this study. A much more thorough investigation is warranted based on its numerous potential advantages.

One possible implementation of spinning tubes would envision fixing the rotary valve of fig. 5, and rotating the bank of tubes. The open valve segments would then be equipped with entry ducts. In principle, all of the Methods I-IV could be examined, along with their associated wave cycles. However, while there may be practical reasons for doing this (e.g., vastly simplified fuel distribution), there is no reason to expect that the performance or cooling results would change. It may be argued that a slight increase in the bypass cooling potential of Method IV would result from the rotational component of the tubes, but this would likely be offset by additional total pressure losses. Furthermore, spinning the tubes may result in substantial centrifugally induced stresses. At some points, these stresses may coincide with the hoop stresses, and thus compound them. Thus, cooler walls would be required, and performance would suffer. From this rationale, the concept of Methods I-IV implemented with rotating tubes seems of little value.

1. The Wave Rotor Approach

If, in addition to spinning the tubes, a valve is added to the exhaust end of the bank of tubes, additional performance potential may exist. Idealized calculations of such cycles indicate that significant performance enhancement may be obtained compared to cycles where the exhaust is open. An example of such a cycle is shown in fig. 11. Here, contour plots of pressure, temperature, Mach number and reactant fraction are shown over the course of one cycle, along the length of the tube. Walls are shown at the ends of each contour as black rectangles. The cycle was computed using the Method I, lean detonation. The temperature ratio is 1.916, and the pressure ratio is 1.373. This is nearly identical to the idealized results derived from ref. 2, and substantially higher than those from ref. 3.

Only the Method I, lean detonation approach was examined in a wave rotor configuration. The same allowable wall temperature of 2300 R was used as in the stationary tube analysis. In light of the previous comments made regarding additional rotational stresses, this is probably a high value. In fact, it was found that the Method I wave rotor approach failed to meet the zero net heat flux criteria, though barely. The computed temperature ratio was 1.892. This is very close to, but less than the target value of 1.91. The overall pressure ratio was 1.13, slightly higher than the stationary, open tube case. The tube diameter required to pass the core flow was found to be 0.627 in. This is substantially smaller than the stationary tubes and partially accounts for the overall pressure ratio being substantially lower than the ideal value of 1.373.

From the perspective of the very limited examination done in this paper, wave rotor configurations appear to offer no substantial benefits over stationary tubes for detonative pressure-gain combustors. However, the wave rotor approach needs a much more thorough investigation before any conclusions may be drawn. Implementation methods II-IV need to be examined in this configuration, as do other detonative wave cycles beyond that shown in fig. 11. The impact of rotational stresses needs adequate assessment as well.

Figure 11.—Contours of pressure, density, Mach number, and reactant fraction for one cycle of an idealized, detonative wave rotor cycle using Method I.
VIII. Conclusion

The pulse detonation engine concept was examined in a turbomachinery–based hybrid cycle arrangement in which the device was acting as a detonative pressure-gain combustor (DPGC). The objectives of the examination were twofold. The first was to quantify the performance enhancement that could ideally be achieved compared to constant pressure combustion. The second was to conduct a preliminary assessment of the device thermal management requirements and their impact on performance. Four cooling methods were examined in a multiple-stationary tube arrangement, and one method was examined in a rotary tube arrangement. Three of the methods considered only internal convective cooling, while the fourth considered external cooling using bypass flow. For all of the methods, a validated one-dimensional, unsteady numerical code was utilized which contained a reasonably accurate heat transfer model. It was found that ideal DPGC devices topping gas turbine engines with realistic component efficiencies and mechanical compression ratios can reduce specific fuel consumption between 3 and 6 percent over constant pressure combustors. The imposed heat loads were found to be large but potentially manageable with a variety of cooling schemes; however, the performance penalties were often substantial. Up to half of the ideal SFC benefit was lost. Thus, it is concluded that successful DPGC thermal management schemes are a formidable challenge and represent a key enabling technology for the viability of the concept.
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Appendix 1—Non-Ideal Cycle Analysis

In order to assess the impact of detonation tube thermal management schemes on the overall system performance, it was necessary to perform full-engine cycle analysis for each case. While high-fidelity cycle simulation tools are available, such as the government-industry standard NPSS code, a less complex conceptual design cycle analysis code, based on the methods described in ref. 20, was selected for this study. The relatively simple nature of the analysis code allowed for rapid setup of various combustor/engine configurations, allowing more configurations to be examined in a short time period. This simplified cycle analysis code, while somewhat compromising absolute accuracy, provides correct insight into relative performance trends and the magnitude of the impacts on engine performance of various design choices.

The conceptual design code is set up to analyze separate flow turbofans using different ratios of specific heats in the compression system (1.385) versus the combustion and turbine systems (1.33). Polytropic efficiencies are used for all turbomachinery components in place of detailed performance maps. Cooling flows, engine bleed, and power take-off are all modeled. Both on-design and off-design analysis are available. Inlet, nozzle, and mixing losses are modeled as simple total pressure losses using typical values from current production engines. Power losses due to bearings and seals are also estimated using typical values. This code was validated against a number of textbook examples and detailed engine simulations available in-house at NASA Glenn Research Center. Errors in uninstalled SFC were typically on the order of 5 percent, but were consistent across various flight conditions, giving accurate overall trends.

Figure A1 shows a block diagram of the configuration of the DPGC engine with an auxiliary cooling air boost compressor. Adjustments to the configuration were made for each case as needed. Table 1 gives the cycle design parameters used throughout the study, as well as all of the required component efficiencies. The combustor pressure ratio was modeled as previously described for each case.

Table A1.—Relevant Parameters for Baseline DPGC Topped Turbofan Engine at Sea Level.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanical OPR</td>
<td>24</td>
</tr>
<tr>
<td>Combustor Exit Temp. (deg. R)</td>
<td>2780</td>
</tr>
<tr>
<td>Fan Total Pressure Ratio</td>
<td>1.60</td>
</tr>
<tr>
<td>Engine Bypass Ratio</td>
<td>5.25</td>
</tr>
<tr>
<td>Design Thrust (lbf)</td>
<td>7550</td>
</tr>
<tr>
<td>Cooling Flow %</td>
<td>11.4</td>
</tr>
<tr>
<td>Bleed Air %</td>
<td>2.3</td>
</tr>
<tr>
<td>Power Take-Off %</td>
<td>0.5</td>
</tr>
<tr>
<td>Inlet Total Pressure Ratio</td>
<td>0.99</td>
</tr>
<tr>
<td>Nozzles Total Pressure Ratio</td>
<td>0.994</td>
</tr>
<tr>
<td>Mechanical Efficiency</td>
<td>0.995</td>
</tr>
<tr>
<td>Combustion Efficiency</td>
<td>0.995</td>
</tr>
<tr>
<td>Coolant Mixer Total Pressure Ratio</td>
<td>0.955</td>
</tr>
<tr>
<td>Fuel Heating Value (BTU/lbm)</td>
<td>18400</td>
</tr>
<tr>
<td>Stoichiometric Air/Fuel Ratio</td>
<td>15.7</td>
</tr>
</tbody>
</table>

Polytropic Efficiencies

<table>
<thead>
<tr>
<th>Component</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPC, Fan</td>
<td>0.884</td>
</tr>
<tr>
<td>HPC, Cooling Air Boost Compressor</td>
<td>0.900</td>
</tr>
<tr>
<td>HPT</td>
<td>0.894</td>
</tr>
<tr>
<td>LPT</td>
<td>0.907</td>
</tr>
</tbody>
</table>

Figure A1.—Engine layout for cycle analysis.
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An analysis was conducted to assess methods for, and performance implications of, cooling the passages (tubes) of a pulse detonation-based combustor conceptually installed in the core of a gas turbine engine typical of regional aircraft. Temperature-limited material stress criteria were developed from common-sense engineering practice, and available material properties. Validated, one-dimensional, numerical simulations were then used to explore a variety of cooling methods and establish whether or not they met the established criteria. Simulation output data from successful schemes were averaged and used in a cycle-deck engine simulation in order to assess the impact of the cooling method on overall performance. Results were compared to both a baseline engine equipped with a constant-pressure combustor and to one equipped with an idealized detonative combustor. Major findings indicate that thermal loads in these devices are large, but potentially manageable. However, the impact on performance can be substantial. Nearly one half of the ideally possible specific fuel consumption (SFC) reduction is lost due to cooling of the tubes. Details of the analysis are described, limitations are presented, and implications are discussed.