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Preface

MSST2004, the Twelfth NASA Goddard / Twenty-first IEEE Conference on Mass Storage Systems and
Technologies has as its focus long-term stewardship of globally-distributed storage. The increasing preva-
lence of e-anything brought about by widespread use of applications based, among others, on the World
Wide Web, has contributed to rapid growth of online data holdings. A study' released by the School of
Information Management and Systems at the University of California, Berkeley, estimates that over 5
exabytes of data was created in 2002. Almost 99 percent of this information originally appeared on mag-
netic media. The theme for MSST2004 is therefore both timely and appropriate. There have been many
discussions about rapid technological obsolescence, incompatible formats and inadequate attention to the
permanent preservation of knowledge committed to digital storage. Tutorial sessions at MSST2004 detail
some of these concerns, and steps being taken to alleviate them. Over 30 papers deal with topics as diverse
as performance, file systems, and stewardship and preservation. A number of short papers, extemporane-
ous presentations, and works in progress will detail current and relevant research on the MSST2004 theme.

Our thanks go to the researchers, authors, and the Program Committee for their zeal and energy in putting
together an interesting agenda.

P C Hariharan
Nabil Adam
Publications Chairs

Ben Kobler
Conference Chair

1 http://www.sims.berkel ey.edu/research/projects/how-much-info-2003/execsum.htm
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Abstract:

The “Grid” is an emerging infrastructure for coordinating access across autonomous
organizations to distributed, heterogeneous computation and data resources. Data grids
are being built around the world as the next generation data handling systems for sharing,
publishing, and preserving data residing on storage systems located in multiple
administrative domains. A data grid provides logical namespaces for users, digital entities
and storage resources to create persistent identifiers for controlling access, enabling
discovery, and managing wide area latencies. This paper introduces data grids and
describes data grid use cases. The relevance of data grids to digital libraries and
persistent archives is demonstrated, and research issues in data grids and grid dataflow
management systems are discussed.

1 Introduction

A major challenge in the design of a generic data management system is the set of
multiple requirements imposed by user communities. The amount of data is growing
exponentially, both in the number of digital entities and in the size of files. The sources
for data are distributed across multiple sites, with data generated in multiple
administration domains, and on sites only accessible over wide-area networks. The need
for discovery is becoming more important, with data assembled into collections that can
be browsed. The need for preservation is becoming more important, both to meet legal
data retention requirements, and to preserve the intellectual capital of organizations. In
practice, six types of data handling systems are found:

Data ingestion systems

Data collection creation environments

Data sharing environments based on data grids
Digital libraries for publication of data
Persistent archives for data preservation

Data processing pipelines

A

The goal of a generic data management system is to build software infrastructure that can
meet the requirements of each of these communities. We will demonstrate that data grids
provide the generic data management abstractions needed to manage distributed data, and
that all of the systems can be built upon common software.



Data management requires four basic naming conventions (or information categories) for
managing data on distributed resources:
1. Resource naming for access to storage systems across administrative domains.
This is used to implement data storage virtualization.
2. Distinguished user names for identifying persons across administrative domains.
This is used to implement single-sign on security environments.
3. Distinguished file names for identifying files across administrative domains. This
is used to implement data virtualization.
4. Context attributes for managing state information generated by remote processes.
This is used to implement digital libraries and federate data grids.

A data grid [1,2] provides virtualization mechanisms for resources, users, files, and
metadata. Each virtualization mechanism implements a location and infrastructure
independent name space that provides persistent identifiers. The persistent identifiers for
data are organized as a collection hierarchy and called a “logical name space”. In
practice, the logical name spaces are implemented in a separate metadata catalog for each
data grid. Within a data grid, access to data, management of data, and manipulation of
data is done via commands applied to the logical name space.

To access data located within another data grid (another logical name space), federation
mechanisms are required. To manage operations on the massive collections that are
assembled, data flow environments are needed. We illustrate the issues related to data
grid creation, data management, data processing, and data grid federation by examining
how these capabilities are used by each of the six types of data management systems. We
then present the underlying abstraction mechanisms provided by data grids, and close
with a discussion of current research and development activities in data flow and
federation infrastructure.

2 Data Management Systems

Data management systems provide unifying mechanisms for naming, organizing,
accessing, and manipulating context (administrative, descriptive, and preservation
metadata) about content (digital entities such as files, URLs, SQL command strings,
directories). Each of the types of data management system approaches focuses on a
different aspect, and provides specific mechanisms for data and metadata manipulation.

2.1 Data ingestion systems

The Real-time Observatories, Applications, and Data management Network (ROADNet)
[3] project manages ingestion of data in real-time from sensors. The data is assembled
both synchronously and asynchronously from multiple networks into an object ring
buffer (ORB), where it is then registered into a data grid. Multiple object ring buffers are
federated into a Virtual Object Ring Buffer (VORB) to support discovery and attribute-
based queries. Typical operations are the retrieval of the last ten observations, the
tracking of observations about a particular seismic event, and the migration of data from
the ORB into a remote storage system.



A second type of data ingestion system is a grid portal, which manages interactions with
jobs executing in a distributed environment. The portal provides access to collections for
input data, and stores output results back into a collection. A grid portal uses the Grid
Security Infrastructure to manage inter-realm authentication between compute and
storage sites.

2.2 Data collection creation environments

Scientific disciplines are assembling data collections that represent the significant digital
holdings within their domain. Each community is organizing the material into a coherent
collection that supports uniform discovery semantics, uniform data models and data
formats, and an assured quality. The National Virtual Observatory (NVO) [4] is hosting
multiple sky survey image collections. Each collection is registered into a logical name
space to provide a uniform naming convention, and standard metadata attributes are used
to describe the sky coverage of each image, the filter that was used during observation,
the date the image was taken, etc. Collection formation is facilitated by the ability to
register the descriptive metadata attributes onto a logical name space. The logical name
space serves as the key for correlating the context with each image.

Other examples include: GAMESS [5], computational chemistry data collections of
simulation output; and the CEED: Caveat Emptor Ecological Data Repository. Both
projects are assembling collections of data for their respective communities.

2.3 Data sharing environments based on data grids

Scientific disciplines promote the sharing of data. While collections are used to organize
the content, data grids are used to manage content that is distributed across multiple sites.
The data grid technology provides the logical name space for registering files, the inter-
realm authentication mechanisms, the latency management mechanisms, and support for
high-speed parallel data transfers. An example is the Joint Center for Structural
Genomics data grid which generates crystallographic data at the Stanford Linear
Accelerator and pushes the data to SDSC for storage in an archive and analysis of protein
structures. The Particle Physics Data Grid [6] federates collections housed at Stanford
and Lyon, France for the BaBar high energy physics experiment [7]. The Biomedical
Informatics Research Network (BIRN) [8] is using a data grid to share data from multiple
Magnetic Resonance Imaging laboratories. Each project implements access controls that
are applied on the distributed data by the data grid, independently of the underlying
storage resource.

2.4 Digital libraries for publication of data

An emerging initiative within digital libraries is support for standard digital reference sets
that can be used by an entire community. The standard digital reference sets are created
from observational data collections, or from simulations, and are housed within the
digital library. Curation methods are applied to assure data quality. Discovery
mechanisms are supported for attribute-based query. An example is the HyperAtlas
catalog that is being created for the 2MASS and DPOSS astronomy sky surveys
[4,19,20]. The catalog projects each image to a standard reference frame, organizes the



projections into an atlas of the sky, and supports discovery through existing sky catalogs
of stars and galaxies.

The organizations participating in a collaboration may share their digital entities using a
collective logical view. Multiple logical views could be created for the same set of
distributed digital entities. These logical views may be based on different taxonomies or
business rules that help in the categorization of the data. The organizations, apart from
sharing the physical data, could also share the logical views as publication mechanisms.

The library community applies six data management processes to digital entities:
Collection building to organize digital entities for access

Content management to store each digital image

Context management to define descriptive metadata

Curation processes to validate the quality of the collection

Closure analyses to assert completeness of the collection and the ability to
manipulate digital entities within the collection

Consistency processes to assure that the context is updated correctly when
operations are performed on the content.

M
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2.5 Persistent archives for data preservation

The preservation community manages archival collections for time periods that are much
longer that the lifetimes of the underlying infrastructure [9,10,11,25,26,27]. The
principal concern is the preservation of the authenticity of the data, expressed as an
archival context associated with each digital entity, and the management of technology
evolution. As new more cost effective storage repositories become available, and as new
encoding formats appear for data and metadata, the archival collection is migrated to the
new standard. This requires the ability to make replicas of data on new platforms,
provide an access abstraction to support new access mechanisms that appear over time,
and migrate digital entities to new encoding formats or emulate old presentation
applications. Example projects include a persistent archive for the National Science
Digital Library, and a persistent archive prototype for the National Archives and Records
Administration [12.13]. Both projects manage data that is stored at multiple sites,
replicate data onto different types of storage repositories, and support both archival and
digital library interfaces.

The preservation community applies their own standard processes to data:

1. Appraisal — the decision for whether a digital entity is worth preserving

2. Accession — the controlled process under which digital entities are brought into
the preservation environment

3. Arrangement — the association of digital entities with a record group or record
series

4. Description — the creation of an archival context specifying provenance
information

5. Preservation — the creation of an archival form for each digital entity and storage

6. Access — the support for discovery services



2.6 Data Processing Pipelines

The organization of collections, registration of data into a data grid, curation of data for
ingestion into a digital library, and preservation of data through application of archival
processes, all need the ability to apply data processing pipelines. The application of
processes is a fundamental operation needed to automate data management tasks.
Scientific disciplines also apply data processing pipelines to convert sensor data to a
standard representation, apply calibrations, and create derived data products. Examples
are the Alliance for Cell Signaling digital library, which applies standard data analysis
techniques to interpret each cell array, and the NASA Earth Observing Satellite system
that generates derived data products from satellite observations.

Data processing pipelines are also used to support knowledge generation. The steps are:
1. Apply semantic labels to features detected within a digital entity
2. Organize detected features for related digital entities within a collection
3. Identify common relationships (structural, temporal, logical, functional) between
detected features
4. Correlate identified relationships to physical laws

3 Generic requirements

Multiple papers that summarize the requirements of end-to-end applications have been
generated in the Global Grid Forum [14]. They range from descriptions of the remote
operations that are needed to manage large collections, to the abstraction mechanisms
that are needed for preservation. The capabilities can be separated into four main
categories: Context management, data management, access mechanisms, and federation
mechanisms. The capabilities are provided by data grids:

Context management mechanisms
Global persistent identifiers for naming files.

Organization of context as collection hierarchy
Support for administrative metadata to describe the location and ownership of files
Support for descriptive metadata to support discovery through query mechanisms
Support for browsing and queries on metadata
Information repository abstraction for managing collections in databases

Data management mechanisms
Storage repository abstraction for interacting with multiple types of storage systems
Support for the registration of files into the logical name space
Inter-realm authentication system for secure access to remote storage systems
Support for replication of files between sites
Support for caching onto a local storage system and for accessing files in an archive
Support for aggregating files into containers

Access mechanisms

Standard access mechanisms: Web browsers, Unix shell commands, Windows
browsers, Python scripts, Java, C library calls, Linux I/O redirection, WSDL, etc.

Access controls and audit trails to control and track data usage



Support for the execution of remote operations for data sub-setting, metadata
extraction, indexing, third-party data movement, etc.

Support for bulk data transfer of files, bulk metadata transfer, and parallel I/O
Federation mechanisms

Cross-registration of users between data grids

Cross-registration of storage resources data grids

Cross-registration of files between data grids

Cross-registration of context between data grids

Data Grids provide transparency and abstraction mechanisms that enable applications to
access and manage data as if they were local to their home system. Data grids are
implemented as federated client-server middleware that use collections to organize
distributed data.

4 Data Grid Implementation

An example of a data grid is the Storage Resource Broker (SRB) from the San Diego
Supercomputer Center [15,16,17]. The SRB manages context (administrative,
descriptive, and preservation metadata) about content (digital entities such as files, URLs,
SQL command strings, directories). The content may be distributed across multiple types
of storage systems across independent administration domains. By separating the context
management from the content management, the SRB easily provides a means for
managing, querying, accessing, and preserving data in a distributed data grid framework.
Logical name spaces describe storage systems, digital file objects, users, and collections.
Context is mapped to the logical name spaces to manage replicas of data, authenticate
users, control access to documents and collections, and audit accesses. The SRB manages
the context in a Meta data Catalog (MCAT) [18], organized as a collection hierarchy.
The SRB provides facilities to associate user-defined metadata, both free-form attribute-
based metadata and schema-based metadata at the collection and object level and query
them for access and semantic discovery. The SRB supports queries on descriptive
attributes [21]. The SRB provides specific features needed to implement digital libraries,
persistent archive systems [10,11,12,13] and data management systems [22,23,24].

The Storage Resource Broker (SRB) in earlier versions used a centralized MCAT [18] for
storing system-level and application-level metadata. Though essential for consistent
operations, the centralized MCAT poses a problem. It can be considered a single-point of
failure as well as a potential bottleneck for performance. Moreover, when users are
widely distributed, users remote from the MCAT may see latency unacceptable for
interactive data access.

In order to mitigate these problems, the SRB architecture has been extended to a
federated environment, called zoneSRB. The ZoneSRB architecture provides a means for
multiple context catalogs to interact with each other on a peer-to-peer basis and
synchronize their data and metadata. Each zoneSRB system can be autonomous,
geographically distant, and administer a set of users, resources and data that may or may



not be shared by another zoneSRB. Each zoneSRB has its own MCAT for providing the
same level of features and facilities as done by the older SRB system.

The main advantage of the zoneSRB system is that now, there is no single point of
failure, as multiple MCATs can be federated into a multi-zoneSRB system. Users can be
distributed across the zones to improve quality of performance and minimize access
latencies to geographically distant metadata catalogs. The multiple zoneSRBs can share
metadata and data based on policies established by the collaborating administrators. The
level of collaboration can be varied to specify how much of the information is shared,
partitioned or overlapped, and whether the interactions are controlled by the users or the
zone administrators.

More information about the SRB can be found in [15,16,17,18]. In a nutshell, the SRB
provides all of the capabilities listed as generic requirements. The SRB provides
interoperability mechanisms that map users, datasets, collections, resources and methods
to global namespaces. It also provides abstractions for data management functionality
such as file creation, access, authorization, user authentication, replication and
versioning, and provides a means to associate metadata and annotation with data objects
and collections of data objects. Descriptive metadata is used for searching at the semantic
level and discovery of relevant data objects using the attribute-based discovery paradigm.
Figure 1 provides details about the modules that form the core of the SRB services.

( Application )

C, C++, Java Linux Unix Java, NT DLL/ OAL,
Libraries 1/0 Shell Browsers Python, HTTP WSDL,
Perl 0GSA

Federation Management

Consistency & Metadata Management / Authorization-Authentication-Audit

Logical Name Latency Data Metadata
Space Management Transport Transport
Catalog Abstraction Storage Abstraction
Databases Archives - Tape, File Svst Databases
DB2, Oracle, Sybase, HPSS, ADSM, ORB & ;J‘I’lixysN“'Tms DB2, Oracle, Sybase,
Postgres, mySQL, UniTree, DMF, Datascop Mac ’O SX, SQLserver,Postgl:es,
Informix CASTOR,ADS mySQL, Informix

5 48 & 4
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The SRB server is built using three layers. The top-layer is a set of server access APIs
written in C and Java that are used to provide multiple client interfaces. The middle layer
provides the intelligence for collection-based management, federation of data grids, data
movement, authentication, and authorization. The bottom-layer is a set of storage drivers
and MCAT database drivers that are used to connect to diverse resources. These drivers
have a well-defined and published API such that a new storage resource or data server
system can be integrated easily into the SRB system. For example, custom-based
interfaces to special drivers such as the Atlas Data Store System and CERN’s CASTOR
storage systems were written in just a few days. The SRB drivers for storage include,
HPSS, ADSM, Unix/Linux /Mac OSX and NT file systems, and for databases includes
DB2, Oracle, Postgres, Informix, and Sybase.

The middle layer of the SRB system supports the federation consistency and control
mechanisms needed to integrate multiple data grids and encapsulates much of the
intelligence needed to manage a data grid. This layer interacts with the MCAT to access
the context needed to control each type of data service.

The data grid technology based on the SRB that is in production use at SDSC at this date
manages over 90 Terabytes of data comprising over 16 million files.

5 Data Grid Federation

The specification of appropriate federation mechanisms is still a research project. The
federation of multiple data grids basically imposes constraints on the cross-registration of
users, resources, files, and context. The constraints may be invoked by either a user or
automatically implemented by the data management system. The constraints may be set
for either no cross-registration, partial cross-registration, or complete cross-registration.
It is possible to identify over 1500 possible federation approaches by varying the type of
cross-registration constraints that are imposed. In practice, ten of the approaches are
either in active use or proposed for use within scientific projects. Each data grid is called
a zone, with its own metadata catalog managing the logical name spaces for its users,
resources, files, and context. The approaches include:

5.1  Occasional Interchange

This is the simplest model in which two or more zones operate autonomously with very
little exchange of data or metadata. The two zones exchange only user-ids for those users
who need access across zones. Most of the users stay in their own zone accessing
resources and data that are managed by their zone MCAT. Inter-zone users will
occasionally cross zones, browsing collections, querying metadata and accessing files for
which they have read permission. These users can store data in remote zones if needed
but these objects are only accessible to users in the other zones. This model provides the
greatest degree of autonomy and control. The cross-zone user registration is done not for
every user from a zone but only for selected users. The local SRB administrator controls
who is given access to the local SRB system and can restrict these users from creating
files in the local SRB resources. (NPACI driven federation model [28])



5.2 Replicated Catalog

In this model, even though there are multiple MCATs managing independent zones, the
overall system behaves as though it were a single zone with replicated MCATs. Metadata
about the tokens being used, users, resources, collections, containers and data objects are
all synchronized between all MCATs. Hence, the view from every zone is the same. An
object created in a zone is registered as an object in all other sister zones and any
associated metadata is also replicated. This model provides a completely replicated
system that has a high degree of fault-tolerance for MCAT failures. The user can still
access data even if their local MCAT becomes non-functional. The degree of
synchronization, though very high in principle, in practice is limited. The MCATs may
be out of synchronization on newly created data and metadata. The periodicity of
synchronization is decided by the cooperating administrators and can be as long as days if
the systems change slowly. An important point to note is that because of these delayed
synchronizations, one might have occasional logical name clashes. For example, a data
object with the same name and in the same collection might be created in two zones
almost at the same time. Because of delayed synchronization both will be allowed in their
respective zones. But when the synchronization is attempted, the system will see a clash
when registering across zones. The resolution of this has to be done by mutual policies
set by the cooperating administrators. In order to avoid such clashes, policies can be
instituted with clear lines of partitioning about where one can create a new file in a
collection. (NARA federation model [12])

5.3 Resource Interaction

In this model resources are shared by more than one zone and hence they can be used for
replicating data. This model is useful if the zones are electronically distant, but want to
make it easier for users in the sister zone to access data that might be of mutual interest.
A user in a zone replicates data into the shared resources (either using synchronous
replication or asynchronous replication as done in a single zone). Then the metadata of
these replicated objects is synchronized across the zones. User names need not be
completely synchronized. (BIRN federation model [8])

5.4 Replicated Data Zones

In this model two or more zones work independently but maintain the same data across
zones, i.e., they replicate data and related metadata across zones. In this case, the zones
are truly autonomous and do not allow users to cross zones. In fact, user lists and
resources are not shared across zones. But data stored in one zone is copied into another
zone along with related metadata, by a user who has accounts in the sister zones. This
method is very useful when two zones are operating across a wide-area network has to
share data and the network delay in accessing data across the zones has to be reduced.
(BaBar federation model [7])

5.5 Master-Slave Zones

This is a variation of the 'Replicated Data Zones' model in which new data is created at a
Master site and the slave sites synchronize with the master site. The user list and resource
list are distinct across zones. The data created at the master are copied over to the slave
zone. The slave zone can create additional derived objects and metadata but these may



not be shared back to the Master Zone. (PDB federation model)

5.6 Snow-Flake Zones

This is a variation of the 'Master-Slave Zones' model, One can view this as a hierarchical
model, where a Master Zone creates the data that is copied to the slave zones, whose data
in turn gets copied into other slave zones lower in the hierarchy. Each level of the
hierarchy can create new derived products of data and metadata, can have their own
client base, and can choose to propagate only a subset of their holdings to their slave
zones. (CMS federation model [23]).

5.7 User and Data Replica Zones

This is another variation of the 'Replicated Data Zones' where not just the data get
replicated but also user names are exchanged. This model allows users to access data in
any zone. This model can be used for wide-area enterprises where users travel across
zones and would like to access data from their current locations for improved
performance. (Web cache federation model)

5.8 Nomadic Zones - SRB in a Box

In this model, a user might have a small zone on a laptop or other desktop systems that
are not always connected to other zones. The user during his times of non-connectedness
can create new data and metadata. The user on connecting to the parent zone will then
synchronize and exchange new data and metadata across the user-zone and the parent
zone. This model is useful for users who have their own zones on laptops. It is also
useful for zones that are created for ships and nomadic scientists in the field who
periodically synchronize with a parent zone. (SIOExplorer federation model)

5.9 Free-floating Zones — myZone

This is a variation of the "Nomadic Zone' model having multiple stand-alone zones but no
parent zone. These zones can be considered peers and possibly have very few users and
resources. These zones can be seen as isolated systems running by themselves (like a PC)
without any interaction with other zones, but with a slight difference. These zones
occasionally "talk" to each other and exchange data and collections. This is similar to
what happens when we exchange files using zip drives or CDs or as occasional network
neighbors. This system has a good level of autonomy and isolation with controlled data
sharing. (Peer-to-peer or Napster federation model)

5.10 Archival Zone, BackUp Zone

In this model, there can be multiple zones with an additional zone called the archive. The
main purpose of this is to create an archive of the holdings of the first set of zones. Each
zone in the first set can designate the collections that need to be archived. This provides

for backup copies for zones which by themselves might be fully running on spinning
disk. (SDSC backup federation model, NASA backup federation model [29])
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6 Grid Dataflow

A second research area is support for data flow environments, in which state information
is kept about the processing steps that have been applied to each digital entity in a work
set.

6.1 Need for peer-to-peer Data Grid Dataflows

A dataflow executes multiple tasks. Each task might require: different resources; access
to different data collections for input; storage of output products onto physically
distributed resources within a data grid; and disparate services that might be in the form
of web/grid services or simply executables of an application. The dataflow is described in
a data grid language. The dataflow is executed through a dataflow engine. Each
dataflow engine needs to be able to communicate with other dataflow engines in a peer-
to-peer federation for coordination. This allows dynamic distributed execution, without
having to specify a pre-planned schedule.

Placement scheduling is still required to find the right location for execution of each task.
In the data grid, the tasks in the dataflow could be executed in any of distributed
resources within the participating administrative domains. In general the following
factors must be considered for dataflow scheduling:

Appropriateness of a given resource for a particular task: Is there enough
disk space to hold result sets, and is the compute resource powerful enough to
execute the task within a desired time? Are the tasks sufficiently small that they
could be processed by less powerful systems?

Management of data movement: How can the amount of data moved for both
input and output files and for the executable be minimized?

Co-location of dependent tasks: How can tasks be co-located on the same
administrative domain or resource to minimize coordination messages that have to
be sent across the network?

6.2 Grid Dataflow System Requirements
Collections of data sets can be manipulated in a Data Grid dataflow. Instead of creating a
separate dataflow for each file, state information can be maintained about the aggregated
set of files for which processes have been applied. Related issues are:
Management of processing state: (e.g.) What information needs to be
maintained about each process?
Control procedures: (e.g.) What types of control mechanisms are needed to
support loops over collections?
Dynamic status queries: (e.g.) Can a process detect the state of completion of
other processes through knowledge of the placement schedule?

6.3 Data Grid Language

The SDSC Matrix project [33], funded by the NSF Grid Physics Network (GriPhyN)
[30], NIH Biomedical Informatics Research Network (BIRN) [8] and NSF Southern
California Earthquake Center (SCEC) [31], has developed a data grid language to
describe grid dataflow. Just like SQL (Structured Query Language) is used to interact
with the databases, the Data Grid Language (DGL) is used to interact with the data grids
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and dataflow environments. DGL is XML-based and uses a standard schema that
describes:
Control-based dataflow structures. These include sequential, parallel, and
aggregated process execution.
Context-based dataflow structures. These include barriers (synchronization points
or milestones), “For loops” (iteration over task sets) and “For Each loops”
(iteration over collection of files).
Event Condition Alternate Action (ECA) rules. Any event in the workflow
engine like completion or start of a task could be used to trigger a condition to be
evaluated dynamically and execute any of the alternate dataflow actions. The
conditions could be described using XQuery or any other language that would be
understood by the dataflow engine. This allows other useful or simple workflow
query languages to be used along with DGL.
Variables. Both global variables and local variables can be managed for the
dataflow. The variables are related to the dataflow, rather than an individual file
that is manipulated by the dataflow. Hierarchical scoping is used to restrict the
use of the dataflow variables to aggregates of processes.
Discovery. Queries from external grid processes are supported for determining
the completion status of a process and the state of variables.
A simple example of the use of dataflow systems is the management of the ingestion of a
collection into a data grid. The SCEC project implemented the collection ingestion as a
dataflow using the data grid language and executed the dataflow using a SDSC Matrix
Grid workflow engine.

6.4 SDSC Matrix Architecture

The architecture of the SDSC Matrix dataflow engine is shown in Figure 2. The
components are layered on top of agents that can execute either SRB or other processes
(SDSC Data Management Cyberinfrastructure, java classes, WSDL services and other
executables). The matrix dataflow engine tracks the dataflow execution. The dataflow
execution state can be queried by other applications or other dataflows that are executed
by the matrix engine. Persistence of the dataflow execution state is held in memory and
exported to a relational database.

Clients send DGL dataflow requests as SOAP [32] messages to the Java XML (JAXM)
messaging interface (Fig 2). The Matrix web service receives these SOAP messages and
forwards the DGL requests to the Data Grid Request Processor. The Request Processor
parses the DGL requests, which could be either a data grid transaction (new dataflow) or
a status query on another dataflow. A data grid transaction request is a long running
dataflow involving the execution of multiple data management and compute intensive
processes. The Transaction Handler registers a new transaction and starts the book
keeping and execution of the processes. The Status Query Handler is used to query the
state of execution of the transaction and the variables associated with a dataflow. In
Figure 2, the Matrix Engine components shown in white boxes have been implemented
for a stand-alone matrix workflow engine (version 3.1). Those in solid (black) boxes are a
work in progress to provide peer-to-peer grid workflow and involve protocols to
distribute the workflow. The P2P broker will be based on Sangam protocols [34] to
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Figure 2. SDSC Matrix Grid Workflow Engine Architecture for data flows

facilitate Peer-to-peer brokering between workflow engines. The protocols will be
loosely coupled with resource scheduling algorithms.

7 Conclusion

Data grids provide a common infrastructure base upon which multiple types of data
management environments may be implemented. Data grids provide the mechanisms
needed to manage distributed data, the tools that simplify automation of data
management processes, and the logical name spaces needed to assemble collections. The
Storage Resource Broker data grid is an example of a system that has been successfully
applied to a wide variety of scientific disciplines for management of massive collections.
Current research issues include identification of the appropriate approaches for federating
data grids, and the development of capable data flow processing systems for the
management of data manipulation.
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Background

Leeds was a major participant in three projects looking at digital preservation, viz Cedars
[1] (jointly with the Universities of Oxford and Cambridge), CAMiLEON [2] (jointly
with the University of Michigan), and the Representation and Rendering Project [3]. With
this background, work is beginning on setting up a digital curation centre [4]. for UK
academia.

As a result of this work, we strongly favour a policy of retaining the original byte-stream
(or possibly bit-stream, see below) as the master copy, and evolving representation
information (including software tools) over time to guarantee continued access to the
intellectual content of the preserved material. This paper attempts to justify that approach,
and to argue for its technical feasibility and economic good sense.

Thus we need long-term stewardship of the byte-streams, and long-term stewardship of
the representation information. We use the term representation information in the sense
of the OAIS model [5]. The purpose of the representation information is to give future
access to the intellectual content of preserved byte-streams. Without stewardship of the
representation information we would not be exercising stewardship of the preserved data.

Inevitability of Change in the context of long-term
Since computers were invented in the 1940s and 50s, there have many changes in the
representation of data. The binary digit has survived as an abstraction, and in today's

world the byte is a world-wide standard, although we sometimes have to call it an octet.

All we can be certain of for the long-term future is that there will be further change.
However, even though the technology used for representing such bits and bytes has
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changed over time, the abstract concept lives on. Nonetheless, the uses to which those
bits and bytes can be put have grown massively over the years.

Our work has always taken the view that "long-term" means many decades. As digital
information technology is barely 60 years old, and we have already lost all of the
software from the earliest machines, we need to mend our ways. We should plan that our
digital information will still be safe and accessible in 100 years. It is then likely that
developments over that time will render the material safe for millennia. In short, we are
talking of a time span over which all of our existing hardware technology is likely to be
obsolete, and also much of the software.

It is the representation information that makes the bridge between IT practices at the time
of preservation, and IT practices at the time of access to the information.

Abstraction is Vital

We can be confident that the concept of information will survive the passage of time, and
even the concept of digital information. We need to bridge the longevity of the
information concept to the certain mortality of the media on which the data lives. Our
approach is to ensure that everything is represented as a sequence of bytes. We have
confidence that the ability to store a sequence of bytes will survive for many decades, and
probably several centuries. Current technology usually does this by calling this sequence
a file, and storing it in a file system. There are many files in today's computer systems
that had their origins in previous systems.

The challenge that remains is to maintain the ability to extract the information content of
such byte-streams. The knowledge of the formats of such preserved data is itself
information, and is amenable to being represented digitally, and is thus amenable to
preservation by the same means as we use for the data itself.

By taking this focus on the storage of a stream of bytes, we divide the problem into two.

1. Providing media for storage, and copying byte-streams from older technology to
newer technology.

2. Maintaining knowledge of the data formats, and retaining the ability to process
these data formats in a cost-effective manner.

The OALIS representation net is the means by which the knowledge is retained. By
treating all data as an abstract byte-stream at the lowest level, we have a common frame
of reference in which we can record representation information, independent of any
particular data storage technology, and any particular data storing institution. We have a
framework in which representation information will be globally relevant.
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Keep the Original Data

We have no faith in long-lived media [6]. Our approach is always to keep the original
data as an abstract byte-stream and to regard it as the master.

Why? Because it is the only way to be sure that nothing is lost. Format conversion can
lose data through moving to a representation incapable of handling all the properties of
the original. It can also lose data through simple software error in the conversion process
that goes undetected until it is too late to read the previous data.

One of us (DH) has personal experience of both situations. One in which the data was
damaged, and one in which potential damage was avoided by keeping the original and
producing a format conversion tool.

How? We certainly cannot preserve the medium upon which the data is stored. In Cedars
we developed the concept of an underlying abstract form which enabled us to convert
any digital object into a byte-stream from which we could regenerate the significant
properties of the original. Our approach is to preserve this byte-stream indefinitely,
copying it unchanged as storage technology evolves.

The question then remains as to how we continue to have access fo the intellectual
content (another Cedars phrase) of the data, and not merely a stream of bytes. Our answer
to this is that we evolve the representation information over time so that it provides us
with the means to transform our original into a form that can be processed with the tools
current at the time of access. We believe that our work in the CAMiIiLEON project has
shown this to be feasible in the case of a very difficult original digital object of great
historical importance. Using emulation we successfully preserved the accessibility of the
BBC's "Domesday" project, see below and [16].

The very essence involves identifying appropriate abstractions, and then using them as
the focus of the rendering software. We achieve longevity by arranging that the rendering
software is implemented so as remain operational over the decades. The application of
our approach to emulation is covered in Emulation, Preservation and Abstraction [7]. We
have also investigated the same technique of retention of the original binary data coupled
with evolving software tools in the context of format migration [8].

Format Conversion — when?

It is obvious that when data is to be accessed some time after its initial collection, the
technology involved in this access will differ markedly from that in use when data
collection took place. There is also the real possibility that other technologies have been

and gone in the interim. Thus, format conversion is inevitable.

For data held in currently common formats, the amount of representation information
needed is trivial. Meaningful access to the data normally happens at the click of a mouse.
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A current computer platform will render a PDF file merely by being told that the format
is PDF. Conversely, faced with an EBCDIC file of IBM SCRIPT mark-up, the same
current platform might well render something with little resemblance to the original,
whereas back in 1975, the file could be rendered as formatted text with minimal
formality.

However, if we have representation information for IBM SCRIPT files that points us at
appropriate software for rendering the file contents on current platforms, the historic data
becomes accessible to today's users. Alternatively, we could have converted all the
world's IBM SCRIPT files into Word-for-Windows, or L*TgX, or .... We could argue
about the choice until all the current formats become obsolete, and we could well have
chosen a format that itself quickly became obsolete. We could have been tempted to
convert from EBCDIC to ASCII, but that could have lost information because EBCDIC
has a few more characters than ASCIIL.

We recommend that the format of preserved data be converted only when access is
required to the data, i.e. on creation of the Dissemination Information Package (DIP). For
a popular item, it would obviously make sense to cache the DIP, but not to allow the
reformatted DIP to replace the original as master. This means that the tracking of
developments in storage technology involves only the copying of byte-streams.
Moreover, when the format conversion has to be done, there will be improved
computational technology with which to do it [9].

Indirection is Vital

There isn't a problem in computer science that cannot be solved by an
extra level of indirection. Anon

The essence of our approach involves keeping the preserved data unchanged, and
ensuring that we always have representation information that tells us how to access it,
rather than repeatedly converting to a format in current use. We take the view that it is
very difficult (impossible?) to provide representation information that will be adequate
for ever. We propose that representation information evolves over time to reflect changes
in IT practice. This clearly implies a structure in which each stored object contains a
pointer to its representation information. This is easily said, but begs the question as to
the nature of the pointer.

We need a pointer that will remain valid over the long-term (i.e. 100 years). We need to
be wary of depending on institutions whose continued existence cannot be guaranteed.

Alongside this need for a pointer, we also have a need for a reference ID for each
preserved object. This needs to be distinct from the location of the object, but there needs
to be a service that translates a reference ID into a current location. This is the essence of
the Cedars architecture [10].
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Reference IDs could be managed locally within an archive store. Such IDs could then be
made global, by naming each archive store, and prefixing each local name with that of the
archive store.

There are various global naming schemes, ISBN, DNS, Java packages, URL, URI, URN,
DOI, etc. It may even be necessary to introduce another one, just because there is no clear
long-term survivor. What is certain is that there have to be authorities that give out
reference IDs and take responsibility for translating these IDs into facilities for access to
the referenced stored objects.

If we grasp the nettle of a global name space for reference IDs of stored objects and keep
the representation information in the same name space, we have the prospect of sharing
the evolving representation information on a world-wide basis. This will imply some
discipline if dangling pointers are to be avoided.

Enhance Representation Nets over time

In the Cedars Project we produced a prototype schema for a representation net following
the OAIS model, and populated it with some examples. After this experience, we had
some new ideas on the schema of the representation net. We believe that it is inevitable
that this area is allowed to develop further, and that operational archives are built so that
evolution in this area is encouraged to take place. We must accept that there is likely to
be revision in the OAIS model itself over the 100 year time-frame.

Also, we could see that to require a fully specified representation net before allowing
ingest could act as a disincentive to preservation of digital objects whose value is not in
doubt. In many cases, representation information existed as textual documentation. An
operational archive needs to be capable of holding representation information in this
purely textual form, although with an ambition to refine it later. Such information would
not actually violate the OAIS model, but there is a danger of being over-prescriptive in
implementing the model. For instance the NISO technical metadata standard for still
images [11] has over 100 elements, at least half of which are compulsory.

For some formats the most useful representation information is in the form of viewing
software. We need our representation nets to enable the discovery of such software (see
below). Many current objects need only to be introduced to a typical desktop computer in
order for them to be rendered. On the other hand, we experimented with obsolete digital
objects (from 1970s and 1980s) in order to see some of the issues likely to arise when our
grandchildren wish to gain access to today's material. We even tried to imagine how we
would have gone about preserving for the long-term future using the technology of the
1970s. It was abundantly clear that ideas are very different now than they were 30 or 40
years ago. We must expect that today's ideas could well be superseded over the long-
term.

In order to accommodate this, we must allow the content of objects in the representation
net to be changed over time, in sharp contrast to the original preserved objects where we
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are recommending retention of original byte-streams. It is vital that the reference ID that
is originally used for representation information is re-used for newer representation
information which gets produced as a result of development of new tools and ideas. That
way, old data gets to benefit from new techniques available for processing it. The
representation information that is being replaced should of course be retained, but with a
new ID, which should then be referenced by the replacement.

Representation Nets should link to software

Our representation nets in Cedars very deliberately contained software, or in some cases
references to it. We have no regrets on this issue. Ideally we want software in source
form in a programming language for which implementations are widely available, but it
seems churlish to refuse to reference the Acrobat viewer as a way of rendering PDF files,
just because we do not have the source, but see example 1 below.

A format conversion program that is known to work correctly on many different data
objects is clearly a valuable resource for access to the stored data, and should be available
via the representation network.

As regards the issue of longevity of such software, we argued earlier for the longevity of
abstract concepts such as bits, bytes and byte-streams. Programming languages are also
abstract concepts, and they too can live for a very long time. Current implementations of
C or FORTRAN will run programs from long ago. Other languages which have been less
widely used also have current implementations that function correctly.

The source text of a format conversion program which is written in a language for which
no implementation is available is still a valuable specification of the format, and has the
benefit of previously proven accuracy. We address the issue of evolving emulator
programs in C-ing Ahead for Digital Longevity [12], which proposes using a subset of C
as the programming language for writing portable emulators.

Examples

We illustrate the way in which we see representation information evolving over time, by
reference to three examples drawn from rather different computational environments.

Example 1: Acrobat files

In today's IT world it is very common to use Adobe Acrobat® portable document format
(PDF) for holding and transmitting electronic forms of what are thought of as printed
documents. The only representation information needed by today's computer user is the
URL for downloading the Acrobat® Reader™. The representation net for PDF files is
basically this single node, detailing how to gain access to the software for rendering the
data. In reality, it should be an array of nodes with elements for different platforms. All
preserved PDF files would reference this one piece of representation information. The
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recent appearance of the GNU open-source Xpdf [13] would be reflected by adding it to
this array.

Example 2: IBM SCRIPT files

One upon a time, the representation information for a preserved IBM SCRIPT file would
point to the IBM SCRIPT program for the IBM/360 platform. Unfortunately we did not
have the OAIS model in the 1970s, but if we had had an OAIS archive for storage of our
VM/CMS data, this is the only representation information that would have been needed.
(Actually the CMS file-type of SCRIPT performed the role of representation information,
much as file extensions do today on a PC.)

As the 30+ years elapsed, our putative OAIS archive would have expanded the
representation information for SCRIPT by information suitable for more current
platforms — including the human readable documentation for a live-ware platform.
There would probably also be reference to the Hercules project [14] which allows
emulation of IBM/360/370 systems of yesteryear. This need to keep up-to-date was
highlighted in the InterPARES project [15].

Example 3: The BBC Domesday Project

In 1986, to commemorate the 900th anniversary of the Domesday Book, the BBC ran a
project to collect a picture of Britain in 1986, to do so using modern technology, and to
preserve the information so as to withstand the ravages of time. This was done using a
micro computer coupled to a Philips LaserVision player, with the data stored on two 12"
video disks. Software was included with the package, some on ROM an some held on the
disks, which then gave an interactive interface to this data. The disks themselves are
robust enough to last a long time, but the device to read them is much more fragile, and
has long since been superseded as a commercial product.

Here we have a clear example where the preservation decisions placed (mis-placed) faith
in the media technology of the day, and more crucially in the survival of the information
technology practices of the time.

The CAMILEON project used this example as a test case to show the effectiveness of
emulation as a preservation technique. A detailed treatment is to be found on the
CAMIiLEON web site [16].

We can look at this example with particular reference to its long-term viability, both with
regard to the original efforts in 1986, and to the emulation work of 2002. We shall use it
to illustrate our ideas about the appropriateness of emulation software as part of the

representation information.

Firstly, a bit of background to the work.

23



We have taken our own advice and preserved the data from the original disks as abstract
byte-streams. We can represent this step as the process marked A in the diagram (taken
from reference [7]):

Oiriginal digital Ay Friasansed — Prassrved
obpict h digital object E— digital object
@ @— @
B

G'rrgln.'-il platiorm Emulator 1 4." Emudatar 1.0
e =
i h { q{ |
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Passage of time
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The technique was to show that we could use emulation to bridge from the Original
platform to a different host platform, labelled Host platform 1 in the diagram. The
ingest step (marked A in the diagram) involves identifying the significant properties of
the original. The data consisted of the four disk surfaces, each with 3330 tracks, and some
software in ROM held inside the BBC micro computer. Some tracks were video images
and some held digital data which was often textual. We preserved the ROM contents
straightforwardly as binary files, and made each track of the disk into a binary file of
pixels for the video images, and a straightforward binary file for each of the digital data
tracks. This we claim preserves the significant properties of the software and data
necessary for it to run on the BBC computer with its attached video disk player. An
example representation network describing the capture process was constructed as part of
the Representation and Rendering Project [17]

To demonstrate the validity of this claim, we produced the emulator shown as Emulator
1 on the diagram. The original software relied on an order code and an API (applications
program interface) labelled 1 in the diagram. In order to achieve successful preservation
of this digital object, we need to reproduce this API with software that operates with a
more modern API, labelled 2 in the diagram.

The emulation of the BBC micro-computer was obtained from an open-source emulation

written by an enthusiast (Richard Gellman) and available on the net [18]. Although the
achievements of enthusiasts are not always ideally structured for use in digital
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preservation work, they can often provide a useful starting point for further development.
At the very least the source code can act as a handy reference point for new work.

The emulation of the video disk player was done by our own project staff. This emulation
software then becomes the major component of the representation information for this
data. Its longevity depends crucially on the longevity of the interface labelled 2. Here we
have used code that is written in C, and makes use of only a few Win32-specific API
calls. In other words our interface labelled 2, is not the whole API of Host platform 1,
but only the facilities that we have chosen to use. The move to another platform is made
easier by choosing to use as few as possible of the proprietary features of Host platform
1. We may need to recode a few bits of the screen driving routines, but by and large we
can expect to find on Host platform 2 an API (shown as 3) that has most of the features
needed on the new platform. We expect that a slightly revised emulator called Emulator
1.01 will readily be generated (step B) to run on Host platform 2. Meanwhile, the
preserved digital object will be completely unchanged, as indicated by the large equals
sign.

Example 3: The BBC Domesday Project — Evolution of Representation
Information

At the outset, the storage media consisted of two 12" video disks. The representation
information (a booklet supplied with the disks) basically said buy the appropriate
hardware including the two E-PROM chips holding software that is used in accessing the
video disk player. In addition, the BBC microcomputer had a well documented API for
applications programs. This API (or preferably the subset of this that happened to be
used) provides the interface labelled 1 in the diagram.

Our preservation of the data from its original preservation medium created byte-streams
that closely mirrored the actual physical data addressing. This maximised the validity of
the existing representation information, viz. the documentation of the API mentioned
above.

The emulator then implements this API, opening up the question of the API upon which
it itself runs. Thus we add to the representation information the emulator, and the
information concerning the API needed to run it. This is not yet stored in a real OAIS
archive, but we do have the materials necessary to achieve this, and data from the disks is
stored in our LEEDS archive[19].

Our care in producing an emulation system that is not tied too closely to the platform
upon which it runs illustrates our desire to produce representation information that will
indeed stand the test of time by being easily revised to accommodate newly emerging
technologies. This revised emulator becomes an addition to the representation
information, extending the easy availability of the original data to a new platform.
InterPARES [15] identified clearly the desire of users to access the material on the
technology of their own time.
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So why emulate in this case? The interactive nature of the digital object is really a part of
it. There is no readily available current product that reproduces that interaction, so we
treat the interaction software as part of the data to be preserved. On the better examples of
current desk-top hardware, it runs faster than the original.

Share and Cross-Reference Representation Nets

We have argued earlier for the impossibility of producing an adequate standard for
representation information which will retain its relevance over the decades. To attempt to
do so would stifle research and development. We must therefore expect that different data
storage organisations may develop different forms of Representation Information.
Initiatives such as the PRONOM [20] file format database and the proposed Global File
Format Registry will also produce valuable resources that should be linked from
representation information.

It would seem that collaboration should be the watchword here.

The emerging solutions for IBM SCRIPT files in example 2 are likely to be applicable to
any institution holding such data. With our proposed global namespace, they can all
reference the same representation net, and benefit from advancing knowledge on the
rendering of such files.

Global Considerations

The implementation of preservation on a global basis means that there will be no overall
command. Co-operation will have to be by agreement rather than by diktat. This situation
has some aspects that resemble the problems of achieving true long-term preservation.
We cannot predict the future accurately, nor can we control it to any great extent, so the
ambition to operate on a global scale despite being unable to control activities
everywhere in the world sits well with the need for future-proofing. The future is another
country whose customs and practices we cannot know.

Referential Integrity

We are proposing that no object that has a name in the digital store is ever deleted. It may
be modified, but never deleted. Thus, anyone may use a reference to an object in the
OALIS digital storage world confident that it will never become a dangling pointer.

However, the representation information in any OAIS archive will need to refer to
information outside its control. (This is actually an inevitable consequence of Godel's
incompleteness theorem — reflected in Cedars by describing nodes holding such
references as Godel ends.) Many of these external references will relate to the current
practice of the time.

A vital part of the management of such an archive will involve keeping an inventory of
all such external references, and maintaining a process of review of the inventory in the
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search for things that are no longer generally understood or refer to information that is no
longer available. The remedy in such cases is to update the referring nodes to reflect the
new realities. Clearly it is in the interests of good management to try to keep such nodes
to a minimum.

For example, a store would have a single node that describes the current version of
Microsoft Word to which the representation information for any ingested Word file
would refer. When this version becomes obsolete, this one node is updated with
information on how to access data in the old format, or to convert to a newer format.

The two level naming proposed earlier helps greatly in implementation of such a policy.
Digital Curation in the UK

The education funding authorities in Britain are currently in the process of setting up a
digital curation centre [4]. This is seen as a centre for oversight and co-ordination of
digital storage, and for R&D. The decision was announced shortly before Christmas. The
centre will be based in Edinburgh, the home of the existing e-Science Centre [21], and
EDINA [22].

The centre will not be a repository for the data itself.

It will provide consultancy and advice services, and a directory of standard file formats.

There will be a significant research activity, and a particular focus on digital integration,
the enabling of research combining data from different sources.

Academia is addressing its own problems, but what about the rest of the world of digital
information, e.g. engineering data? How confident are we that the CAD data for nuclear
power stations has an appropriate lifetime, or even half-life?

Summary

We argue strongly for retention of the original in the form of a byte-stream derived as
simply as possible from the original data, and for the use of representation information to
enable continued access to the intellectual content.

We take the view that for much material it is impossible to have perfect representation
information at the time of ingest, but that we must preserve the data and develop its

representation information over time.

Ideas on the nature of representation information will evolve over time. We must have
systems capable of taking on board changing schemas of representation information.

A two-level naming system, separating reference ID from location (and translating
between them) should be the practice for implementing pointers in an OAIS archive, as a
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prerequisite for our proposed policy of evolving representation information over time,
and sharing it on a global scale.

A Footnote on Bits versus Bytes

The OAIS model uses the bit as the lowest level. However, the byte is the ubiquitous unit
of data storage. In today's systems one cannot see how the bits are packed into bytes.
When a file is copied from one medium to another we know that whether we read the
original or the copy, we shall see the same sequence of bytes, but we know nothing of the
ordering of bits within the byte, and these may be different on the two media types. On
some media (e.g. 9-track tape) the bits are stored side-by-side.

Pragmatically, we regard the byte as the indivisible unit of storage. If the OAIS model
requires us to use bits, then we shall have a single definition of the assembly of bits into a
byte. This would enable us unambiguously to refer to the millionth bit in a file, but not
constrain us to hold it immediately before the million-and-oneth bit.
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Abstract

The maturity and mission-critical deployment of Fibre Channel (FC) in storage area
networks (SANs) creates a unique class of multi-terabit networks with demanding
throughput, latency, scalability, robustness, and availability requirements. This paper
reviews the state of and critical system-level requirements for SANs. It describes how
Internet SCSI (iSCSI), FC over IP (FCIP), and Internet FC Protocol (iFCP) integrate with
FC SANs and discusses associated benefits and challenges. Finally, the paper examines
case studies in performance and protocol tuning in high-speed, long-delay networks,
which are increasingly critical for FC-to-IP integration opportunities and challenges.

1.0 Introduction

Information technology (IT) is a key driver and challenge for businesses, government,
and research/development centers. Data centers are a critical asset and provide the
infrastructure that houses information processing, storage, and communication resources.
Corporations are under tremendous pressure to manage return on investment, massive
growth in information processing and storage needs at a global scale, management,
performance, availability, and scalability requirements, and the IT infrastructure. To add
to the challenges, there are many new technology and deployment decisions that have
significant implications in terms of value and impact to the data center.

SANSs are a critical part of the data center, and are based on high speed, high bandwidth,
low latency, and low error rate interconnects for scaling application, database, file, and
storage services. FC is the key technology and standard that drive rapid growth of SAN
deployment. The development of global and distributed file systems, content-addressable
storage, object-oriented storage, cluster and blade servers, and utility computing is
driving more integrated IP and FC network usage. The evolution of the data center and
new information and computing trends drives the data center toward a more dynamic
resource and performance provisioning and management model, which demands more
efficient and scalable computing, information storage, and networking. In addition,
business and operational requirements in the data center drive the scaling and evolution
of larger SANs encompassing metropolitan and wide-area distances, high security and
availability, and multi-protocol networks. In the face of these trends, ease of use,
configuration, and management of the SAN is even more important.

This paper reviews important requirements and deployment examples. It describes
emerging IP SAN technologies and how these technologies interface and integrate with
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FC. It also examines several protocol and design considerations, system-level behaviors,
and areas that need further research and enhancement. This paper leverages the efforts of
many engineers, architects, and researchers from the industry. The paper uses their
findings and recommendations, and tries to relate them to SAN applications.

2.0 The FC SAN Today

2.1 FC SAN Overview

FC technology [1] and product deployment has evolved from 1 gigabit per second (Gbps)
to 2 Gbps links, and there is development to introduce 4 Gbps and 10 Gbps links. An FC
network or fabric is a multi-terabit, low-latency switching network, mainly used to
interconnect servers to storage. Although a FC fabric is designed to support any-to-any
connectivity, the actual use tends to be some-to-some. Each server talks to a few storage
devices or each storage device talks to a few servers, with occasional traffic for backup or
other purposes involving devices shared by many sets of storage and servers. Deployment
of mid-range to high-end FC fabrics is based on FC directors [2], which are high-
availability switches with high-aggregate switching bandwidth and high port density. For
the edge part of a large or small fabric, smaller and lower-cost FC switches are typically
used. Directors and switches use one or more interswitch links (ISLs) to connect and
form a larger fabric. It is common to deploy one or more isolated FC fabrics, called SAN
islands. SANs are also extended to campus, metropolitan, and wide-area distances using
T1/T3, ATM, IP, SONET, dark fiber, and DWDM technologies.

E= Servers/Blade Servers

st

’ Switch H Switch H Switch H Switch H Switch H Switch H Switch H Switch H Switch H Switch ‘
Eﬁ Director Director X Inter-Switch
- | Link (ISL)

Servers/Blade Servers

Figure 1 Example of a Large FC Fabric

Figure 1 shows an example of a large (approximately 1000 node) fabric, with directors
and switches configured to provide high availability and high-aggregate bandwidth.
Servers are typically aggregated at the edge of the fabric, and storage arrays are typically
configured near the core of the fabric. It is typical to over-subscribe server link
bandwidth in comparison to storage array link bandwidth (more servers with respect to a
given storage array). A network of directors forms the core (or backbone) of the fabric.
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For a fabric to be operational, there is a fabric initialization, involving all switches,
directors, and devices. Initialization steps include parameter exchanges, Principal Switch
selection, address assignment, path computation, and zone merge operations. As part of
the path computation, directors and switches in a fabric run Fabric Shortest Path First
(FSPF) routing protocol to build the forwarding data base. FSPF is a link state protocol
that computes shortest path routes for frame forwarding. Within a FC fabric, there are
name services and state change notification protocol services for resource discovery,
configuration, and change management. FC zoning is an overlay network mechanism to
limit the visibility and connectivity of servers to storage devices. A device can be in one
or more zones, thereby enabling the sharing of servers (or clusters of servers) and storage
resources. When an ISL changes state, all these protocols normally run, and when an end
device comes up or goes down, name services and state change notification services run.
These services consume more and more resources as the fabric size grows.

2.2 Traffic Patterns in Fibre Channel

Most FC traffic uses the SCSI-FCP protocol [4] on top of FC Class 3 (unacknowledged
datagram) service. SCSI-FCP is a request-response protocol that provides frame
sequencing within transactions provided by lower-layer FC protocols. On frame loss or
error, the protocol performs a transaction-level time out and retransmission. No
retransmission of individual frames is supported. Time-out values are typically pre-
configured and not based on actual round trip delay. The performance of SCSI-FCP is
therefore sensitive to frame loss or frame level errors. Table 1 shows example read and
write transactions and protocols frames.

Transaction | Protocol Direction Frame Type Typical Frame Length
Read Server to Storage FCP _CMD (Read) 68 Bytes
Storage to Server FCP XFER RDY 48 Bytes
Storage to Server FCP _DATA (one or | Up to 2084 Bytes
more)
Storage to Server FCP RSP 64 Bytes
Write Server to Storage FCP CMD (Write) 68 Bytes
Storage to Server FCP XFER RDY 48 Bytes
Server to Storage FCP_DATA (one or | Up to 2084 Bytes
more)
Storage to Server FCP_RSP 64 Bytes

Table 1 Example SCSI-FCP Read and Write Protocol Frames

As bandwidth and delay product increases, it is critical to understand performance tuning
and error recovery mechanisms. For configurations with long delay, it is important to
consider the way data is moved (write or read). As shown in Table 1, the write
transaction has one additional round trip delay more than the read transaction. Therefore,
the read operation is faster when network delay is long.
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2.3 Critical Factors in SAN Deployment

SAN deployments today range from small fabrics with less than 100 devices to large
fabrics with several thousand devices. The following are factors critical to SAN design
and deployment:

High availability: The impact of down-time and lost of information to business is
severe. High availability requirements are quantified to vary from several 9’s, to
99.999%, to no down time. Most highly available fabrics are based on dual-rail
redundancy and highly available directors, switches, and gateways. Servers and
storage devices may have redundant paths through one fabric or through separate
redundant fabrics with no shared single point of failure. Directors and some
switches are designed with high-availability features, including fully redundant
and hot swappable field-replaceable units (FRUs) and hot software download and
activation, meaning that operation may continue through a software upgrade.

Robustness and stability: Some FC servers, associated host bus adapters (HBAs)
and storage devices are extremely sensitive to frame loss and frame out of order
delivery. Error recovery in the SCSI-FCP protocol is based on command and
transaction level time-out and retry. Therefore, SCSI-FCP expects very low
frame loss rate, since frame loss has significant performance impact. The design
of SANSs has to account for the following factors:

o It is important to limit and reduce FC fabric size in terms of number of
switching nodes. The goal is to limit the frequency of fabric initialization,
FSPF route computation, and traffic for state notification and name
services.

o It is critical to ensure there is adequate aggregate bandwidth (fabric-wide
and for individual links), to avoid severe and prolonged congestion. FC
fabrics use a link-level, credit-based flow control, which is useful for
handling short-term, bursty congestion. In FC, it is not common to use
active queue management techniques (e.g., based on random early
detection) to minimize queue build up. It is typical for a FC switch to
discard frames that have been queued for a pre-determined time (e.g., 0.5
to 1.0 second), as part of the stale frame discard policy. As the
deployment of multi-speed (1 Gbps, 2 Gbps, 4 Gbps, and 10 Gbps) ramps
up, the design of the network and switching architecture becomes more
challenging. As the size of network grows, comprehensive congestion
management mechanisms become more critical and current link-level
flow control may no longer be adequate.

Performance: Most FC switches and directors specify best-case frame latency to
be less than a few microseconds. But latency grows with loading and can result
in effective bandwidth to be significantly less than nominal bandwidth. Measured
frame latency at 70% link utilization [3] showed it was 5.2 to 6.5 microseconds
for one vendor’s product and 2.6 to 2222.6 microseconds for another vendor’s
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product. The lesson is that not all switches are designed equal. Switching
architecture issues like head-of-line blocking and internal resource bandwidth
(throughput or frame rate) limitations impact throughput, latency, and congestion
loss, especially at higher offered load.

¢ Distance extension: Requirements for disaster recovery and business continuance
(file/data mirroring, replication, and backup) are driving the deployment of SAN
extension to deliver better performance and availability. In addition to
robustness, stability, and performance considerations, it is important to
understand the configurations, products, and protocols and system tuning
parameters with respect to distance extension technology. We examine this topic
later.

e Scaling the SAN: A large number of FC fabrics deployed today are small islands
of fabrics that are not inter-networked into a large and connected SAN. Reasons
for deploying isolated islands include early adopters learning new technology,
difficulty and lack of confidence in management and operational stability of a
large fabric, and insufficient business and operational drivers (for connecting
islands of FC fabrics). However, there are many benefits of internetworking FC
islands. Resource sharing (such as tape library for backup) and the ability to
dynamically provision and allocate resource are some of the benefits. When
scaling an FC SAN, it is important to maintain performance and availability
properties. Since a FC fabric is similar to an IP layer 2 switching network, it is
important to constrain the number of switches in a fabric so the resulting fabric is
stable and robust. When interconnecting FC fabrics, it is critical to consider
isolating FC fabric local initialization and services, while allowing servers and
storage devices to be interconnected regardless of locality. This is an area of
further research and standardization work, and currently ANSI T11 has a fabric
extension study group addressing these topics.

3.0 FC & IP Integration & Challenges

3.1 IP SAN Developments

The emergence of iSCSI, FCIP, and iFCP standards [5, 6, 7, 8, 9] enables IP technology
to enhance the deployment and benefits of SANs. FCIP and iFCP protocols use a
common framing and encapsulation design. We examine the applicability, design, and
limitations of these technologies in the following sections. These protocols leverage the
matured IPSec standard and technology to enable security (including authentication,
integrity, and privacy). As part of the protocol suite, Internet Storage Name Service
(iISNS) [10] provides a method to manage and configure names, registry, discovery, and
zones for multi-protocol SANs. The use of Service Location Protocols (SLP) [11] to
discover services and resources is another critical part of the standard.
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3.2iSCSI

iSCSI is a SCSI over TCP transport protocol used between a SCSI initiator and a SCSI
target for storage-block level transport of SCSI commands and payloads. iSCSI protocol
uses TCP/IP and IPSec as its network transport and security protocols. It has many
features designed to leverage standard TCP/IP protocols to block storage needs. These
features include the use of multiple TCP connections (for a given session), cyclic
redundancy check (CRC) digests, out of order data placement, and TCP connection
failure recovery options. iISCSI design and analysis have been presented in several papers
[12, 13, 14, 15, 16].
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Figure 2 FC-iSCSI Gateway

In Figure 2, the FC-iSCSI gateway provides the internetworking of iSCSI devices with
FC devices, while communicating with each of the networks appropriately. While the FC
SAN and the IP SAN are operating independently, the gateway maps selected iSCSI
devices into the FC SAN and selected FC devices into the I[P SAN. When a FC server
creates a SCSI-FCP session to a storage device, the gateway intercepts the request and
acts as a proxy for the storage device. On the IP side, the gateway acts as a proxy initiator
(for the server), and creates an iSCSI session for the storage device. The gateway
maintains and manages the state of the gateway portion of supported sessions. For an IP-
based server creating an iSCSI session to a FC storage device, the gateway performs
similar roles as proxy target on iSCSI session and proxy initiator for the SCSI-FCP
session.

An iSCSI gateway performs several important functions, including FCP and iSCSI
session-level protocol translations, command and payload forwarding, error checking,
and command/session-level error propagation. A gateway has to manage device
discovery and registry (on the IP side with an iSNS server, and on the FC side with FC
name services), authentication of FC and IP devices, and mapping of device names to
local addresses, etc. It is important that a gateway is as transparent as possible to the
servers and storage devices using the gateway, while maintaining high data integrity. It
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should have very low latency and sufficient bandwidth to forward commands and
payloads, and support a sufficiently large number of sessions to enable storage
consolidation (a high end storage array on the FC side shared by a large number of IP
based servers). Management of the multi-protocol SAN is a critical part of the
deployment success.

3.3 FCIP

FCIP is a tunneling protocol that transports all FC ISL traffic. Similarly, FCIP uses
TCP/IP as the transport protocol and IPSec for security. A FCIP link tunnels all ISL
traffic between a pair of FC switches, and may have one or more TCP connections
between a pair of IP nodes for the tunnel end points. From the FC fabric view, an FCIP
link is an ISL transporting all FC control and data frames between switches, with the IP
network and protocols invisible. One can configure one or more ISLs (using FCIP links)
between FC switches using FCIP links. Figure 3 shows an example of FCIP links being
used as ISLs between FC switches A and B.
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Figure 3 FC-FCIP Tunnel

A key advantage of the FCIP tunnel approach is transparency to a fabric, as existing
fabric tools and services are used. Once a FCIP link is configured, existing fabric
operations and management continue. Similarly, fabric initialization, FSPF routing
protocol, and name/state change services run transparently over FCIP links. However,
since FC fabric-level control protocols run over the FCIP tunnel, IP and TCP connection
failures can disrupt the FC fabrics on both sides. Given the speed and bandwidth
differences between FC and a typical IP network used to interconnect remote SANs, the
design and management of congestion and over-load conditions is important to
understand.

For the FCIP tunnel, a simple FIFO (first in first out) frame forwarding queue design can
result in head-of-line blocking of fabric initialization protocol frames when the tunnel is
congested, or the TCP connection is in slow-start recovery mode. Another case to
consider is when a SCSI-FCP transaction time out occurs, the entire transaction (such as
1 MB block) might be retransmitted over an FCIP link that is experiencing congestion. In
addition, there might be multiple application streams using the same FCIP link, and there
is no mechanism to help reduce or avoid network congestion. These are possible
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scenarios of overload and congestion that can result in performance and stability issues
that impact the entire fabric. For a medium to large fabric, these are critical issues for
concern. Most FCIP deployments are based on small fabrics, where there are a small
number of devices and switches at each end of the FCIP link, and these issues are less
critical.

3.4 iFCP

iFCP technology is a gateway-to-gateway protocol for providing FC device-to-FC device
communication over TCP/IP. For each pair of FC devices, there is an iFCP session
created between a pair of gateways supporting the devices. An iFCP session uses a TCP
connection for transport and IPSec for security, and manages FC frame transport, data
integrity, address translation, and session management for a pair of FC devices. Since an
iFCP gateway handles the communications between a pair of FC devices, it only
transports device-to-device frames over the session, and, hence, the FC fabrics across the
session are fully isolated and independent. This is a major difference between iFCP and
FCIP, in that FCIP builds an extended fabric, tunneled over IP.

In contrast to an FC-iSCSI gateway, an iFCP gateway transports FC device-to-device
frames over TCP, and in most cases original FC frames, including the original CRC and
frame delimiters, are transported. An FC-iSCSI gateway terminates and translates SCSI-
FCP protocol from the FC side and similarly terminates and translates iSCSI protocol
from the IP side.
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Figure 4 FC-iFCP Gateway

The iFCP draft standard specifies an address-translation mode as well as an address-
transparent mode, depending on whether the FC addresses of devices are translated or
not. An FC device exchanges login and protocol parameters with another FC device using
FC link service protocol frames as part of the session creation and parameter exchange
protocol. In address-translation mode, a gateway intercepts these device-to-device link
service protocol frames and translates device addresses embedded in the frames. It
regenerates frame CRCs when the original frame content is changed, which imposes
extra overhead on the iFCP gateway. Address translation is a particularly useful feature
when interconnecting FC fabrics. It enables installation of a gateway between existing
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fabrics without requiring fabric address changes. A gateway manages the session state,
addresses translation and mapping, and provides proxy functions for remote devices. In
addition, a gateway performs security functions (like authentication of devices), and
works with an iISNS server for registry and discovery functions.

The configuration and management of an iFCP gateway is more involved than for an
FCIP gateway, as each device-device session has to be set up. Also, an iFCP gateway has
more device proxy-related states to manage. As the number of device-to-device sessions
increases, an iFCP gateway design becomes more complex and may result in
performance and stability issues. However, one can use admission control techniques to
limit the number iFCP sessions allowed for a gateway. Since an iFCP gateway is
managing device-to-device communications, it can enforce some degree of flow control
by pacing command forwarding at the time of congestion. The iFCP specification allows
an optional unbounded connection feature, which sets up and uses a pool of backup TCP
connections for fast-session fail-over support. This assists a gateway in providing faster
connection fail-over.

3.5 TCP/IP & Transport Protocol Discussions

Some classes of applications have different requirements for transport services and
protocols. For example, applications that prefer timeliness in delivery over reliable data
delivery (such as RealAudio, Voice over IP) prefer a different transport service and
protocol design [17] than that of TCP. Also, for applications that prefer a different type of
fault tolerance, reliability, and a non-byte stream-oriented transport service, a different
type of transport protocol might be needed (such as Stream Control Transmission
Protocol (SCTP) [18]). These are examples of new transport protocol research and
standard development activities. TCP protocol is undergoing many enhancements to
improve performance under different operating conditions, and these enhancements
include High Performance Extensions (TCP Window Scaling Option, Round-Trip Time
Measurements, Protect Against Wrapped Sequence Numbers) [19], Selective Ack Option
[20, 21], Explicit Congestion Notification [22, 23], Eifel Detection Algorithm [24], and
High Speed TCP (HSTCP) [25].

As part of the design considerations for an I[P SAN, the design and tuning of TCP for the
SAN is critical. For iSCSI servers and storage devices, the design and tuning of protocol
off-load, zero-copy, interrupt coalescing, and buffer-MTU-MSS tuning are critical (MTU
is the maximum transfer unit, MSS is the maximum segment size). For iSCSI, FCIP, and
iIFCP gateway design, buffer-MTU-MSS tuning is very critical and several of the
aforementioned TCP enhancements are important considerations for scaling the IP SAN
for 1 to 10 Gbps speeds. For long and fast network (LFN), HSTCP enhancement is an
important design. Multiple TCP connections for iSCSI, FCIP link, and unbounded iFCP
connections are critical considerations for load balancing and high availability.

In addition to the IP based transport, there are developments for operating Gigabit

Ethernet and FC protocol directly over SONET-based transports for Generic Frame
Protocol ITU-T G.7041 standards [26].
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4.0 Some Case Studies

4.1 Experiment of 10 Gbps Transcontinental Data Access

As part of the Supercomputing Conference 2002 demonstration of SAN extension over a
multi-gigabit transcontinental network, [27] test results of an FC SAN interconnected
with iFCP gateways over a 10 Gbps link from San Diego to Baltimore were presented.
Figure 5 shows the configurations used for the experiment.

IP Switch/Router IP Switch/Router

FC Switch

i

IP SAN GW Force 10
12000

Figure 5 Schematic of Data Access for the SC'02 demonstration

The Supercomputing ’02 experiment proves the operation of a network running FC over
IP network, using iFCP gateways, between the San Diego Supercomputer Center (SDSC)
and the SDSC booth in Baltimore. The experiment demonstrates that FC traffic, using
iFCP gateways, runs over a 10 Gbps link in excess of 2,600 miles, with a round-trip
latency of 70 to 90 milliseconds. Aggregate throughput was relatively constant at 717
MB/s, and read performance was slightly better than write performance. In addition to the
IP/iFCP based demo [27], there was another experiment of FC traffic over FCIP using a
10 Gbps SONET link, configured between the Pittsburgh Supercomputing Center (PSC)
booth and the SDSC booth at the SC’02 show.
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4.2 Remote Mirroring
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Figure 6 Remote Mirroring — Throughput vs Delay

When performing remote mirroring of logical units (LUNSs), remote copy operations must
synchronize data copied to each of the LUNSs to ensure data coherency within the mirror
group. The effective throughput of the remote mirroring of 12 LUNs was shown to drop
from 25 MBps to about 5 MBps as the round trip delay increases from 0 to 10 ms, as
shown in Figure 6 [28]. It is important to configure and tune file and block size, MTU,

MSS, and synchronization rate. In addition, the use of compression to reduce the amount
of data transfer is important.

4.3 Delay and Cache Effect on I/O Workload
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Figure 7 Delay and Cache Effect of PostMark Experiment

PostMark was used to test the delay and cache sensitivity of the I/O workload of a large
email server [29]. Figure 7 shows the PostMark transactions rate of I/O from a FreeBSD
host to a storage element (SE) with varying delays (to the SE) and cache sizes in
FreeBSD VM cache. The transaction rate declines as the delay is increased, and with
larger cache sizes the transaction rate increases. Application performance sensitivity with
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respect to delay and error recovery is an area that needs further research and
understanding.

4.4 Long Fast Network Experiment

In another case [30], the University of Tokyo conducted an experiment using ‘iperf’
running TCP between Maryland and Tokyo, traversing the Abilene and APAN networks.
The result was surprising in that Fast Ethernet is sometimes faster than Gigabit Ethernet
on LFN. The main cause of the throughput degradation with Gigabit Ethernet LFN tests
was congestion overflow of an intermediate router, resulting in cranking of TCP time out,
slow start and congestion control mechanisms. Transmission rate control is important to
mitigate the overflow in the bottleneck’s buffer in addition to the window size control.
Therefore, transmit rate or bandwidth limiting is another important mechanism that
avoids or mitigates the impact of congestion overflow in an intermediate network.

4.5 Fast Write

We examine a method to improve the write performance over a long delay network. As
shown in Table 1, a SCSI write transaction incurs two round trip delays for a data block.
The maximum block size is determined by the target (storage) device’s buffer capacity
and is specified by the target in the XFR_RDY message. For example, writing one MB of
data using 64 KB blocks takes 16 transactions, which is 32 round trips plus data transfer
time. Fast Write [31] is a way to minimize round-trip delay overhead and accelerate SCSI
write performance leveraging a gateway’s buffer capacity. The XFR RDY is spoofed by
the gateway on the initiator (server) side of the network, and the data is buffered by the
gateway on the target side of the network until the target sends its own XFR RDY. In
addition, the use of TCP protocol with selective retransmission (on error) provides better
frame loss recovery than retransmitting the entire block on timeout (as in the SCSI-FCP
case). With Fast Write, the number of round trip involved for a 1 MB transfer is reduced
to two round trips.
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Figure 8 Fast Write Example
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Figure 8 shows an example of Fast Write, where a 1 MB transfer is negotiated between
the source and the left-hand gateway as well as between the two gateways. For the write
operations between the final gateway and destination, the maximum block size is
specified by the destination. Most of the round-trips required are over the SAN between
the right-hand gateway and destination. Therefore, the SAN should have higher
bandwidth, lower latency, and lower error rate than the WAN connection between
gateways. Fast Write is an innovative method of using standard protocols to leverage the
capability of a gateway and leverage TCP protocol benefits over WAN.

5.0 Summary

We present several of the critical requirements and best practices for FC SAN
deployments. We examine I[P SAN technologies and protocols, and show that FC and IP
integration works well - integrated SANs are a critical part of today’s data center. We
explore how several new high-speed protocol extensions work, and areas that need
further research and development. The deployment of high-speed and long-distance
networks for data centers (while providing good performance and reliability) is becoming
very important and has potential value as well as challenges.
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1 Introduction

The longevity of many data formats is uncertain at best, and more often is disturbingly
brief. Maintenance of backwards compatibility of proprietary formats is frustratingly
limited. The physical media that store digital data are ephemeral. Even if the data are
properly preserved, the information that allows the data to be searched and which
maintains the context of the data is often lost, threatening data utility. These are only a
few of the formidable problems that threaten the long-term preservation and long-term
use of digital data.

Over the past decade, much has been written about the problems of long-term digital
preservation (see for example [14], [15], [32], [38], and [39]). Many approaches or
strategies to address these problems have been proposed (see for example [7], [10], and
[32]), and a number of prototypes and test beds have been implemented (see for example
[44]). No one has developed a comprehensive solution to these problems. In fact, there
may not be a single solution.

Most of the literature applies directly to the needs of libraries, museums, and records
management organizations. Only rarely are issues related to preservation of science data
discussed directly. Stewards of scientific data often face much different issues than the
typical library, museum, or records archive. Some issues are simpler others more
complex.

In this paper, we provide a brief history of data stewardship, particularly science data
stewardship, define long-term stewardship; and discuss some of the problems faced by
data managers. We describe a broad array of data stewardship issues, but we will focus
on those that are particularly amenable to technological solutions or that are exacerbated
when archives are geographically distributed.

2 A Brief History of Scientific Data Stewardship
A cursory review of scientific data stewardship as a discipline distinct from document

preservation or records management suggests that it is a fairly recent concept. For most
of human history, what little scientific data existed was recorded in notebooks, logs or
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maps. With luck, a library or archive would collect and preserve these logs and maps.
The archives may have been maintained by the church, a professional society, or perhaps
were established through government regulation, but it was generally an ad hoc affair.
Unless a potential data user was already aware of the existence and location of certain
“data set,” it was extremely difficult to find and access the data.

The establishment and growth of academic and public libraries in more recent centuries
greatly improved data preservation and access. Libraries were at the forefront of new data
cataloging, indexing, and access schemes; librarians were critical data stewards. Yet the
“data” were still primarily in the form of monographs and logbooks, and, logically,
libraries focused more on books, journals, and other publications more concerned with
data analysis. (Maps may have been as readily archived as books and journals). It wasn’t
until the establishment of the World Data Centers (WDCs) in 1957-1958 that the concept
of a publicly funded facility specifically charged with providing data access and
preservation became prominent [1].

The World Data Center system originally archived and distributed the data collected
during the International Geophysical Year [1]. The data in question were generally small
in volume and certainly not digital, but the concept that an institution would focus on the
preservation and distribution of raw data as opposed to the interpretation of those data
was revolutionary. Furthermore, the WDCs were organized by disciplines such as
glaciology and meteorology. This helped reinforce an association between discipline-
specific science and data stewardship.

Since then, the number of discipline-specific data centers has grown. In the US a total of
nine national data centers were established, primarily sponsored by NOAA, DOE, USGS
and NASA [2] to archive and distribute data in disciplines such as space science,
seismology, and socioeconomics. The development of these world and national centers
made finding relevant data a little simpler. Now there was likely to be an organization
that could be queried if only by mail or telephone. If they couldn’t provide the data
directly, they were usually able to provide references to other places to look.

Local and state governments, universities, and even commercial entities have continued
the trend and established a variety of data centers, typically organized around disciplines
or subject areas as diverse as “advertising” [3] or “cancer in Texas” [4]. The Federal
government again made a significant contribution in the early 1990s when NASA
established eight discipline-specific Distributed Active Archive Centers (DAACs) to
collaboratively archive and distribute data from NASA’s Earth Science Enterprise (ESE).

In some ways the DAAC system followed the model of the distributed and discipline-
specific World and National Data Centers, and NASA typically collocated the DAACs
with already established data centers [2]. However there are some key differences in the
approach. On one hand, DAACs are intended to only archive and distribute data during
the most active part of the data life cycle. The DAACs are to transfer their data to a
permanent archive several years after each spacecraft mission in the ESE program ends,
but the details of this transfer are yet to be finalized. On the other hand, an early and
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important goal of the ESE was to make finding and obtaining Earth science data simpler
than it had been.

The DAAC:S are part of a larger system of remote sensing instruments and data systems
called the Earth Observing System (EOS). They are linked together through the EOS
Data and Information System (EOSDIS) Core System (ECS), which provides tools and
hardware to handle ingest, archival, and distribution of the large volumes of data
generated by EOS sensors and heritage data sources. An important component of ECS is
an electronic interface that allows users to search and access the holdings of all of the
DAAC s simultaneously. This interface was initially developed as an independent client
that users would install on their own machine, but shortly after ECS development started,
the first web browsers became available. This led to the development of the EOS Data
Gateway (EDGQG), a web-based search and order tool. Currently the EDG allows search
and access to DAAC data as well as data located at several data centers scattered around
the world.

What is important to note about ECS and the DAACS is that it was arguably the
functional beginning of new model of data management where data archival was
geographically distributed, but search and order were centralized. It is also notable that
this was a newly comprehensive effort to acquire, archive, and provide access to a very
large volume of data but there is still no concrete plan for the long-term disposition of the
data. Both these trends—centralized access to decentralized data and inadequate planning
for long term archival —continue today. Indeed NASA is moving further away from a
data center approach with its new Strategic Evolution of Earth Science Enterprise Data
Systems (SEEDS) [12].

Of course, the World Wide Web has been a major driver in the increased decentralization
of data storage. Furthermore, improved search engines theoretically make it easier than
ever to find data. We have even heard it suggested that Google may be the only search
engine needed. General search engines, however, provide little information to help a user
determine the actual applicability or utility of the data found. Little of the information
currently available on the web has been subject to the levels of peer-review, copyediting,
or quality control traditionally done by data managers or library collection specialists
[18]. Finally, no mechanism ensures the preservation of much of the information
available via the Web. Often web sites cited in a paper are no longer active mere months
after the publication of the paper [43].

There are many efforts underway to address some of the issues inherent in distributed
Earth-science data systems including the overall Web. Some examples of centralized
search tools for distributed scientific data include:

* NASA'’s Global Change Master Directory (GCMD) (http://gcmd.nasa.gov)

* The Distributed Oceanographic Data System
(http://www.unidata.ucar.edu/packages/dods/index.html)
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* The Alexandria Digital Library Project (http://alexandria.ucsb.edu/)

e The National Spatial Data Infrastructure (NSDI)
(http://www.fgdc.gov/nsdi/nsdi.html)

Some of these efforts predate the World Wide Web, and some like the GCMD are strictly
search tools, while others such as the NSDI attempt (with mixed success) to provide
actual data access.

As data managers at the National Snow and Ice Data Center (NSIDC), we are primarily
concerned with Earth science data, but we should note that many of the issues we will
discuss apply to a variety of disciplines. Based on some of our experience at a session on
“Virtual Observatories” at the Fall 2003 meeting of the American Geophysical Union, it
seems that non-Earth Science related disciplines sometimes lag behind the Earth sciences
in the management of their data. Mechanisms for simultaneously searching and
accessing data stored at multiple distributed data centers may not exist. For example, no
equivalent to the GCMD or EDG currently exists for the solar or space physics
community. This situation is rapidly changing. Numerous groups are working on virtual
observatory concepts, which in some ways are reminiscent of the EOS DAAC system
described earlier.

We should also be aware of the growth of private records management companies. It is
certainly possible for commercial entities to address some of the issues of modern data
stewardship, but very little research has been done to accurately quantify the necessary
costs of a distributed data management infrastructure. Nor have there been any significant
efforts to do a cost-benefit analysis of the various components of such a structure [17].
This is especially true in the international context, where not only is distributed data
management more challenging, but cost models become more difficult. For example,
different countries have data access and pricing policies that are rooted less in economics
than in political or philosophical issues such as the right for citizens to access government
documents (See [17] and [16] for examples.).

In the following sections, the challenges of providing distributed data discovery and
access, while adequately addressing long-term stewardship will be discussed. NSIDC's
more than 25-year history as:

* A World Data Center

* Part of a NOAA cooperative institute

* A NASA Distributed Active Archive Center (DAAC),

* NSF's Arctic System Science (ARCSS) Data Coordination Center ADCC) and
Antarctic Glaciological Data Center (AGDC)
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* A central node for the International Permafrost Association's (IPA) Global
Geocryological Data System (GGD)

will serve as one source of examples.

3 Long-Term Stewardship Defined
Within the data management field, “long-term” is typically defined as:

A period of time long enough for there to be concern about the impacts of
changing technologies, including support for new media and data formats,
and of a changing user community, on the information being held in a

repository[5].

Given the current rate of technological change, any data-generating project or program
with a duration of five or more years should be considered as long-term and will need to
take changes in technology into account.

Stewardship, especially data or scientific stewardship is more difficult to define. Of the
107 results recently found with a Google search of the phrase “scientific stewardship,”
very few (primarily NOAA sites, a few religious sites, and one lumber company) actually
defined what the phrase meant in their context. These concepts are relatively new and do
not show up in standard information science dictionaries or encyclopedias.

The term data stewardship was used in the early 1990s by the Department of Defense in
DOD Directive 8320.1-M.1, which defined data administration as “the person or group
that manages the development, approval, and use of data within a specified functional
area, ensuring that it can be used to satisfy data requirements throughout the
organization” [40].

Two other relevant definitions can be found in the literature. The first comes from the
vision statement from a workshop sponsored by NASA and NOAA which states that
long-term archiving needs to be a “continuing program for preservation and responsive
supply of reliable and comprehensive data, products, and information ... for use in
building new knowledge to guide public policy and business decisions” [11]. The second
definition was presented by John J. Jensen of NOAA/NESDIS at the 2003 IEEE/NASA
Mass Storage Conference, as “maintaining the science integrity and long term utility of
scientific records” [45].

Both definitions associate scientific stewardship with data preservation as well as access
or use in the future. These dual needs are also recognized in the library and records
communities (see for example [44] and [46]). Beyond simple access to the original
science data, good science stewardship has been shown to allow future development of
new or improved products and for use of data in ways that were not originally anticipated
[11]. To support these uses however, extensive documentation is needed including
complete documentation about the characteristics of the instrument/sensor, its calibration
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and how that was validated, the algorithms and any ancillary data used to produce the
product, etc. [11] and [12]. This level of associated documentation goes well beyond the
typical metadata needs of library or records materials.

4 Data and Metadata Related Challenges

4.1 Open and Proprietary Data and Metadata Formats

The challenges of preserving information for the long term when it is stored in a
proprietary format (e.g., MS Word) have been described elsewhere [6]. Commercial
pressures do not allow companies to maintain backwards compatibility with each new
release for very long. This leaves a very narrow window of opportunity for the
information to be migrated to a newer version of the format or a different format, with the
attendant risk of loss of functionality or information with each migration.

In the science stewardship realm this may not seem like a large concern since data are
still often stored as ASCII tables, flat binary files or one of an increasing number of
community standard formats (e.g., shapefiles, HDF-EOS 4). However, much of the
associated information about the data - the information that will be needed decades later
to allow reanalysis or reprocessing or to allow the development of new products - may
very well be stored in a wide variety of proprietary formats (e.g., CAD files, MS Word
document).

Even when the data are stored in a non-proprietary format (e.g., CDF, net-CDF or HDF-
EOS), the data cannot be maintained forever in their original format. Even so-called
standard formats evolve with changes in technology. For example, much of the data
stored in the typically petabyte-scale archives of the NASA DAACS, are stored in either
HDEF-EOS 2.x or HDF-EOS 5.x formats (there are no 3.x or 4.x versions). HDF-EOS 5.x
was developed as technological changes mandated entirely new data system architectures
incompatible with HDF-EOS 2.x. While tools are available to help users migrate data
from the 2.x version to the 5.x version, the new version is not entirely backwards
compatible. NASA is currently committed to funding maintenance of both versions [8],
but it is not clear whether maintenance will continue once the data are transferred to
another agency for long-term archival.

Format evolution can cause particular problems in the Earth sciences where it is
necessary to study long data time series in order to detect subtle changes. For example,
NSIDC holds brightness temperature and derived sea ice data from a series of passive
microwave remote sensing sensors. This is one of the longest continuous satellite remote
sensing time series available, dating back prior to 1978. NASA is continuing this time
series with a new higher resolution sensor, the Advanced Scanning Microwave
Radiometer (AMSR), aboard the Aqua spacecraft. This is an exciting new addition, but
scientists and data managers must work to tie the AMSR data into the existing time
series. Not only will there be the normal, expected issues of intercallibrating different but
related sensors, but someone will likely need to do some data format conversion. The
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currently intercallibrated historical data is available in flat binary arrays with ASCII
headers while the AMSR data is available in HDF-EOS.

Issues such as these have resulted in a call by some for the establishment of a digital
format archive [9], while others have called for conversion to a “Universal Data Format”
or other technology-independent-representation upon archival (see for example [10],
[13], and [32]). Both of these options require additional research according to a recent
NSF-DELOS report [14]. They also increase the need for good metadata describing data
format transformations and how these transformations may affect the utility of the data.

4.2 Which Standards and What Metadata?

One of the lessons learned from the ESE experience is that “community-based standards,
or profiles of standards, are more closely followed than standards imposed by outside
forces” [12]. Developers of the ECS system recognized that having all of the data from
the entire suite of satellites and sensors in the same format would simplify user access.
After consideration of several potential formats, NASA settled on the HDF-EOS, a
derivative of the HDF format standard [8]. A variety of user and producer communities
rebelled. As a result, while much of the data stored in the ECS system is stored in HDF-
EOS format, there are a number of products, notably the GLAS data stored at NSIDC,
that are not in HDF-EOS format.

In addition to the recognition that user community involvement is necessary for
successful standards development and adoption, the other important concept from the
quote above is the notion of a standards profile, “a specific convention of use of a
standard for a specific user community” [12]. It is typically not enough to say that a
particular format standard is being used (e.g., HDF or netCDF); it may be necessary to
define specific usage conventions possibly even content standards acceptable to a given
user community in order to ensure interoperability. These specific conventions or
profiles may vary from community to community.

Probably one of the most overworked expressions in the IT industry is “Which standards?
There are so many to choose from.” It is ironic that not only are there so many standards
of a type to choose from; but also that there are so many types of standards about which
one must make choices. In the data stewardship realm it is not enough to think about data
preservation and data access format standards; one must also think about standards for
metadata format and content, documentation format and content, interoperability, etc.
For metadata, the question is compounded further by the need to distinguish the type of
metadata under discussion, e.g., metadata for data discovery, data preservation, data
access, etc.

The Open Archival Information System (OAIS) Reference Model [5] provides an
information model (see Figure 1) that describes the different kinds of information needed
in order to ingest, preserve and provide access to digital or analog objects. The model
appears to be gaining some acceptance in the library and archive communities. It is based
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on the concept of an Information Package that can be found by examining its associated
Descriptive Information. The components of the Information package itself are:

Conlen
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Package |
Deesscri ptive
Infoammation
About

Figure 1: Information Package Components and Relationships [19]

Content Information-containing both the data object to be preserved as well as
enough Representation Information for a targeted user community to understand the
data object’s structure and content. For science data this would include identification
of the data format and any associated profile.

Of the two components, structure and content, content is more difficult to obtain. The
science community has become so specialized that community-specific jargon and
underlying assumptions are pervasive. Capturing and documenting these, so that
others outside that very small peer group can understand and use the data, is
challenging.

In a very distributed environment, such as the virtual observatories of the future, there
will be many thousands or millions of Data Objects preserved in many different
places, all of which have the same data format or even the same standard profile. It
would be impractical to store the same format information with each object. This
may bolster the argument for establishing centralized data format repositories [9], but
would require considerable coordination to be successful.

Preservation Description Information (PDI)-containing the information needed to
preserve the object for the long-term. The PDI is comprised of 4 components:

o Provenance, or the history of the Data Object. In the science arena, this
involves tracking the processing history, what input products were used, what
version of which algorithms were used, what ancillary information was used
for calibration and validation, as well as a host of other instrument-related
information. It also includes information about when and where the data were
created, processed, and acquired; as well as who was responsible for their
creation and what changes have taken place since.

54



o Reference Information-including information needed to identify this object
from the universe of other objects. Much has been written about the need for
persistent and unambiguous identifiers (see for example [32], [34], and [15])
and various communities have proposed standards for these (see for example
[33] and [13]). A key finding is that in a distributed environment a name
issuing authority is needed to prevent naming collisions [32]. In the science
community, a hierarchy of identifiers is typically needed. For example, in the
ECS system, Earth Science Data Types (ESDT’s) are used to identify a data
set, or class of objects, while granule ids are used to identify specific objects
within the set.

o Fixity Information-documenting the methods used to ensure that the object
hasn’t been changed in an undocumented manner. This typically includes
Cyclic Redundancy Check (CRC) values, digital signature keys, etc. This
topic is addressed separately later in this paper.

o Context Information-documenting why this object was created and how it
relates to other objects.

While the OAIS reference model discusses the types of metadata or information that must
be gathered in order to preserve an object, it leaves the actual definition of that metadata
to the individual archive or archive group. Several groups within the library community
have independently developed their own preservation metadata specifications (see [21],
[22], [23], and [24]) and have recently come together under the joint auspices of the
Research Libraries Group (RLG) and the Online Computer Library Center (OCLC) to
develop an OAIS-based metadata framework that “could be readily applied to a broad
range of digital preservation activities” [25].

While providing a useful starting point for the science community, the OCLC/RLG
framework is not adequate for preserving science data. The science community is
typically more interested in preserving information about how the data were created than
in preserving any particular presentation mechanism. This is to be expected given the
different kinds of uses to which patrons of libraries and science users put the materials
accessed. Typically a library patron expects to experience the material using his or her
senses; to read, listen to, touch, or watch; but not to transform the materials accessed.
Scientists typically access data so that it can be transformed, analyzed, used as an input to
a model or new product, compared with other data, etc. Changes in presentation format
over time as technology, programming languages, and visualization tools change, are not
that important — the important things are the original bits and their meaning.

In the earth science realm probably the most relevant metadata standard is the “Content
Standard for Digital Geospatial Metadata” established by the Federal Geographic Data
Committee (FGDC) [19]. President Clinton mandated that federally funded geospatial
data (i.e., most Earth science data including ESE data) adhere to the FGDC standard in an

11 April 1994 executive order [20]. The FGDC standard “was developed from the
perspective of defining the information required by a prospective user to determine the
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availability of a set of geospatial data; to determine the fitness and the set of geospatial
data for an intended use; to determine the means of accessing the set of geospatial data;
and to successfully transfer the set of geospatial data” [19]. As such, there is some but not
complete overlap with the kinds of metadata called for by the OAIS reference model.
Much of the preservation metadata called for by the OAIS model is not part of the FGDC
standard.

In the international standards realm, the equivalent to the FGDC standard is the ISO
19115 standard [26]. Like the FGDC standard, the ISO standard is meant to facilitate,
discovery, assessment for use, access and use and, like the FGDC standard, does not
address much of the preservation metadata of the OAIS reference model. The FGDC has
developed a draft “cross-walk” between the FGDC and ISO 19115 standards which will
help FGDC-compliant users also become ISO 19115 compliant users.

Both the FGDC and ISO 19115 standards are content standards, not implementation
standards, yet organizations must choose implementation options. Consensus seems to
be building that Extensible Markup Language (XML) should be the implementation
standard for metadata. ISO Technical Committee 211 is in the process of developing an
UML implementation standard for the ISO 19115 metadata standard that will include an
associated XML schema. XML is also the recommendation of the National Research
Council [2].

4.3 Preservation vs. Access

Users want data in formats that are easy to use. The desired format may be a community-
based standard, or it may be a format that is compatible with other related data sets.
Furthermore, our experience at NSIDC shows that users usually need spatial or temporal
subsets of large collections and may need to combine several products. They may also
need the data in a different grid or projection than the original data. In other words, the
utility or essence of science data is not strongly associated with any particular access
format. Indeed, many different formats, grids, and projections may need to be supported
at any given time. This is significantly different from other disciplines concerned with
digital preservation where it is often essential to preserve the essence of the original
experience for multimedia digital objects such as movies, applications, or interactive web
sites. In the Earth science community it makes more sense to consider preservation and
access formats independently. Access formats are likely to change quickly over time,
while preservation formats should be more stable.

There are similar issues with preservation and access metadata. There are advantages to
preserving the metadata with the actual data (see section 4.4), but much of the metadata is
only relevant to the archivist. The preservation-specific metadata should probably be
separated from the data upon delivery to the user to minimize user confusion.

Some have called for completely separate storage of preservation and access data [13].
However, storage of multiple copies of the data is unaffordable with large data sets or
when there are multiple access formats. In many cases, the issue may be how to afford
preservation of even a single copy of the data! There is some agreement that the best
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CD contained over 50 data sets and nearly 100 references to other data sets held by
different “nodes” of the GGD system. Unfortunately, funding for the GGD did not
continue past 1998. It wasn’t until 2002, when a new initiative started to create an
updated version of the CD (now a three CD set [42]), that any maintenance of the data
from the 1998 version resumed. Regrettably, dozens of the distributed or “brokered”
products were no longer readily available. NSIDC has plans to try and track down or
“rescue” some of these data sets, but the four- to five-year time lag and the globally
distributed nature of the data sets will make it very challenging. This illustrates the need
for nearly constant tracking of distributed data to ensure its continued availability, or a
clear and usable means (with incentives) for providers to provide updates to any central
access point.

4.5 Data Security and Integrity

Ultimately, keeping track of data and metadata becomes an issue of data integrity.
Scientists need to trust the validity of the data they use. They need to know that the data
came from a scientifically reputable source and that the data have not been corrupted in
any way.

Scientific integrity is an ill-defined concept, but it is rooted in the scientific method.
Experiments must be repeatable. Results from experiments should be published in peer-
reviewed literature. The data and information used in the experiment must be specifically
acknowledged and generally accessible when possible. Traditionally this is handled in
the literature through a system of formal citations. But while methods for citing
information sources are well established and traceable, methods for citing data sources
are more variable. Historically, with small non-digital data sets, the data may have been
published directly in a journal or monograph that could specifically be cited. This was not
an entirely consistent process, though, and as data sets have grown, authors have adopted
different methods for acknowledging their data sources. Some authors may provide a
simple acknowledgement of the data source in the body of an article or the
acknowledgements section. Other authors may cite an article published by the data
provider that describes the data set and its collection.

As publishers of data, we at NSIDC have found these historical approaches lacking.
General data acknowledgements are difficult to trace, are often imprecise, and sometimes
do not acknowledge the true data source. For example, an acknowledgement of
“NSIDC’s SSM/I sea ice data” could actually refer to one of several different data sets
and it makes no reference to the actual scientists who developed the sea ice algorithm.
Citing a paper about the data is better, but in many cases such papers may not exist, they
may only describe a portion of the data set, or their description may not be relevant to the
new application of the data. In any case, it is not clear how to actually acquire the data—a
necessary step if an experiment is to be repeated. We recommend that users cite the
actual data set itself, much as they would a book or journal article. The “author” is
typically the data provider or the person who invested intellectual effort into the creation
of the data set (e.g., by creating an algorithm), while NSIDC or other archive that
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distributed the data might be considered the publisher. It is also crucial to include
publication dates to distinguish between different versions of related data sets. In any
case, we try and provide a specific recommended citation for every data set we distribute.
Although we have met some sporadic resistance from occasional providers who wish
only for their papers to be cited, this approach has become broadly accepted. It is the
approach specifically recommended by the International Permafrost Association ([41],
[42]), and has generally been accepted by the other NASA DAACS.

This formal citation approach works well when there is a clear and reputable data
publisher even in a distributed environment. But the distributed environment may provide
additional challenges, especially if data sources are somewhat ephemeral or hard to
identify. For example, in a peer-to-peer system, the access mechanism needs to
specifically identify the different peers and possibly some assessment of their stability.
This is somewhat different than peer-to-peer systems in other areas such as music where
users generally don’t care where the music came from as long as it is the piece they
wanted. With the rise of electronic journals we have also heard informal discussion of
including the actual data used in the publication itself. Although this approach obviously
includes many of the same data preservation challenges already discussed, it is an
intriguing concept worthy of further exploration.

Once the scientific integrity of a data set has been assured, assurance is needed that the
data received is what was expected. Several authors discuss the use of public/private key
cryptography and digital signatures as methods for ensuring the authenticity of the data
(see for example [35] and [36]). Lynch points out that we know very little about how
these technologies behave over very long times and that, as a consequence, information
about evolution of these technologies will likely be important to preserve [37].

For a scientist to be able to trust that the data have not been changed the scientist must be
able to trust that the preservation practices of the source of the data are adequate: that
archive media are routinely verified and refreshed, that the facilities are secure, that
processes to verify and ensure the fixity of the data are operational, that geographically
distributed copies of the data are maintained as a protection against catastrophe, and that
disaster recovery plans and procedures are in place. To verify these practices, the
RLG/OCLC Working Group on Digital Archive Attributes suggests that a process for
certification of digital repositories be put in place [34]; while Ashley suggests that
administrative access to data and metadata be “subject to strong proofs of identity” [36].
Once again, a distributed data environment may make implementing these suggestions
more difficult.

4.6 Long-Term Preservation and Technology Refresh
A continual theme in this paper is how the speed of technological change presents a
major challenge for preserving data over the long term. As a recent report by the

National Science Foundation and the Library of Congress puts it “digital objects require
constant and perpetual maintenance, and they depend on elaborate systems of hardware,
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data user community. A good data manager, equipped with the right tools, should be
working closely with the data provider to uncover any known limitations in the data.

For example, it may be self evident to developers of sea ice detection algorithms for
passive microwave remote sensing that their methodology is well-suited to detection of
trends in ice concentration over time but ill-suited for representing precise local ice
conditions on a given day. This may not be apparent to a biologist who uses a near-real
time passive microwave derived product to associate sea ice conditions in the Beaufort
Sea with polar bear migration. While this is an extreme example, it highlights the need
for scientists and data managers to work closely together to carefully document and track
new and potentially unexpected uses of the data. It is also important to realize that the
risks of inappropriate data applications could increase over time.

Of course data can also be improved. New algorithms, new calibration methods, and new
instruments may be developed. In Earth science in particular, it is important to detect
variability over long time periods. This means that different instruments must be
intercallibrated to ensure a consistent time series, i.e. we need to be able to ensure that
any changes we detect in a data stream result from actual geophysical processes not just
changes in instruments or algorithms. This again requires collaboration between the data
manager and the scientist. This is certainly possible in distributed environments, but
mechanisms should be established to ensure that information about data harmonization
and improvements are readily available to users. Traditionally, this was the role of the
data steward or data manager (see, for example, [29]). It is less clear how this would
work in a distributed environment, but knowledge bases and data mining systems are
likely to contribute.

On a related note, to ensure maximum scientific understanding of an issue, data and
support services need to be readily available to as many users as possible [11]. This is
necessary to ensure all possible scientific ideas are explored and that scientific
experiments can be duplicated. The necessary broad access may be better realized in a
distributed data model, but only if the challenges in section four are addressed. Again this
will require close interaction with the users.

Historically, NSIDC has addressed these scientific issues by working closely with its data
providers and by having scientific data users and developers on staff. This becomes a less
practical approach in a distributed data environment where data may be held and
distributed by individuals and institutions with varying levels of scientific and data
management expertise. It will become increasingly important to formally address the
relationship of data managers and scientists as new distributed data management models
are developed.

5.2 Decisions, Decisions, Decisions - Deciding What Data to Acquire
and Retain

One of the most difficult decisions in data archival is which data to acquire and keep and
which data to throw away. Although, there is still no effective business model that
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demonstrates the costs and benefits of long-term data archival [15], it is clearly
impractical to keep all data for all time. That said, we need to recognize that many data
sets often have unexpected future applications (see [11] for examples). A simple
approach would be to archive a very low level of the data along with the necessary
algorithms to process the higher level products. However, this must be viewed only as a
minimum since it does not allow for the necessary simple and broad access described
above.

It is probably not possible to describe any one infallible data acquisition and deposition
scheme. However, any data stewardship model must explicitly include a method for
development of such a scheme for different types of data and user communities. These
schemes must explicitly include knowledgeable and experienced users of the data who
are directly involved in generating new products and data quality control [11].

5.3 Upfront Planning

Our experience at NSIDC has shown that by working with the scientists and data
providers early in an experiment or mission, ideally before any data are actually
collected, we can significantly improve the quality and availability of the data. Most
scientists can probably think of a field campaign where the data are no longer available.
NSIDC worked to avoid this problem by working closely with the investigators
conducting the Cold Land Processes field experiment in the Colorado Rocky Mountains
during the winter and spring of 2002 and 2003 (see [30]). Not only was NSIDC involved
in the planning of the data collection, but also provided data technicians who worked
closely with field surveyors during the experiment. These data technicians learned the
data collection protocol with the surveyors, helped collect some of the data, and entered
the data into computers the night after they were collected. By learning the protocol and
immediately entering the data, technicians were able to identify missing values and
anomalies in the data and run some automated quality control checks. They were then
able to follow up with the surveyors soon after they collected the data to correct specific
problems and to improve later data collection. Technicians were also able to provide the
data to the lead scientists for immediate assessment. Overall, this led to a 10 to 20 percent
improvement in data quality [31].

NSIDC has had similar experience with recent satellite remote-sensing missions. NSIDC
is the archive for all the data from NASA’s Advanced Microwave Scanning Radiometer
(AMSR) and Global Laser Altimetry System (GLAS). Although NSIDC was not directly
involved in the acquisition of the data, it did work closely with the mission science and
instrument teams well before the instruments were even launched. This allowed the data
managers to have a much greater understanding of the engineering aspects of the data and
the algorithms used to produce the higher-level products. The result is much better
documentation and much earlier data availability. Data from both of these missions were
available to the public only months after launch, in contrast to years with some historical
systems where data managers were not involved until well after their launch (e.g, sea ice
data from SSM/T).
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There is nothing inherent about distributed data systems that should preclude early
involvement of data managers, but again this is something to consider in the design of
those systems. Furthermore, data manager involvement could be more difficult if
traditional data management organizations are not directly involved in the distributed
data system.

6 Conclusions

The scientific method requires that experimental results be reproducible. That means the
data used in the original experiment must be available and understandable. Furthermore,
reexamination of an early data set often can yield important new results.

Maintaining access to and understanding of scientific data sets has been a challenge
throughout history. The trend to a more geographically distributed data management
model may improve data access in the short run but raises additional challenges. We
should be able to address many of these challenges by developing new tools and data
management systems, but we must not forget the human component. Experience and a
review of the known data management issues show that we achieve the greatest success
in long term data stewardship only when there is a close collaboration between data
providers, data users, and professional data stewards. As we move forward, we need to
ensure that new technologies and new data archive models enhance this collaboration.
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Abstract

The National Archives and Records Administration (NARA) is the nation’s recordkeeper.
NARA is a public trust that safeguards the records of the American people, ensuring the
accountability and credibility of their national institutions, while documenting their
national experience. Today NARA holds an estimated 4 billion records nationwide. The
Archives consists of the permanently valuable records generated in all three branches of
the Federal Government. These record collections span this country’s entire experience,
across our history, the breadth of our nation, and our people. While paper documents
presently predominate, NARA holds enormous numbers of other media, such as reels of
motion picture film, maps, charts, and architectural drawings, sound and video
recordings, aerial photographs, still pictures and posters, and computer data sets. It is that
last medium, the electronic records, that is the fastest growing record keeping medium in
the United States and elsewhere in the world. Since 1998, NARA has established key
partnerships with Federal Agencies, state and local governments, universities, other
national archives, the scientific community, and private industry to perform research
enabling better understanding of the problems and the possibilities associated with the
electronic records challenge. The challenge of electronic records encompasses the proof
and assurance of records authenticity and assurance of record persistence and ready
access to records over time.

1. Background/General Project Description
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“Electronic records pose the biggest challenge ever to record keeping in the Federal
Government and elsewhere. There is no option to finding answers...the alternative is
irretrievable  information, unverifiable documentation, diminished government
accountability, and lost history.”

John Carlin, The Archivist of the United States

The National Archives and Records Administration (NARA) is the nation’s recordkeeper.
NARA is a public trust that safeguards the records of the American people, ensuring the
accountability and credibility of their national institutions, while documenting their
national experience. Pursuant to legislation codified under Title 44 of the United States
Code the Archivist of the United States has authority to provide guidance direction and
assistance to Federal officials on the management of records, to determine the retention
and disposition of records, to store records in centers from which agencies can retrieve
them, and to take into the archival facilities of the National Archives and Presidential
libraries, for public use, records that he determines “to have sufficient historical or other
value to warrant their continued preservation by the United States Government." (44
U.S.C. 2107) Similarly, under the Presidential Records Act, when a President leaves
office, the Archivist of the United States assumes responsibility “for the custody, control,
and preservation of, and access to, the Presidential records of that President”. Both the
Government and the public rely on NARA to provide this and subsequent generations of
the American public with access to extraordinarily high accretion rate, increasingly
diverse, and arbitrarily complex collections of historically valuable federal, presidential
and congressional electronic records collections.

The technology challenge confronting NARA is repeatedly confirmed as among the
President’s research priorities. In the supplement to the President’s budget for fiscal year
2004, The National Science and Technology Council expressly acknowledges that
“R&D in advanced technologies that enable preservation and utility of electronic
information archives...,” and “...digital archives of core knowledge for research and
learning” is “far from finished.” Especially prominent is the Council’s explicit
identification of “....substantial technical issues — such as interoperability among file
formats, indexing protocols, and interfaces; data management, storage and validation; ...
and long term preservation — that impede development of digital libraries...” Similarly
noted is research enabling agencies to move “...toward two ambitious goals: quick, easy,
and secure on-line access for citizens to government services and information, and radical
reduction in internally duplicative record-keeping, ... through coordinated development of
IT standards and procedures...” [1]

Experts predicted in FY2003 that electronic records volumes will swell by orders of
magnitude over this decade, presenting enormous challenges for society along with
unprecedented opportunities for U.S. advanced research and technological innovation.”,
...fused with requirements for... “technologies for rapid mining, filtering, correlating and
assessing of vast quantities of heterogeneous and unstructured data”, and... “tools for
collecting, archiving and synthesis.” [2]

Similarly, among the president’s FY2002 research priorities:
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“Strategies to assure long-term preservation of digital records constitute another
particularly pressing issue for research. As storage technologies evolve with increasing
speed to cope with the growing demand for storage space, the obsolescence of older
storage hardware and software threatens to cut us off from the electronically stored past.”

[3]

The Archivist is authorized by law to “conduct research with respect to the improvement
of records management practices and programs.” [44 U.S.C Section 2904(c)(2)]. Since
1998, NARA has established key partnerships with Federal Agencies, state and local
governments, universities, other national archives, the scientific community, and private
industry to perform research enabling better understanding of the problems and the
possibilities associated with the electronic records challenge.

NARA'’s Key Research Partners

National Science Foundation (NSF)

San Diego Supercomputer Center (SDSC)

University of Maryland (UMd)

Georgia Tech Research Institute (GTRI)

U.S. Army Research Laboratory (ARL)

National Computational Science Alliance (NCSA)
National Institute of Standards of Technology (NIST)
National Nuclear Security Administration (NNSA)
National Aeronautics and Space Administration (NASA)
U.S. Department of Defense (DOD)

Library of Congress (LC)

International Research on Permanent Authentic Records in Electronic Systems
(InterPARES)

Digital Library Federation (DLF)

e Global Grid Forum (GGF)

NARA’s ERA Program includes ongoing sponsorship, support, and collaboration in
technology research activities relevant to developing and sustaining the systematic
capability for transfer, preservation, and sustained access to electronic records. ERA
must be dynamic in response to continuing technology evolution, ensuring that electronic
records delivered to future generations of Americans are as authentic decades in the
future as they were when first created.

Among the findings presented in the report of the Committee on Digital Archiving and
the National Archives and Records Administration of the Computer Science and
Telecommunications Board (CSTB) for the National Research Council of the National
Academies are findings that while no turnkey system, application, or product exists in the
marketplace which meets NARA’s requirements, the system can and should be built. [4]
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2. Program Status

In response to the digital records challenge, Congress, in November 2001, acting through
the Treasury and General Government Appropriations Act {P.L.107-67}, approved the
fiscal 2002 budget that included $22.3 million for Electronic Records Archives (ERA)
Program. Similarly, in January 2003, Congress, acting through the Consolidated
Appropriation Resolution, 2003 {P.L.108-7}, approved the fiscal 2003 budget that
included $11.8 million for the Electronic Records Archives (ERA) Program. At the time
of this writing, and while the final appropriations have not passed, both the House of
Representatives and the Senate have agreed to fund the ERA Program at the $35.7M
level in the President’s FY2004 request. The official Request for Proposal (RFP) for the
ERA system was released to the public on December 5, 2003. At the time of the RFP
release, proposals from industry were required to be submitted to NARA by January 28,
2004. The ERA program schedule calls for up to two contract awards to be made by
mid-2004.

NARA has structured the ERA procurement to fundamentally be a challenge to industry
to propose innovative ways to address the challenges represented by the large number
and variety of electronic records generated and used by the Federal government. The
ERA procurement strives to define the electronic records challenge without prescribing
implementations or techniques with which to address the issues. Again, NARA wants to
engage industry in crafting long term responses to the various technical and operational
issues that ERA represents. This paper goes on to explore some of the archival,
technical, and operational issues that the ERA program sees as important to the success
of ERA.

3. Goals, Issues, and Challenges for Electronic Records - Persistence, obsolescence,
access over time

Today NARA holds in the National Archives of the United States and the Presidential

Libraries an estimated 4 billion records nationwide. The archives consist of the

permanently valuable records generated in all three branches of the Federal Government,

supplemented with donated documentary materials. [5]

These records span this country’s entire experience, across our history, the breadth of our
nation, and our people. Not surprisingly, with the passage of time, the medium of the
records of the United States has become diverse in format. While paper documents
presently predominate, NARA holds enormous numbers of

e reels of motion picture film,
maps, charts, and architectural drawings,
sound and video recordings,
aerial photographs,
still pictures and posters, and
computer data sets. [6]

It is that last medium — computer data sets - the electronic records, that is the fastest
growing record keeping medium in the United States and elsewhere in the world.
According to the How Much Information? 2003 study from the University of California
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Berkley School of Information Management and Systems, released in October 2003, the
worldwide production of original information stored digitally on magnetic media has
grown by 80% in the time elapsed between the 1999 and 2002 samples. The upper
boundary study volume estimate in that category of information for 1999 was 2.8 Peta
Bytes and for 2002 — 4.99 Peta Bytes. [7]

The digital (electronic) storage of information —has been growing in proportion to the rise
in creation and use of information in general. There is no consensus optimal method for
the long term preservation of electronic records. A number of approaches are being used
in the industry singly and in combination. Each of the approaches brings with it its own
cost, as well as operational and reliability concerns. The larger the size of the electronic
records holdings, the more important it is to carefully select and design the preservation
approach.

Preserving electronic records serves the same fundamental purpose as preserving any
other type of record: to enable the records to continue to provide evidence and
information about the decisions, acts, and facts described in the records with the same
degree of reliability as when the record was created. However, the process of preserving
electronic records is substantially different than the preservation of traditional, non-
electronic records. Traditional records are aptly termed “hard copy” in that the
information that the record contains is inscribed in a hard, indissoluble manner on a
physical medium, and the physical inscription conveys the information the record is
intended to provide. Therefore, preservation traditionally focused on the physical object.
However, an electronic record is inscribed on a physical medium as a sequence of binary
values which must always be translated into a different form — the form of a record — in
order to communicate the information the record was meant to convey. Therefore,
preserving an electronic record requires maintaining the ability to reproduce that record
from stored data. While the preservation of a paper record can be deemed successful if
that record remains physically intact in storage, the success of a process of preserving an
electronic record can only be verified by translating the stored bits into the form of the
record. It is the result of this reproduction, not the stored bits, that literally is the
electronic record. If the wrong process is applied, or if the process is not executed
correctly, the result will not be an authentic copy of the record. Over time, reproducing
an electronic record is challenging because the conventions for representing information
in digital form change along with hardware and software. Newer systems may not be
able to process older formats, or may do so incorrectly. [8]

Archiving of electronic records brings with it an increased challenge of authenticity of
the record and a more difficult burden of proof of that authenticity. For the ERA
program, electronic record authenticity is defined as the property of a record that it is
what it purports to be and has not been corrupted. Given the legal, historical, and
cultural significance of national or institutional record holdings, authenticity of the
records is essential. Establishing authenticity of a paper, photographic negative, or other
physical medium-based record has historically been accomplished by establishing that the
record itself is, or is based on, an original via the proof that the medium of the record (or
the medium of the basis record) is the original and there is a clear chain of custody
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associated with the record. Stringent requirements assigned to electronic record
collections to support a continuing burden of proof relates to the attainment of criteria for
authenticity over time. Electronic records present special challenges with respect to the
proof of record authenticity as the record is preserved over time due to the both increased
risk of corruption of the record when it exists in digital form.

Records are being created in progressively larger volumes through the use of electronic
hardware and the associated software applications. Some of the records are traditional
textual or graphic documents that could have been originated with the use of pen and
paper. At least in theory, their content can be preserved in hard copy. The bulk of them,
however, are in most respects indelibly tied to the technology that produced them, such as
the contents of data base systems, interactive Web pages, geographic information
systems, and virtual reality models. [9] These later types of electronic records need to be
preserved in electronic form in order to preserve the essential properties of the record
other than pure content - the context, structure, and behavior. Whenever a mix of
technologies are involved in the creation, maintenance, and presentation of the record,
preservation is far more involved than the preservation of the precise sequence of bits
constituting instrument reading, an ASCII text, or a bitmap graphic document.

All of the electronic records in lesser or greater degrees rely for access on the use of
technologies that arise and evolve rapidly and just as rapidly become obsolete.
Computing platforms on which the records are created, preserved, or examined,
communication infrastructures interconnecting these platforms, data recording media,
and, perhaps most importantly, data recording formats are all subject to rapid
obsolescence while the records themselves must persist.

Preservation approaches for electronic records are multifold and can be broadly
categorized in following areas of concern:

e Media

e Hardware Technology

e Software Technology, including record formats

e Archival: provenance, authenticity, context, structure and appearance.

A significant complicating factor in preservation of an electronic record is the necessity
to preserve some of the associated linkages to other records. The loss of such linkages
may, at best, lead to the loss of context or, at worst, render the record itself unreadable.

Preservation of electronic records is the end-to-end process which enables re-production
of an authentic copy of the record. To assure that reproduction preservation of electronic
records extends beyond protection of the record physical medium to protection of record
accessibility and assuring record authenticity over time. Assuring persistence of records
means ensuring that the records are not only readable but also intelligible after the
passage of time. Assuring record authenticity means ensuring that the records are not
inadvertently or deliberately altered or corrupted over time and that the authenticity can
be adequately proven. [10]
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Finally, a fundamentally important aspect of ensuring that the records are accessible over
time is appropriate processing of the records as they enter the electronic archive with
respect to establishing appropriate searchable archival structures and relationships and
extraction and storage of associated metadata. Preservation methods which maintain
dependencies of records to obsolete technologies tend to increasingly constrain access
over time. Continuing general public access to old and obsolete technologies may not be
possible except in highly limited environments or circumstances. In example, general
public access to an emulator appropriate to enable reliable future rendition of electronic
records created in the technology of an early 1990’s proprietary geographic information
system in the hypothetical context of 2020 vintage computing is not presently assured.

4. System Characteristics and Drivers

The ERA system, because of its size, scope, ingest and access loads, and commitment to
long term preservation and servicing of government records, will require deployment and
design approaches that support its unique nature and mission goals. When designing and
deploying ERA, NARA must take a long term view for the system’s operation and its
required scalability, reliability, and cost effective operations. This long term vision will
accommodate the use of outsourcing of potential processing and hosting services while at
the same time ensures NARA’s stewardship of the records trusted to it.

4.1 Design and Deployment Goals

There are certain assumptions and drivers that sculpt the deployment approach for ERA.
These assumptions and design drivers are collectively considered the design and
deployment goals for the ERA program. These goals include:

e NARA must own and control at least one set of all holdings of electronic records
entrusted to it. This is required for protection of the records and fulfillment of
NARA'’s mission to ensure long term preservation and access to the government’s
records.

e The ERA system is one of NARA’s contributions to the Federal Enterprise
Architecture (FEA) and fulfills a critical role in the development and deployment
of NARA’s own Enterprise Architecture (EA).

e The design and deployment vision for ERA must allow for the contracting out of
record processing and access support, if NARA chooses to exercise that option in
the future. The contracting out of record services must be done within the context
of NARA’s mission and ultimate responsibility for the integrity of the records.

e Minimize government ownership of equipment and facilities. This desire must be
balanced against NARA’s stewardship of the records and commitment to FEA
support.

e Allow industry and academia to provide value added services on record holdings.

e Produce a highly reliable system design. Characteristics of such a design include:

o Avoidance of single point/site of failure.

o Graceful performance degradation of the system when failures occur

o Maintain system operations in face of remedial maintenance (RM),
preventative maintenance (PM), and planned upgrades/changes
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4.2 System Design Drivers

In addition to the deployment goals, the design and deployment of ERA must take into
account certain architectural demands and aspects of the ERA record preservation
domain itself. These drivers must be accommodated in any deployment and design
strategy for the ERA system. These drivers include:

The size of the ERA record holdings. ERA permanent records holdings are
projected to be in excess of 100 PBs of data 12-15 years after deployment, with
continued growth in holdings in subsequent years. The sheer volume of data that
must be accommodated, as well as its associated access loads, is a huge driver that
must be accounted for in the ERA architecture. Architectural concepts including
distributed deployment(s), load balancing techniques, and multiple sources for
access to high demand records are applicable to the holdings size aspect of ERA.
Insuring the integrity of the record holdings. The records must be protected from
loss, alteration, or the lack of access capability over time. Appropriate security
and accommodation of timely backup of holdings with subsequent restoration of
access are techniques that are required in this area.

The evolutionary nature of the ERA system. This aspect is most pronounced in
two areas:

- Changes to the Persistent Preservation approaches used for records. Over
time electronic records will need to be stored, represented, and accessed in
different ways given the forward march of computer technology and the
rapid obsolescence of formats and techniques.

- Independent of the record preservation techniques, the general
infrastructure and support technologies used in ERA will need to be
updated and upgraded over time. Technology insertion into the ERA
design will be imperative.

The heterogeneity of assets in ERA will complicate storing and providing access
to the assets, as well as preserving them. The scope of this issue can be
appreciated by considering that ERA records can be classified via three different
attributes.

o Record Types (RTs) — Any record will be classified according to its
intellectual format. Examples of record types include letters, ledgers,
maps, reports, etc.

o Data types (DTs) — A data type is a set of lexical representations for a
corresponding set of values. The values might be alphabetic characters,
numbers, colors, shades of grey, sounds, et al. The lexical representation
of such values in digital form assigns each value to a corresponding binary
number, or string of bits. A data type may be simple, such as the ASCII
representation of alphabetic characters, or composite; that is, consisting of
a combination of other data types. An electronic record consists of one or
more digital components; that is, strings of bits each of which has a
specific data type.

o Varied classes/collections of holdings — Records of the same RT and DT
may still belong to different record series or collections, which further
define the nature of the record. Examples of high level collections or
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series could include particular Presidential collections, Federal record
series, and potentially record series in Federal Record Centers (FRCs).

5. Conclusion

This paper has provided an overview of the NARA ERA program and the challenges that
face NARA is the areas of electronic records preservation, system deployment, and
archival management of the Nation’s permanent records. The NARA ERA program
represents a bold initiative in electronic records management and preservation and is a
call for industry to propose new and innovative approaches to the unique issues NARA
faces as the steward of the government’s electronic records. Through the fusion of
different technologies such as distributed computing, large scale object storage and
access methods, secure infrastructure, and forward thinking record preservation
strategies, ERA will open and exciting new era for electronics records management and
access.
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Abstract:

The long-term preservation of digital entities requires mechanisms to manage the
authenticity of massive data collections that are written to archival storage systems.
Preservation environments impose authenticity constraints and manage the evolution of
the storage system technology by building infrastructure independent solutions. This
seeming paradox, the need for large archives, while avoiding dependence upon vendor
specific solutions, is resolved through use of data grid technology. Data grids provide the
storage repository abstractions that make it possible to migrate collections between
vendor specific products, while ensuring the authenticity of the archived data. Data grids
provide the software infrastructure that interfaces vendor-specific storage archives to
preservation environments.

1. Introduction

A preservation environment manages both archival content (the digital entities that are
being archived), and archival context (the metadata that are used to assert authenticity)
[8]. Preservation environments integrate data storage repositories with information
repositories, and provide mechanisms to maintain consistency between the context and
content. Preservation systems rely upon software systems to manage and interpret the
data bits. Traditionally, a digital entity is retrieved from an archival storage system,
structures within the digital entity are interpreted by an application that issues operating
system I/O calls to read the bits, and semantic labels that assign meaning to the structures
are organized in a database. This process requires multiple levels of software, from the
archival storage system software, to the operating system on which the archive software
is executed, to the application that interprets and displays the digital entity, to the
database that manages the descriptive context. A preservation environment assumes that
each level of the software hierarchy used to manage data and metadata will change over
time, and provides mechanisms to manage the technology evolution.

A digital entity by itself requires interpretation. An archival context is needed to describe
the provenance (origin), format, data model, and authenticity [9]. The context is created
by archival processes, and managed through the creation of attributes that describe the
knowledge needed to understand and display the digital entities. The archival context is
organized as a collection that must also be preserved. Since archival storage systems
manage files, software infrastructure is needed to map from the archival repository to the
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preservation collection. Data Grids provide the mechanisms to manage collections that
are preserved on vendor-supplied storage repositories [7].

Preservation environments manage collections for time periods that are much longer than
the lifetime of any storage repository technology. In effect, the collection is held
invariant while the underlying technology evolves. When dealing with Petabyte-sized
collections, this is a non-trivial problem. The preservation environment must provide
mechanisms to migrate collections onto new technology as it becomes available. The
driving need behind the migrations is to take advantage of lower-cost storage repositories
that provide higher capacity media, faster data transfer rates, smaller foot-print, and
reduced operational maintenance. New technology can be more cost effective.

2. Persistent Archives and Data Grids

A persistent archive is an instance of a preservation environment [9]. Persistent archives
provide the mechanisms to ensure that the hardware and software components can be
upgraded over time, while maintaining the authenticity of the collection. When a digital
entity in migrated to a new storage repository, the persistent archive guarantees the
referential integrity between the archival context, and the new location of the digital
entity. Authenticity also implies the ability to manage audit trails that record all
operations performed upon the digital entity, access controls for asserting that only
archivists performed the operations, and checksums to assert the digital entity has not
been modified between applications of archival processes.

Data grids provide these data management functions in addition to abstraction
mechanisms for providing infrastructure independence [7]. The abstractions are used to
define the fundamental operations that are needed on storage repositories to support
access and manipulation of data files. The data grid maps from the storage repository
abstraction to the protocols required by a particular vendor product. By adding drivers
for each new storage protocol as they are created, it is possible for a data grid to manage
digital entities indefinitely into the future. Each time a storage repository becomes
obsolete, the digital entities can be migrated onto a new storage repository. The
migration is feasible as long as the data grid uses a logical name space to create global,
persistent identifiers for the digital entities. The logical name space is managed as a
collection, independently of the storage repositories. The data grid maps from the logical
name space identifier to the file name within the vendor storage system.

Data grids support preservation by applying mappings to the logical name space to define
the preservation context. The preservation context includes administrative attributes
(location, ownership, size), descriptive attributes (provenance, discovery attributes),
structural attributes (components within a compound record), and behavioral attributes
(operations that can be performed on the digital entity). The context is managed as
metadata in a database. An information repository abstraction is used to define the
operations required to manipulate a collection within a database, providing the equivalent
infrastructure independence mechanisms for the collection.
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Archivists apply archival processes to convert digital entities into archival forms. Similar
ideas of infrastructure independence can be used to characterize and manage archival
processes. The application of each archival process generates part of the archival
context. By creating an infrastructure independent characterization of the archival
processes, it becomes possible to apply the archival processes in the future. An archival
form can then consist of the original digital entity and the characterization of the archival
process. Virtual data grids support the characterization of processes and on demand
application of the process characterizations. A reference to the product generated by a
process can result in direct access to the derived data product, or can result in the
application of the process to create the derived data product. Virtual data grids can
characterize and apply archival processes.

Data grids provide the software mechanisms needed to manage the evolution of software
infrastructure [7] and automate the application of archival processes. The standard
capabilities provided by data grids were assessed by the Persistent Archive Research
Group of the Global Grid Forum [8]. Five major categories were identified that are
provided by current data grids:

1. Logical name space; a persistent and infrastructure independent naming
convention

2. Storage repository abstraction; the operations that are used to access and manage
data

3. Information repository abstraction; the operations that are used to organize and
manage a collection within a database

4. Distributed resilient architecture; the federated client-server architecture and
latency management functions needed for bulk operations on distributed data

5. Virtual data grid; the ability to characterize the processing of digital entities, and
apply the processing on demand.

The assessment compared the Storage Resource Broker (SRB) data grid from the San
Diego Supercomputer Center [18], the European DataGrid replication environment
(based upon GDMP, a project in common between the European DataGrid [2] and the
Particle Physics Data Grid [15], and augmented with an additional product of the
European DataGrid for storing and retrieving meta-data in relational databases called
Spitfire and other components), the Scientific Data Management (SDM) data grid from
Pacific Northwest Laboratory [20], the Globus toolkit [3], the Sequential Access using
Metadata (SAM) data grid from Fermi National Accelerator Laboratory [19], the Magda
data management system from Brookhaven National Laboratory [6], and the JASMine
data grid from Jefferson National Laboratory [4]. These systems have evolved as the
result of input by user communities for the management of data across heterogeneous,
distributed storage resources.

EGP, SAM, Magda, and JASMine data grids support high energy physics data. The
SDM system provides a digital library interface to archived data for PNL and manages
data from multiple scientific disciplines. The Globus toolkit provides services that can be
composed to create a data grid. The SRB data handling system is used in projects for
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multiple US federal agencies, including the NASA Information Power Grid (digital
library front end to archival storage) [11], the DOE Particle Physics Data Grid
(collection-based data management) [15], the National Library of Medicine Visible
Embryo project (distributed data collection) [21], the National Archives Records
Administration (persistent archive research prototype) [10], the NSF National Partnership
for Advanced Computational Infrastructure (distributed data collections for astronomy,
earth systems science, and neuroscience) [13], the Joint Center for Structural Genomics
(data grid) [5], and the National Institute of Health Biomedical Informatics Research

Network (data grid) [1].

The systems therefore include not only data grids, but also distributed data collections,
digital libraries and persistent archives. Since the core component of each system is a
data grid, common capabilities do exist across the multiple implementations. The
resulting core capabilities and functionality are listed in Table 1.

These capabilities should encompass
the mechanisms needed to implement
a persistent archive. This can be
demonstrated by mapping the
functionality required by archival
processes onto the functionality
provided by data grids.

3. Persistent Archive Processes
The preservation community has
identified standard processes that are
applied in support of paper
collections, listed in Table 2. These
standard processes have a
counterpart in the creation of archival
forms for digital entities. The
archival form consists of the original
bits of the digital entity plus the
archival context that describes the
origin (provenance) of the data, the
authenticity attributes, and the
administrative attributes. A
preservation environment applies the
archival processes to each digital
entity through use of a dataflow
system, records the state information
that results from each process,
organizes the state information into a
preservation collection, transforms
the digital entity into a sustainable

Core Capabilities and Functionality

Storage repository abstraction

Storage interface to at least one repository

Standard data access mechanism

Standard data movement protocol support

Containers for data

Logical name space

Registration of files in logical name space

Retrieval by logical name

Logical name space structural independence from physical file

Persistent handle

Information repository abstraction

Collection owned data

Collection hierarchy for organizing logical name space

Standard metadata attributes (controlled vocabulary)

Attribute creation and deletion

Scalable metadata insertion

Access control lists for logical name space

Attributes for mapping from logical file name to physical file

Encoding format specification attributes

Data referenced by catalog query

Containers for metadata

Distributed resilient scalable architecture

Specification of system availability

Standard error messages

Status checking

Authentication mechanism

Specification of reliability against permanent data loss

Specification of mechanism to validate integrity of data

Specification of mechanism to assure integrity of data

Virtual Data Grid

Knowledge repositories for managing collection properties

Application of transformative migration for encoding format

Application of archival processes

Table 1. Core Capabilities of Data Grids
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format, archives the original digital entity and its transforms, and provides the ability to
discover and retrieve a specified digital entity.

Archival Process Functionality
Appraisal Assessment of digital entities
Accession Import of digital entities
Description Assignment of provenance metadata
Arrangement Logical organization of digital entities
Preservation Storage in an archive
Access Discovery and retrieval

Table 2. Archival process functionality for paper records

To understand whether data grids can meet the archival processing requirements for
digital entities, scenarios are given below for the equivalent operations on digital entities.
The term record is used to denote a digital entity that is the result of a formal process, and
thus a candidate for preservation. The term fonds is used to denote a record series.

Appraisal is the process of determining the disposition of records and in particular which
records need long-term preservation. Appraisal evaluates the various terms and
conditions applying to the preservation of records beyond the time of their active life in
relation to the affairs that created them. An archivist bases an appraisal decision on the
uniqueness of the record collection being evaluated, its relationship to other institutional
records, and its relationship to the activities, organization, functions, policies, and
procedures of the institution.

Data grids provide the ability to register digital entities into a logical name space
organized as a collection hierarchy for comparison with other records of the institution
that have already been accessioned into the archives. The logical name space is
decoupled from the underlying storage systems, making it possible to reference digital
entities without moving them. The metadata associated with those other collections assist
the archivist in assessing the relationship of the records being appraised to the prior
records. Queries are made on the descriptive and provenance metadata to identify
relevant records. The data grid supports controlled vocabularies for describing
provenance and formats. This metadata also provides information that helps the archivist
understand the relevance/importance/value of the records being appraised for
documenting the activities, functions, etc. of the institution that created them. The
activities of the institution can be managed as relationships maintained in a concept
space, or as process characterizations maintained in a procedural ontology. By
authorizing archivist access to the collection, and providing mechanisms to ensure
authenticity of the previously archived records, the preservation environment maintains
an authentic environment.

Accessioning is the formal acceptance into custody and recording of an acquisition. Data
Grids control import by registering the digital entities into a logical name space organized
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as a collection/sub-collection hierarchy. The records that are being accessioned can be
managed as a collection independently of the final archival form. By having the data grid
own the records (stored under a data grid Unix ID), all accesses to the records can be
tracked through audit trails. By associating access controls with the logical name space,
all references to the records can be authorized no matter where the records are finally
stored.

Data grids put digital entities under management control, such that automated processing
can be done across an entire collection. Bulk operations are used to move the digital
entities using a standard protocol and to store the digital entities in a storage repository.
Digital entities may be aggregated into containers (the equivalent of a cardboard box for
paper) to control the data distribution within the storage repository. Containers are used
to minimize the impact on the storage repository name space. The metadata catalog
manages the mapping from the digital entities to the container in which they are written.
The storage repository only sees the container names. Standard clients are used for
controlling the bulk operations.

The information repository supports attribute creation and deletion to preserve record or
fonds specific information. In particular, information on the properties of the records and
fonds are needed for validation of the encoding formats and to check whether the entire
record series has been received. The accession schedule may specify knowledge
relationships that can be used to determine whether associated attribute values are
consistent with implied knowledge about the collection, or represent anomalies and
artifacts. An example of a knowledge relationship is the range of permissible values for a
given attribute, or the expected number of records in a fonds. If the range of values do
not match the assertions provided by the submitter, the archivist needs to note the
discrepancy as a property of the collection.

Bulk operations are needed on metadata insertion when dealing with collections that
contain millions of digital entities. A resilient architecture is needed to specify the
storage system availability, check system status, authenticate access by the submitting
institution, and specify reliability against data loss. At the time of accession, mechanisms
such as checksums, need to be applied to be able to assert in the future that the data has
not been changed.

The Open Archival Information System (OAIS) specifies submission information
packages that associate provenance information with each digital entity [14]. While
OALIS is presented in terms of packaging of information with each digital entity, the
architecture allows bulk operations to be implemented. An example is bulk loading of
multiple digital entities, in which the provenance information is aggregated into an XML
file, while the digital entities are aggregated into a container. The XML file and
container are moved over the network from the submitting site to the preservation
environment, where they are unpacked into the storage and information repositories.

The integrity of the data (the consistency between the archival context and archival
content) needs to be assured, typically by imposing constraints on metadata update.
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When creating replicas and aggregating digital entities into containers, state information
is required to describe the status of the changes. When digital entities are appended to a
container, write locks are required to avoid over-writes. When a container is replicated, a
synchronization flag is required to identify which container holds the new digital entities,
and synchronization mechanisms are needed to update the replicas.

The accession process may also impose transformative migrations on encoding formats to
assure the ability to read and display a digital entity in the future. The transformative
migrations can be applied at the time of accession, or the transformation may be
characterized such that it can be applied in the future when the digital entity is requested.

In order to verify properties of the entire collection, it may be necessary to read each
digital entity, verify its content against an accession schedule, and summarize the
properties of all of the digital entities within the record series. The summarization is
equivalent to a bill of lading for moving the record series into the future. When the
record series is examined at a future date, the archivist needs to be able to assert that the
collection is complete as received, and that missing elements were never submitted to the
archive. Summarization is an example of a collection property that is asserted about the
entire record series. Other collection properties include completeness (references to
records within the collection point to other records within the collection), and closure
(operations on the records result in data products that can be displayed and manipulated
with mechanisms provided by the archive). The closure property asserts that the archive
can manipulate all encoding formats that are deposited into the archive.

Arrangement is the process and result of identification of documents for whether they
belong to accumulations within a fonds or record series. Arrangement requires
organization of both metadata (context) and digital entities (content). The logical name
space is used as the coordination mechanism for associating the archival context with the
submitted digital entities. All archival context is mapped as metadata attributes onto the
logical name for each digital entity. The logical name space is also used as the
underlying naming convention on which a collection hierarchy is imposed. Each level of
the collection hierarchy may have a different archival context expressed as a different set
of metadata. The metadata specifies relationships of the submitted records to other
components of the record series. For a record series that has yearly extensions, a suitable
collection hierarchy might be to organize each year’s submission as a separate sub-
collection, annotated with the accession policy for that year. The digital entities are
sorted into containers for physical aggregation of similar entities. The expectation is that
access to one digital entity will likely require access to a related digital entity. The
sorting requires a specification of the properties of the record series that can be used for a
similarity analysis. The container name in which a digital entity is placed is mapped as
an administrative attribute onto the logical name. Thus by knowing the logical name of a
digital entity within the preservation environment, all pertinent information can be
retrieved or queried.

The process of arrangement points to the need for a digital archivist workbench. The
storage area that is used for applying archival processes does not have to be the final
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storage location. Data grids provide multiple mechanisms for arranging data, including
soft-links between collections to associate a single physical copy with multiple sub-
collections, copies that are separately listed in different sub-collections, and versions
within a single sub-collection. Data grids provide multiple mechanisms for managing
data movement, including copying data between storage repositories, moving data
between storage repositories, and replicating data between storage repositories.

Description is the recording in a standardized form of information about the structure,
function and content of records: Description requires a persistent naming convention and
a characterization of the encoding format, as well as information used to assert
authenticity. The description process generates the archival context that is associated
with each digital entity. The archival context is includes not only the administrative
metadata generated by the accession and arrangement processes, but also descriptive
metadata that are used for subsequent discovery and access.

Preservation Function | Type of information

Administrative Location, physical file name, size, creation time, update
time, owner, location in a container, container name,
container size, replication locations, replication times

Descriptive Provenance, submitting institution, record series attributes,
discovery attributes

Authenticity Global Unique Identifier, checksum, access controls, audit
trail, list of transformative migrations applied

Structural Encoding format, components within digital entity

Behavioral Viewing mechanisms, manipulation mechanisms

Table 3. Archival context managed for each digital entity

The description process can require access to the storage repository to apply templates for
the extraction of descriptive metadata, as well as access to the information catalog to
manage the preservation of the metadata. The description process should generate a
persistent handle for the digital entity in addition to the logical name. The persistent
handle is used to assert equivalence across preservation environments. An example of a
persistent handle is the concatenation of the name of the preservation environment and
the logical name of the entity, and is guaranteed unique as long as the preservation
environments are uniquely named. The ability to associate a unique handle with a digital
entity that is already stored requires the ability to apply a validation mechanism such as a
digital signature or checksum to assert equivalence. If a transformative migration has
occurred, the validation mechanism may require access to the original form of the digital
entity.

Preservation is the process of protecting records of continuing usefulness: Preservation

requires a mechanism to interact with multiple types of storage repositories, mechanisms
for disaster recovery, and mechanisms for asserting authenticity.
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The only assured mechanism for guaranteeing against content or context loss is the
replication of both the digital entities and the archival metadata. The replication can
implement bit-level equivalence for asserting that the copy is authentic. The replication
must be done onto geographically remote storage and information repositories to protect
against local disasters (fire, earthquake, flood). While data grids provide tools to
replicate digital entities between sites, some form of federation mechanism is needed to
replicate the archival context and logical name space. One would like to assert that a
completely independent preservation environment can be accessed that replicates even
the logical names of the digital entities. The independent systems are required to support
recovery from operation errors, in which recovery is sought from the mis-application of
the archival procedures themselves.

The coordination of logical name spaces between data grids is accomplished through
peer-to-peer federation. Consistency controls on the synchronization of digital entities
and metadata between the data grids are required for the user name space (who can
access digital entities), the resources (whether the same repository stores data from
multiple grids), the logical file names (whether replication is managed by the systems or
archival processes), and the archival context (whether insertion of new entities is
managed by the system or archival processes). Multiple versions of control policies can
be implemented, ranging from automated replication into a union archive from multiple
data grids, to simple cross-registration of selected sub-collections.

Data grids use a storage repository abstraction to manage interactions with heterogeneous
storage systems. To avoid problems specific to vendor products, the archival replica
should be made onto a different vendor’s product from the primary storage system. The
heterogeneous storage repositories can also represent different versions of storage
systems and databases as they evolve over time. When a new infrastructure component is
added to a persistent archive, both the old version and new version will be accessed
simultaneously while the data and information content are migrated onto the new
technology. Through use of replication, the migration can be done transparently to the
users. For persistent archives, this includes the ability to migrate a collection from old
database technology onto new database technology.

Persistence is provided by data grids through support for a consistent environment, which
guarantees that the administrative attributes used to identify derived data products always
remain consistent with migrations performed on the data entities. The consistent state is
extended into a persistent state through management of the information encoding
standards used to create platform independent representations of the context. The ability
to migrate from an old representation of an information encoding standard to a new
representation leads to persistent management of derived data products. It is worth
noting that a transformative migration can be characterized as the set of operations
performed on the encoding syntax. The operations can be applied on the original digital
entity at the time of accession or at any point in the future. If a new encoding syntax
standard emerges, the set of operations needed to map from the original encoding syntax
to the new encoding syntax can be defined, without requiring any of the intermediate
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encoding representations. The operations needed to perform a transformative migration
are characterized as a digital ontology [8].

Authenticity is supported by data grids through the ability to track operations done on
each digital entity. This capability can be used to track the provenance of digital entities,
including the operations performed by archivists. Audit trails record the dates of all
transactions and the names of the persons who performed the operations. Digital
signatures and checksums are used to verify that between transformation events the
digital entity has remained unchanged. The mechanisms used to accession records can be
re-applied to validate the integrity of the digital entities between transformative
migrations. Data grids also support versioning of digital entities, making it possible to
store explicitly the multiple versions of a record that may be received. The version
attribute can be mapped onto the logical name space as both a time-based snapshot of a
changing record, and as an explicitly named version.

Access is the process of using descriptive metadata to search for archival objects of
interest and retrieve them from their storage location. Access requires the ability to
discover relevant documents, transport them from storage to the user, and interact with
storage systems for document retrieval. The essential component of access is the ability
to discover relevant files. In practice, data grids use four naming conventions to identify
preserved content. A global unique identifier (GUID) identifies digital entities across
preservation environments, the logical name space provides a persistent naming
convention within the preservation environment, descriptive attributes support discovery
based on attribute values, and the physical file name identifies the digital entity within a
storage repository. In most cases, the user of the system will not know either the GUID,
logical name or physical file name, and discovery is done on the descriptive attributes.

Access then depends upon the ability to instantiate a collection that can be queried to
discover a relevant digital entity. A knowledge space is needed to define the semantic
meaning of the descriptive attributes, and a mechanism is needed to create the database
instance that holds the descriptive metadata. For a persistent archive, this is the ability to
instantiate an archival collection from its infrastructure independent representation onto a
current information repository. The information repository abstraction supports the
operations needed to instantiate a metadata catalog.

The other half of access is transport of the discovered records. This includes support for
moving data and metadata in bulk, while authenticating the user across administration
domains. Since access mechanisms also evolve in time, mechanisms are needed to map
from the storage and information repository abstractions to the access mechanism
preferred by the user.

4. Preservation Infrastructure

The operations required to support archival processes can be organized by identifying
which capability is used by each process. The resulting preservation infrastructure is
shown in Table 4. The list includes the essential capabilities that simplify the
management of collections of digital entities while the underlying technology evolves.
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The use of each capability by one of the six archival processes is indicated by an x in the
appropriate row. The columns are labeled by App (Appraisal), Acc (Accessioning), Arr
(Arrangement), Des (Description), Pres (Preservation), and Ac (Access). Many of the
data grid capabilities are required by all of the archival processes. This points out the
difficulty in choosing an appropriate characterization for applying archival processes to
digital entities. Even though we have shown that the original paper-oriented archival
processes have a counterpart in preservation of digital entities, there may be a better
choice for characterizing electronic archival processes.
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Core Capabilities and Functionality App | Acc Des | Pres | Ac
Storage repository abstraction
Storage interface to at least one repository
Standard data access mechanism
Standard data movement protocol support

Containers for data
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Registration of files in logical name space X
Retrieval by logical name
Logical name space structural independence from physical file X
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Collection owned data
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Collection hierarchy for organizing logical name space
Standard metadata attributes (controlled vocabulary)
Attribute creation and deletion

Scalable metadata insertion
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Attributes for mapping from logical file name to physical file
Encoding format specification attributes X
Data referenced by catalog query
Containers for metadata
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Distributed resilient scalable architecture X
Specification of system availability
Standard error messages

Status checking

Authentication mechanism X
Specification of reliability against permanent data loss X
Specification of mechanism to validate integrity of data
Specification of mechanism to assure integrity of data X

Virtual Data Grid
Knowledge repositories for managing collection properties X
Application of transformative migration for encoding format
Application of archival processes
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Table 4. Data Grid capabilities used in preservation environments

5. Persistent Archive Prototype

The preservation of digital entities is being implemented at the San Diego Supercomputer
Center (SDSC) through multiple projects that apply data grid technology. In
collaboration with the United States National Archives and Records Administration
(NARA), SDSC is developing a research prototype persistent archive. The preservation
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environment is based on the Storage Resource Broker (SRB) data grid [17], and links
three archives at NARA, the University of Maryland, and SDSC. For the National
Science Foundation, SDSC has implemented a persistent archive for the National Science
Digital Library [12]. Snapshots of digital entities that are registered into the NSDL
repository as URLSs are harvested from the web and stored into an archive using the SRB
data grid. As the digital entities change over time, versions are tracked to ensure that an
educator can find the desired version of a curricula module.

Both of these projects rely upon the ability to create archival objects from digital entities
through the application of archival processes. We differentiate between the generation of
archival objects through the application of archival processes, the management of
archival objects using data grid technology, and the characterization of the archival
processes themselves, so that archived material can be re-processed (or re-purposed) in
the future using virtual data grids.

The San Diego Supercomputer Center Storage Resource Broker (SRB) is used to
implement the persistent archives. The SRB provides mechanisms for all of the
capabilities and functions listed in Table 2 except for knowledge repositories. The SRB
also provides mechanisms for the extended features listed in section 3, such as soft-links,
peer-to-peer federation of data grids, and mapping to user-preferred APIs. The SRB
storage repository abstraction is based upon standard Unix file system operations, and
supports drivers for accessing digital entities stored in Unix file systems (Solaris, SunOS,
AIX, Irix, Unicos, Mac OS X, Linux), in Windows file systems (98, 2000, NT, XP, ME),
in archival storage systems (HPSS, UniTree, DMF, ADSM, Castor, Dcache, Atlas Data
Store), as binary large objects in databases (Oracle, DB2, Sybase, SQLServer,
PostgresSGL), in object ring buffers, in storage resource managers, in FTP sites, in
GridFTP sites, on tape drives managed by tape robots, etc. The SRB has been designed
to facilitate the addition of new drivers for new types of storage systems. Traditional
tape-based archives still remain the most cost-effective mechanism for storing massive
amounts of data, although the cost of commodity-based disk is approaching that of tape
[17]. The SRB supports direct access to tapes in tape robots.

The SRB information repository abstraction supports the manipulation of collections
stored in databases. The manipulations include the ability to add user-defined metadata,
import and export metadata as XML files, support bulk registration of digital entities,
apply template-based parsing to extract metadata attribute values, and support queries
across arbitrary metadata attributes. The SRB automatically generates the SQL that is
required to respond to a query, allowing the user to specify queries by operations on
attribute values.

Version 3.0.1 of the Storage Resource Broker data grid provides the basic mechanisms
for federation of data grids [16]. The underlying data grid technology is in production
use at SDSC and manages over 90 Terabytes of data comprising over 16 million files.
The ultimate goal of the NARA research prototype persistent archive is to identify the
key technologies that facilitate the creation of a preservation environment.
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5. Summary

Persistent archives manage archival objects by providing infrastructure independent
abstractions for interacting with both archival objects and software infrastructure. Data
grids provide the abstraction mechanisms for managing evolution of storage and
information repositories. Persistent archives use the abstractions to preserve the ability to
manage, access and display archival objects while the underlying technologies evolve.

The challenge for the persistent archive community is the demonstration that data grid
technology provides the correct set of abstractions for the management of software
infrastructure. The Persistent Archive Research Group of the Global Grid Forum is
exploring this issue, and is attempting to define the minimal set of capabilities that need
to be provided by data grids to implement persistent archives [8]. A second challenge is
the development of digital ontologies that characterize the structures present within
digital entities. The Data Format Description Language research group of the Global
Grid Forum is developing an XML-based description of the structures present within
digital entities, as well as a description of the semantic labels that are applied to the
structures. A third challenge is the specification of a standard set of operations that can
be applied to the relationships within an archival object. A preservation environment will
need to support operations at the remote storage repository, through the application of a
digital ontology.
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Abstract

Through earth and space modeling and the ongoing launches of satellites to gather data, NASA
has become one of the largest producers of data in the world. These large data sets necessitated
the creation of a Data Management System (DMS) to assist both the users and the administrators
of the data. Halcyon Systems Inc. was contracted by the NASA Center for Computational
Sciences (NCCS) to produce a Data Management System. The prototype of the DMS was
produced by Halcyon Systems Inc. (Halcyon) for the Global Modeling and Assimilation Office
(GMAO). The system, which was implemented and deployed within a relatively short period of
time, has proven to be highly reliable and deployable. Following the prototype deployment,
Halcyon was contacted by the NCCS to produce a production DMS version for their user
community. The system is composed of several existing open source or government-sponsored
components such as the San Diego Supercomputer Center’s (SDSC) Storage Resource Broker
(SRB), the Distributed Oceanographic Data System (DODS), and other components. Since Data
Management is one of the foremost problems in cluster computing, the final package not only
extends its capabilities as a Data Management System, but also to a cluster management system.
This Cluster/Data Management System (CDMS) can be envisioned as the integration of existing
packages.

1. Introduction

In the last twelve years, Commercial Off-the-Shelf (COTS)-based cluster computing has become
the main source of supercomputing providers. From the revolution of the first viable
microprocessors that lead the way to replacing vector supercomputers, to passing through new
network technologies and arriving at the efficient porting of scientific code, the road to cluster
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computing was paved with problems seemingly impossible to resolve. In a sense, the battle was
won; but the war is still being fought.

Many aspects of computing have changed so radically that situations from the past seem
unbelievably irrelevant today. Up until 1999, computing centers spent an immense amount of
time in lengthy negotiations with vendors in an effort to obtain “build-able operating system
codes”. Today, they can directly download them from the web.

Still, in the midst of a new era with the power of COTS microprocessors, there are many
challenges. Despite networks with low latency and high bandwidth and build-able operating
systems and the availability of a myriad of open source packages, cluster computing is, at best, a
difficult task that fails to replace the panacea days of Cray Research Inc.’s delivery of a C90
supercomputer.

The Data Management System (DMS) attempts to fill the void of middleware that both
supercomputing centers and their users need in order to easily manage and use the diverse
technology of cluster computers. The DMS is composed of several existing open source or
government-sponsored components, such as the San Diego Supercomputing Center’s Storage
Resource Broker (SRB), the Distributed Oceanographic Data System (DODS), and others. Since
data management is one of the major concerns in High Performance Computing (HPC), the final
DMS package not only serves as a data management system for very high end computing, but it
can easily be extended to a complete cluster management system.

Many areas of science that base their results on computing resources have different ratios of
Mega-Flops per byte of data ingested and/or produced. Meteorology is a science that ingests and
produces voluminous amounts of data. It is not a coincidence that the same branch of science
that produced the word “computer” is now leading the core issues of cluster computing.

One of the legacy items from the previous computing models of the 60’s, 70’s, 80’s, and 90’s is
the separation of mass storage engines and computing clusters. At this point, it is more efficient
to follow the management structure of the computing centers rather than the computing
architecture of the systems. COTS mass storage units, with multiple terabytes of attached disks,
are just as reliable and economical as the COTS computing nodes. COTS CPU power has grown
side-by-side with high bandwidth internal interconnects and new devices like Serial ATA and
others that can provide support for multi-terabyte storage on each single unit. At the same time,
OS improvements (Linux, etc.) make it possible to support those large file systems.

In a generic scientific computing center, the problem that must be solved is how to manage the
vast amount of data that is being produced by multiple users in a variety of formats. And, the
added challenge is to do so in a manner that is consistent and that does not consume all of the
users’ time manipulating such data or all of the computer center’s personnel in endless
migrations from one system to another and from one accounting report to the next. This holds
true across a broad range of actions from software engineering practices, to the production of
code, to upgrading OS versions and patches, and includes changes in the systems, in accounting,
in system engineering practices, and in the management of the actual scientific data.
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Despite the best efforts of computing centers, “dead data” continues to mount up in mass storage
vaults. The increasing cost of maintaining the storage, migrating, and in general curating can
reach up to 40% of the total budget of a typical computing center. These curation activities (such
as changing ownership, deleting, browsing, etc.) add to the burden of data management.
Likewise, the proliferation of mass storage vaults is increasingly higher: two copies in situ, a
third copy for catastrophic recovery, a copy in the computing engine (scratch) and additional
copies wherever users need them (desktops, websites, etc.). This not only drives up costs, but it
also undermines the collaboration among different scientists wherein data sharing becomes a
limiting factor.

The cost and expertise necessary to deploy a Grid-useable computing node is too high for small
computing groups. Groups of ten to twenty computer users typically have one or two system
administrators and no system software developers, which makes the start-up cost beyond their
reach (both in terms of dollars and expertise). As computing power increases, fewer groups need
a true supercomputer platform. A successful Grid should easily deploy smaller nodes and
maintain production level.

Finally, the lack of connection between the datasets and the software engineering practices (code
version, patches, etc.) and the computing environment (CPU type, number of CPUs, etc.) limits
the life of a dataset, its utility, and the scientific verification value.

In this paper we describe an integration effort composed of several existing packages that solves,
to a large extent (but not totally), the data management problem for data coming out of a cluster
computing environment. As a posteriori result we describe how the data management, essential
to the utility of a cluster, becomes a centerpiece for its management. We also propose an
ensemble set that can be used as a turn-key engine for a further integration of Cluster/Data
Management into a full Grid/Data Management System (“Incoherent”). In this area, Halcyon
proposes that Incoherent be an Open Source Project.

2. Basic Requirements for a Data Management System

The following list contains the basic requirements for the DMS.

e Ensure a single point of information wherein data is retrieved/searched. Though there
might be many different interfaces, the initial point of contact for each interface should
be the same.

e Provide system tools to cap storage costs and select datasets to be expunged.

e Provide methods for minimizing the number of data copies (and conceivably provide a
live backup of the data). The copy that is more efficient to fetch should be the one that is
accessed.

o Establish a linkage between data, scientific metadata, computing metadata, and
configuration management data.

e Provide support for data migration whether it is from computing nodes to local storage
(where users are) or from one storage system to another.

e Support plug and play of different visualization tools.
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e Avoid multiple, full, or subset copies of datasets in the system by providing a Virtual
Local Data capacity (data always feels local), along with the automatic use of local
caches and sub-setting on-the-fly.

e Provide robust, easily deployed, grid-compatible security tools.

e Deploy with ease. Most department-type scientific groups do not have the resources to
integrate a fully deployed Cluster Software Management and Mass Storage System.

3. Data Management System, Present Components

Halcyon Systems has integrated several packages to work together as a DMS:

e Storage Resource Broker (front-end mass storage, metadata catalog)

e Distributed Oceanographic Data System (transport layer, connection to manipulation and
visualization tools)

e Configuration Management Software for all systems involved

e Distributed Oceanographic Data System and GrADS visualization tool

A minimal number of changes were implemented in the SRB software. A build tool and
benchmarks were produced for ease of administration. Exit codes were changed to comply with
standard UNIX command return codes. The underlying database is Oracle 9i running on Linux.

The DODS dispatch script is CGI-Perl. It was modified to make calls to SRB S-utilities to
retrieve and cache files from SRB. Once a file has been transferred to local disk, it remains there
until either the SRB version is modified or the cache fills and it is the oldest file. The DODS
server authenticates as SRB identity "dods", and users who wish to export their files via DODS
add read access for that user to the files' access control lists.

The DODS environment does not maintain a separate metadata catalog for managing semantic-
based access to the data. There is presently no connection between DODS metadata, which is
synthesized from the DODS-served file depending on the data format, and SRB metadata, which
is stored in the MCAT associated with the file. MCAT data cannot yet be retrieved through
DODS, nor is DODS-style synthesized metadata stored in MCAT.

Configuration Management Software is a set of commands enabling the user/administrator to
enter changes in the specifically devoted tables created separately from the SRB tables in the
Oracle database.

GrADS is already integrated with DODS; however, future work will have a separate server
(GrADS-DODS server or GDS) fully integrated with SRB. In this way, a wider set of data
manipulation and computation will be directly accessible to DMS users.

Note on GCMD integration: DMS uses SRB's "user defined metadata" facility to store GCMD-
compliant metadata. We have defined site-standard user metadata attributes corresponding to the
attributes defined in GCMD; then restricted their values based on GCMD convention. An
application level tool replaces the general purpose SRB metadata manipulation client and
enforces the conventions.
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4. Existing Architecture

Server

ons DMS Storage Architecture
=

OSF/1 IRIX

SrADS OpenDAP Compute Compute
Display Server Engine Engine
DMS/DODS Client Client
manages a local
disk cache of read- | | SRB Cache PBS Job User Job
only SRB objects Wil e

. > ¥ ¥
uses local diskas | -

Metadata Server
cache (manually

managed I v v
ged) SRB Middleware
A
Logical device
tra%lsparently Logical SAM | QFS Server Metad&t;ni;rver
distributes traffic | Local Dis
- MCAT RDBMS
SRB uses HSM disk Local Dis Local Dis .
L—] Oracle/91
cache manager i —
HSM
transparently
; HSM IRIX DMF
Cross-mounting Storage L
makes both Server DaFaba.se replication
vaults available SAM-QFS SAM-QFS maintains synchrony
to either server Storage Storage
Server 1 Server 2

Figure 1: Depicts the existing components of the DMS deployed at the NCCS and their functionality.
5. Requirement Fulfillment

Based on the requirements and the architecture described above, the DMS currently meets the
following requirements.

e There should be a single point of information for retrieving/searching the data. Even
though there might be many different interfaces, the initial point of contact for each
interface should be the same. SRB provides a single point of access for the data.

e The system should provide tools to cap storage costs and select datasets to be expunged.
The Data Management System Toolkit provides tools to manage expiration dates for
datasets and mechanisms allowing users to preserve selected datasets beyond a given
lapse of time (separate description).

e The system should provide ways to minimize the number of data copies and could
provide a live backup of the data. The copy that is more efficient to fetch should be the
one fetched. DODS/OpenDAP can manage a local cache, network-wise close to the
users. Computations, on-the-fly sub-setting can be provided by tools like the GrADS-
DODs server (active implementation already on-going).
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e Scratch space on the computing platforms can be managed by a short expiration date of a
SRB replica of a given dataset.

e Linkage between data, scientific metadata, computing metadata. and configuration
management data. SRB flexible metadata schemas provide a linkage between datasets
and their scientific content. Metadata schema has been modified to accommodate the
format provided by the Global Change Master Directory Software (GCMD), although a
fully compatible version of GCMD has not been implemented as yet. Halcyon also has
integrated a Configuration Management Software into the DMS that links the system
“state” (patches, compilers, etc.) of computing engines with the dataset metadata.

e Provide support for data migration from computing nodes to local storage (where users
are) or from one storage system to another: SRB provides bulk transfer from legacy mass
storage systems to newer ones; and DODs/OpenDAP can manage local caches as datasets
are requested by users. The Halcyon DMS Toolkit provides the following features:

file ownership management (user, group, project)

file expiration dates management tools

dms acct uses MCAT interface for accounting reports

dms admin provides administrative commands

dms meta provides metadata management, search

dms ingest stores files with metadata automatically

adds concept of file certification. A process through which
the users can extend the life of a file beyond expiration dates.

e Provide robust, easily deployed, grid-compatible security tools. SRB’s underlying
security infrastructure is compatible with the Grid Security Infrastructure (GSI). At the
moment, the current DMS deployment is using password encryption, which is more
robust than FTP and does not pass clear text passwords. GSI can support tickets (PKI)
and Kerberos infrastructure.

e Ease of deployment. Most department-type scientific groups do not have the resources to
integrate a fully deployed Cluster Software Management and Mass Storage System.
Halcyon is planning to deploy a turn-key server, named Infohedron, to deploy the DMS
software in a single box (see next section).

6. Performance

As with all high performance production systems, the risk of not utilizing all available network
bandwidth can be a significant issue. In tests performed between two single points at NCCS, the
following results have proven that the DMS and, particularly, SRB are able to sustain
performance levels equivalent to scp transfers without the overhead of CPU consumption due to
encrypting and decrypting the data.
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The NCCS implementation is built around a pair of redundant Linux-based SRB MCAT servers
running Oracle/91 to provide database services. These DMS servers are identically configured
two-CPU Xeon systems with 4 GBytes of RAM and SCSI RAID disk arrays. One machine, the
primary, is the active server. The second is a hot backup that can be brought into production
within two hours should a catastrophic failure disable the first, losing at most thirty minutes
worth of MCAT transactions—although in the vast majority of situations the RAID arrays
prevent this type of serious failure and no transactions will be lost.

DMS/SRB I/O bandwidth was measured between two hosts, “halem”, a Compaq Tru64 compute
cluster acting as SRB client, and “dirac”, a Solaris9-based SAM-QFS storage server. The tests
reported here used a single node of halem and a single node of dirac interconnected by Gigabit
Ethernet. Thirty-two transfer threads ran simultaneously—although test results indicated that
the performance changed little from eight to sixty-four nodes. These bandwidth tests were
designed to demonstrate that DMS/SRB is capable of supporting the near-term projected storage
load for NCCS, which was estimated at 2 TBytes per day with a ratio of three writes to one
read—i.e., 1.5 TB write traffic and 0.5 TB read traffic per day. The average file at NCCS is 40
MBytes in size, and it was calculated that in order to meet the daily write requirement it would
be necessary to complete the transfer of 1600 files in an hour. Although only one third this
number of files had to be transferred within an hour to meet the read test requirements, for
convenience the tests ran with the same group of 1600.

A significant part of the file transfer time is due to MCAT overhead independent of the file size,
so the aggregate throughput increases significantly as the file size increases. For these tests, no
NCCS-specific network optimization—for instance adjustment of network buffer sizes—took
place.

TEST ELAPSED m. MB/s TB/day
write 30.5-333 32-35 26-29
read 17.6 -32.2 33-60 2.7-5.0

1600 40MB files, 32 threads, halem - dirac
requirement: 1 hr. or less, 2TB day (3:1 W:R)

NOTE: single client system to single server system;
no optimization to NCCS network

As the table demonstrates, DMS/SRB was easily able to meet the requirements even without
optimization. The daily performance numbers were extrapolated from the 1600-file test
performance.

The second group of tests measured MCAT transaction performance and were intended to
demonstrate that DMS can support the expected number of file metadata operations per day. For
the tests, it was estimated that each file would have 15 associated metadata attribute-value pairs,
and similarly to the bandwidth tests a group of 1600 canonical 40 MByte files was used.
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Metadata insertions and deletions were tested, as well as simple queries—display of the metadata
attributes associated with a particular file. 50,000 insertions and deletions were required each
day, as well as 10,000 searches.

DMS Performance: Metadata

TEST ELAPSED m. TRANS/s TRANS/day
insert 43.5-48.6 82-9.2 711K - 795K
query 29-3.1 129 — 140 11.2M — 12.1M
delete 424453 8.8-94 770K — 815K

1600 40MB files, 32 threads, halem - dirac
requirement: S0K inserts/day, 10K search/day

Even more so than with the bandwidth tests, the DMS/SRB easily exceeded the requirements.
7. Infohedron System Architecture

Presently, the DMS system is built on a Linux and Oracle 9i platform with limited redundancy
(manual switchover), which covers the minimal needs of a production system. The cost of
upgrading to a replicated database is largely due to the cost of an Oracle replicating database.
Halcyon is testing the deployment of a Postgres-based, underlying database. In this area,
Halcyon has been using an SRB 2.1 server while advancing to Postgres version 7.4. This
decision has been based on the large customer base of Postgres — which allows it to mature faster
— and the smaller customer base of SRB, which implies a slower maturation process of the
software to arrive at the production level required by the NCCS environment. With an upgrade
to SRB 3.0, the process would close the compatibility of Infohedron platforms by distributing the
metadata catalog and, thereby, form a federated DMS.

In planning for the full deployment of Infohedron, Halcyon has included the GrADS-DODS
server to fulfill the needs of NCCS major customers, such as the Global Modeling and
Assimilation Office (GMAO), as well as the following packages (to make it useful to a wider
audience of customers).
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Local Services: Infohedron

LOCAL CACHES

LOCAL
MCAT
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Document
(SAMBA) Library
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(DoDS) (CVS)
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Figure 2: Depicts the turn-key option with typical services needed by a scientific group to adhere to a Grid-like
infrastructure. The seemingly chaotic disposition of the packages is intended to depict large variations in needs from
group-to-group. The question marks indicate uncertainties in the configuration of groups or the possibility of
replacing them with other packages.

8. DMS as Cluster Management

By managing the accounting in the cluster and providing Virtual Locality for Data, DMS can
provide full utilization of the cluster and the local caches co-located with the users and the
scratch space of the computing cluster itself. By containing the software engineering
information and the computing configuration management, DMS is able to provide data integrity
and reproducibility.

Homogeneous, easily deployable security infrastructure couples with federated metadata catalogs
enabling the Grid. Migration of data and underlying data movements can be controlled in a small
environment automatically and in a larger environment with the aid of user indirect manipulation
(SRB replication process). Finally user control of data sharing and user quotas (SRB 3.0) can
enable cluster sharing, producing a CDMS.
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9. Future Directions

Though many of the components described in this paper already exist, and their integration is
relatively simple, the production level will be arduous to achieve. Halcyon provides a rigorous
system engineering background to test, document and deploy all components. While the effort is
sizeable, it has the potential to move progressively toward deployment of a large grid by doing
the hardest work first — incorporating legacy data into a Data Management System and then
enlarging the DMS into a wider set of services service like CDMS.

Parallel transfers of datasets over separate rails support is provided by SRB. However, it has not
been tested under production on DMS.

GSI infrastructure has not been deployed at NCCS. The level of Software Systems support has
not yet been determined.

Grid wise accounting has not yet been defined under CDMS.

The Earth System Modeling Framework (http://www.esmfucar.edu/) is in the process of
formulating an I/O interface. The DMS project will provide a library to interact directly with
DMS. If proper network support is provided, an application running in a computer cluster could
directly deposit files into mass storage systems. In this way, a consolidation of high performance
file-systems would provide savings, as well as avoid the usual double I/O process of depositing
files in a local parallel file-system and then transporting them to mass storage.

Integration of the DMS with Lustre: Luster is a distributed file-system designed to provide high
performance and excellent scalability for cluster computers. The resulting system would
combine the simplicity, portability, and rich interfaces of DMS with the high performance and
scalability of Lustre, effectively extending DMS to efficiently support data-intensive cluster-
based supercomputing.

Lustre is designed to serve clusters with tens of thousands of nodes, manage petabytes of storage,
and achieve bandwidths of hundreds of GBs/sec with state of the art security and management
infrastructure. It is currently being developed with strong funding from the Department of
Energy and corporate sponsors.

Experimentation with more integration between SRB and the underlying Hierarchical Storage
Systems could lead to a more efficient sub-setting by extracting only necessary parts of the files
to be sub-set directly from tape (no full file recalling). This is similar to the ECMWF MARS
Archive.

In conclusion we propose a two-tier approach: Firstly, convert the typical mass
storage/computing cluster architecture most computing centers have to a service rich
Cluster/Data Management System Architecture as, for example, the one described in this paper.
Secondly, produce a brick-like engine that can take care of most requirements of the diverse,
medium- to small-size groups. These bricks would provide local data caches and direct
connection to software trees, as well as many other services targeted to the individual groups.
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In this manner local idiosyncrasies can be accommodated while maintaining a homogeneous
systems engineering throughout a Computing Grid.

The further development of this project would be a breakthrough in data-intensive
supercomputing, alleviating a persistent performance bottleneck by enabling efficient analysis
and visualization of massive, distributed datasets. By exploiting dataset layout metadata to
provide direct access to the relevant portions of the data, it is possible to avoid the performance
limiting serialization traditionally imposed by requiring transfer of the entire dataset through a
non-parallel mass storage system.
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Abstract

Shared storage has become commonplace with recent trends in storage technolo-
gies, such as storage consolidation and virtualization, etc. Meanwhile, storage QoS,
which guarantees different storage service requirements from various applications to-
ward shared storage, is gaining in importance. This paper proposes a new scheme
which combines a feedback-controlled leaky bucket with a fair queuing algorithm
in order to deliver guaranteed storage service for applications competing for shared
storage. It not only assures an agreed-upon response time for each application, but
also maximizes the aggregate 1/O throughput by proportionating unused bandwidth
to other active applications. Simulation results under various types of competing 1/0
workloads validate the features of the proposed scheme.

1 Introduction

The explosive growth of on-line datain many applications, such as multimedia, e-business,
ERRP, etc., poses scalability and manageability problemswith storage. The advent of storage
consolidation through SAN and storage cluster has overcome the limitation of scalability
in traditional directed-attached storage environments. Moreover, the introduction of a new
abstraction layer between physical disks and storage management applications called stor-
age virtualization reduces complexity in storage manageability dramatically. With these
trends in storage technologies, a shared storage model is now accepted in many areas, such
as storage service providers, departmental storage environmentsin an enterprise, etc.

In a shared storage environment, it is commonplace for different users or applications
to share a physical disk resource. Moreover, each application assumes that the storage is
owned by itself, implying that it demands to have a guaranteed storage service called stor-
age QoS at all times no matter how many applications share the storage. The storage QoS
can be specified in many aspects which include 1/0 performance, reliability/availability,
capacity, cost, etc. The issue of delivering guaranteed I/O performance has been given a
higher priority than the others[6, 7, 12]. In addition, Shenoy and Vin in [7] described how
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partitioning storage bandwidth can satisfy the different I/O performance requirementsfrom
mixed types of applications.

Few disk scheduling algorithms exist with QoS in mind [6, 7]. YFQ [6] is an approxi-
mated version of Generalized Processor Sharing (GPS) [2] that allows each application to
reserve a fixed proportion of disk bandwidth. However, when the 1/0O workload from an
application becomes heavier, it cannot bound the maximum response time. Cello frame-
work [7] schedules I/O requests from heterogeneous types of clients including real-time
and best-effort applications. The drawback of the Cello framework is that it assumes the
existence of an accurate device model.

This paper proposes a new scheme which combines a feedback-controlled leaky bucket
with afair queuing algorithmin order to deliver guaranteed storage service for applications
competing for shared storage. It not only assures an agreed-upon response time for each
application, but also maximizesthe aggregate 1/0 throughput by proportionating the unused
bandwidth to other active applications. The feedback-controlled leaky bucket at the front-
end dynamically regulates 1/0O rates from each application. The fair queuing algorithm
at the back-end partitions a disk bandwidth among multiple I/O workloads from different
applications in a proportional manner. As a result, the proposed algorithm is expected to
assure ademanded response time as well as to maximize storage utilization. The remainder
of this paper is organized as follows. Section 2 describes basic assumptions and definitions
for the proposed scheme. Section 3 gives a detailed description on the proposed scheme.
Performance evaluationsviasimulation are givenin Section 4. Finaly, this paper concludes
with Section 5.

2 Preliminaries

Assumptions and Definitions.  We begin by providing a set of assumptions and defi-
nitions to be used throughout this paper for clear descriptions. First, we assume that the
characteristics of an I/0 workload featured by an average |OPS and an average request size
are known. Second, 1/0 requests access the underlying storage randomly. We denote the
underlying shared storage with S. Next, it is shared by a set of 1/0 workloads denoted
with WS = {W;, Ws, ..., W,}. An1/O workload W; demands I/O performance level of
{iops;, size;, rt;} for the shared storage S, where size; is an average request size, iops;
isan 1/O arrival rate per second (briefly 10PS), and r¢; is a demanded response time with
iops;. Given /O requests of size size;, the response time of any 1/O request is required
not to exceed rt;, unless the current arrival 1/O rate from W; is faster than iops;. Given
the maximum IOPS of the storage denoted with IOPS,,,.., we assume that it can pro-
vide 0.75xIOPS,,.. in asustained manner. Denote with IO P S; the sustained maximum
|OPS.

Simple Admission Control:  Next, we describe how to systematically map demanded I/o
performance from an 1/0 workload® and the underlying storage, called admission control.
Given WS = {W, Wy, ..., W,,} where W; requires performance of {iops;, size;, rt;}, the

IHereafter, we interchangeably use an application and an 1/0O workload.
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following procedure decides if or not underlying storage can guarantee the required dif-
ferent types of performance from WS. Figure 1 depicts this procedure graphically. In
Section 4, we will show how to seek those JOPST and RT” values for two sets of 1/0
workloads based on this procedure.

Mixed 1/O workloads RT

-—
W,
W, Shared | p7T  bege
RTT
e Storage :> i +20%
W, RTE

I0PST

Figure 1: Measuring deliverable target response time (R7'7) for a given target 10PS
(IOPST) with aset of 1/0 workloads W S

e generate mixed I/O requests whose size is size; with aprobability of iops;/IOPST,
where IOPST = ¥, iops;,

e find aresponse time RT” which is the 95th percentile of all response times whose
corresponding IOPS fallsinto IOPS7,

e compute a target response time with a 20% margin as follows: RT? = 120% of
RTF, and

o if rt; < RT™ for dl i, then it can be said that the underlying storage can guarantee
the performance requirements demanded from W'S.

3 TheProposed Algorithm

3.1 Feedback-Controlled Leaky Bucket (FCLB)

The proposed algorithm consists of a feedback-controlled leaky bucket and YFQ disk
scheduling algorithm, as shown in Figure 2. The YFQ disk scheduling algorithm pro-
portionately partitions a disk bandwidth according to the assigned weight (¢) among mul-
tiple I/0O workloads, and then the feedback-controlled leaky bucket dynamically regulates
requests within each partition by controlling the token replenish rate (p;). The feedback-
control moduleis composed of amonitor and controller. It controlsthe token replenish rate
(p;) parameter of the leaky bucket adaptively according to the current responsetime (RT;).
The controller increases p; when RT; goes below its demanded response time (rt;). Con-
versely, the controller decreases p; to its demanded |OPS (iops;) maximumly. In addition,
when one I/0O workload is inactive, the other can utilize the surplus left by the currently
inactive |/O workload.

Monitor:  Themonitor component isresponsiblefor collecting the current response time
(RT;) of each workload (1V;) at the end of each monitoring period, and feeding theseresults
to the controller.
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Figure 2: Architecture of the proposed algorithm

Controller:  The controller compares the current response time RT; (k) for the time win-
dow ((k — 1)1, kI) with the demanded responsetime (r¢;), and computes the replenish rate
p;(k) to be used during the next monitoring period (k1, (k + 1)I).

1. For each workload i (0<: <n) in the system, compute its error
Ei(k) = rti— RT(K),0<i<n (1)

where rt; is caled the reference in control theory. More negative values of E;(k)
represent larger response time violations.

2. Compute the replenish rate according to the integral control function (K isa config-
urable parameter of the controller):

pi(k) = pi(k—1)+ KE;(k) )
3. Adjust thereplenish rate p;(k — 1) in the previous control period to p; (k).

3.2 Feedback control loop in FCLB

Parameter K must to be tuned to prevent the replenish rate and measured response time
from oscillating excessively and for fast convergence of the output to the reference. This
can be done systematically with standard control theory techniques.

System Modeling:  In general cases, all systems are non-linear. However, there are
equilibrium points where systems behave in alinear fashion. Accordingly, non-linear sys-
tems can be linearized at the points previously described in Section 2. We approximate the
controlled system with the linear model, as shown in Equation 3. The controlled system
includesthe shared storage, leaky bucket, monitor and controller. The outputis RT;(k + 1)
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and the input to the controlled system is the replenish rate p;(k) in the monitoring period
(K1, (k+1)I).

RTi(k +1) = RT;(k) = G x (pi(k) = pi(k — 1)) 3)

The process gain, G, is the derivative of the output RT;(k + 1) with respect to the input
pi(k). G represents the sensitivity of the response time with regard to the change in the
replenish rate.

z-Transform:  Next, we transform the controlled system model to the z-domain, which
is amenable to control analysis. The controlled system model in Equations 2 and 3 is
equivalent to Equations 4 and 5. Figure 3 describes the flow of signalsin the control loop.

z

plz) = ° KE() @
1
RTi(2) = Gpi(2) ©)
@D ™ *Qfﬂ) cE pe H@) > RT(2)
I (Zf—l)K %G

Figure 3: z-Transform of the control loop

Transfer Function:  The whole feedback control system is modeled in the following
transfer function:

C(z)H(z)

Hez) =y ooym(e) ©)
. KG
- z—-(1-KG)

Given the dynamic model of the closed loop system, we tune the control parameter K ana-
Iytically using linear control theory, which states that the performance of a system depends
on the poles of its closed loop transfer function. The closed loop transfer function has a
single pole:

p = 1-KG @)
and the sufficient and necessary condition for system stability is:

2

Ip| <1 <= 0<K<G

(8)
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4 Performance Evaluations

This section provides the behavior and performance of the proposed agorithm which is
obtained from simulations. First, we describe simulation environments, 1/0O characteris-
tics of two competing 1/0 workloads and performance requirements each of 1/0 workloads
requires. Second, we will measure the 1/O characteristics of the shared storage used in
the experiments and investigate the range where shared storage can provide service in a
stable manner. Third, given a set of competing I/0O workloads and their performance re-
quirements, we will perform an admission control to decide whether or not the underlying
shared storage can assure the requirement. Fourth, we will determine experimentally two
parameters G and K for the feedback control in order to stabilize the system. Finally,
under a variety of conditions of the two 1/0O workloads, we will analyze the behavior and
performance of the proposed algorithm.

4.1 Simulation Environments

We implemented the proposed a gorithm within the DiskSim simulator[14]. Tablel shows
the generic throttling parameters which are used for the experiments. In this table, p;
represents a rate of replenishing tokens. It is the same as the demanded maximum IOPS
for W;. o; means an amount of tokens that can be accumulated during an idle period. It
corresponds to the size of a bucket in a leaky bucket model. Actuadly, tokens (I0PS) of
’;i are replenished every ! second. In our experiments, we will employ atime interval of
1 msec to replenish tokens to eventually alow 1/0 requests to pass through a throttling
module and 1000 msec to control the replenish rate. We also set Y FQ weight to ¢1:¢,=2:1.
Two competing 1/0 workloads based on a closed model are synthetically generated, as
shown in Table2. The sizes of the 1/O requests are distributed normally with a mean of 8
blocks. The performance of read and write is the same in arandom |/O pattern, so that we
will perform experiments with only read requests. We use a single IBM DNES309170W
SCSI disk which serves arriving 1/0 requests in a FIFO manner.

Table 1: Throttling parameters for each experiment
Parameter Wy W
Di (iopsi) 40 20

v v
Bucket Size (0;) 8 4

4.2 1/0O characteristics of the shared storage

In this subsection we investigate the I/O characteristics of shared storage to decide a set
of the replenish rate (p;) where shared storage can provide service stably. The stable area
is spread over 75 IOPS, as shown in Figured4. The growth of response times is gradual
according to the increase of IOPS in this area. We respectively assign 40 and 20 10PS to
each 1/0O workload.
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Table 2: Two competing I/0 workloads

Parameter W, Ws
size; 4KB 4KB
10pS; 40 20

rt; 35msec 38 msec

access pattern  Random Random

120

100

80

60

T 40

20

I0PS

Figure 4: 1/O characteristics of the shared storage with Random Read 4KB

4.3 Admission Control

After acquiring all the information about performance regquirements from I/O workloads
and underlying storage, we will try to map each 1/O workload described in Table2 to the
underlying storage. Recall the mapping methodology proposed in Section 2.

I/O requests of 4KB are issued increasingly to the corresponding reservation queue for
J&ops: .. We obtain IOPS versus RT chart as shown in Figure5. By analyzing Figure5 with
several steps given in Section 2, we can obtain the following parameter in Table3. Based
on IOPST and RT™ of each I/O workload in Table3, it can be said that the demanded level
of performance by given 1/0O workloads in Table2 can be deliverable with the underlying

storage. RT* isinternally used for the feedback control as areference value.

50

40

95th percentile|

30

I0PS

-
RT," +20 OPS
+20% = 40 IOPS

20 1 LY -

[ 95t percentilel
10 RT,
RT,T

0

Q 10 20 30 40 50 60 70 80 90
RT(msec)

Figure 5: Measuring deliverable target response time (RT") for a given target 10PS
(TOPST) with two 1/0 workloads
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Table 3: Given I/0O workloads and deliverable response time by underlying storage

Parameter IOPST RTF RTT
W, 40 29.08 msec 34 msec
Wy 20 31.38 msec 37 msec

[—+—10PS —=— RT(msec) —— Target RT | [—+—10PS —= RT(msec) —+ Target RT |
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(a) Throughput and response time for Ac- (b) Throughput and response time for Ac-
tive 40 IOPS tive 20 IOPS

Figure 6: Performance Experiment 1. - one I/O workload isinactive and the other is active

4.4 Control ParametersG, K

Here, we determine the parameters G and K. First, we approximate GG by running a set
of shared storage profiling experiments, as shown in Section 4.2. We estimate that G=0.3
for the synthetic workload. Since the closed loop transfer function as shown in Equation
7 hasasinglepolep = 1 — K@, we can set p to the desired value by choosing the right
value of K. In our experiments, we set p = +0.9 by choosing K = (15”) = 0.33. Inthe
case of shared storage having a non-linear property whose /O request service timeis not
proportional to its data size, we determine that the location of the poleisacloseto +1 in
order to stabilize the system.

45 Performance Results

Under a variety of conditions of the two I/O workloads, we analyze the behavior of the
proposed algorithm and its resulting 1/0O performance.

Casel- Onelnactivel/O workload :  In this experiment, one I/O workload is inactive
and the other is active. Figure6(a)-(b) show time-plots of response time and throughput for
two 1/0 workloads when 20 and 40 10PS |/O workload are inactive respectively. As the
graphs show, active I/0O workload fully utilizes the shared storage by 72 10PS on average.
The response timetime-pl ot showsthat active I/0O workload receivesits demanded response
time with a 5% violation. The degree of a response time violation seen by Figure6(b) is
higher than Figure6(a). Thisis because the reference of 20 1OPS workload which is used
to compute the error islarger than 40 1OPS.
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Figure 7: Performance Experiment 2. - one 1/0O workload begins after 30 seconds and the
other issues I/O requests continuously

Case 2 - One Step 1/0 workload :  In this experiment, one I/O workload begins af-
ter 30 seconds and the other issues I/O requests continuously. Figure7(a)-(b) shows the
measured response time and throughput for 20 and 40 IOPS when 20 and 40 IOPS 1/0
workload begins after 30 seconds, respectively. In Figure7, we observe that two competing
I/0O workloads have its demanded response time in most cases except for 30 seconds where
one 1/0 workload issues I/0 requests and achieves its demanded IOPS in all cases. Before
30 seconds Y FQ allocates afull disk bandwidth for continuously issuing the I/O workload.
When one I/0 workload comes on after 30 seconds, Y FQ proportionately partitions a disk
bandwidth according to the assigned weight among /O workloads. As a result, the 1/0
workload allotted a full disk bandwidth has a high response time because it takes time for
itsreservation queue to drain sufficiently so that the corresponding response timetarget can
be met. In this case, the response time violation is below 3 percent.

Case 3 - One Pulse I/0O workload :  In this experiment, one I/O workload repeats on
for 5 seconds and off for 5 seconds and the other issues I/O requests continuously. As the
graphs show, we can observe that two competing I/O workloads have its demanded 10PS
in al cases. However, there is a spike in the response time whenever a burst of requests
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Figure 8: Performance Experiment 3. - one 1/O workload repeats on for 5 seconds and off
for 5 seconds and the other issues 1/0 requests continuously

begins. The spike subsides quickly as soon as possible - within atwo or three time window.
Thistendency is dueto afeature of YFQ explained in our previous experiment. The degree
of aresponse time violation seen by Figure8(b) is higher than Figure8(a). Also, thisis due
to the same reason described in our first experiment. The response timeviolation is 12/6%,
3/19%, as shown in Figure(a)-(b).

Case 4 - Two Active I/0O workload :  In Figure9, two Active I/O workloads have its
demanded |OPS and response time in most cases. In this case, the response time violation
is below 3% and two 1/0 workloads occur at approximately the same rate as Y FQ weight,
that is2:1.

Comparisonswith Cello Framework [7]: The Cello framework heavily depends on the
accuracy of the underlying storage device model, whereas the proposed scheme operates
based on the measured performance of the underlying storage device. Thus, the proposed
scheme can be more portable and applicable. In addition, the Cello framework proportion-
ates unused storage performance by selecting pending 1/0 requests from the active appli-
cations in an ad-hoc order. However, the proposed scheme distributes the unused storage
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Figure 9: Performance Experiment 4. - Two Active I/O workload

performance by adaptively configuring the replenishing rate of tokens at the leaky bucket
of each application based on the concrete theory given in Equations 1-8.

5 Conclusion and Future Work

We proposed a new scheme that combines a feedback-controlled leaky bucket with a fair
gueuing algorithm in order to provide guaranteed storage service for different applications
competing for shared storage. The proposed scheme not only assures an agreed-upon re-
sponse time for each application, but also maximizes the aggregate 1/0 throughput by dis-
tributing the unused bandwidth to other active applications proportionally. We evaluated
the performance of the proposed scheme under various types of competing I/0O workloads.
First, when an I/0O workload becomesidle, we observed that the other workload could fully
utilize the surplus bandwidth unused and only 5% of all completed I/O requests missed the
agreed-upon response time. Second, when an 1/0 workload is backlogged again while the
other 1/0O workload is using the entire bandwidth, we observed that competing 1/0O work-
loads had their demanded response time in most cases except for 30 seconds where an
I/0O workload issues 1/0 requests and achieved its demanded bandwidth in al cases. In
this case, the response time violation is below 3 percent. Third, when an 1/O workload is
backlogged for a short period like a pulse while the other I/0O workload is using the entire
bandwidth, a spike occursin the response time whenever a burst of requests begins. In this
case, the proposed scheme revealed a lower performance than others. Finally, when both
I/O workloads are active, both I/O workloads can approximately share the bandwidth at a
rate of 2:1 and below 3% of all completed I/O requests missed the agreed-upon response
time. In summary, the simulation results with various types of competing 1/0 workloads
showed that the proposed algorithm provided a satisfactory level of response times; that
is, 6% violation on average for the demanded response times. In future work, we plan to
support workloads with multiple performance requirements that change over time.
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Abstract

Growing data stockpiles and storage consolidation continue to be the trend. So does the
need to provide secure yet unconstrained, high bandwidth access to such repositories by
geographically distributed users. Conventional data management approaches, both at the
local and wide area level, are viewed as potentially inadequate to meet these challenges.
This paper explores methods deploying a new breed of Fibre Channel (FC) technology
that leverages Internet Protocol (IP) infrastructures as the data transport mechanism, a
step towards creating a “storage area network (SAN) grid”. These technologies include
products using the FC Over IP (FCIP) and the Internet FC Protocol (iFCP) protocols.
The effort draws upon earlier work that concentrated on standard FC and internet SCSI
(iSCSI) technologies. In summary, the vendor offerings tested performed as expected
and provided encouraging performance results. However, their operational readiness still
needs to be understood and demonstrated. Installing and configuring the products was
reminiscent of the early days of FC with driver and version compatibly issues surfacing
once again. Maturity will take some time.

1. Introduction

GSFC, as part of a continuing technology evaluation effort, continues its interest in SAN
products and related technologies by evaluating and demonstrating the operational
viability of new vendor offerings. Under the auspices of the SAN Pilot, earlier testing
has shown the advantages of high-speed transport mechanisms such as FC as well as the
flexibility that iSCSI provides in deploying a SAN [1]. Subsequent testing is building
upon this work, emphasizing higher speed campus backbones with a focus on
manageability as well connectivity to geographically distributed sites. Standardized
benchmarks provide measurement of inherent link throughput. In addition, the pushis on
to attract users with real applications that could benefit from these kinds of technologies

The vision is direct access to data regardless of geographical location, using IP based
wide area networks (WAN) as the transport mechanism. Such distributed storage,
whether for disaster preparedness or for logical proximity to a compute server, pushes the
operational requirements normally associated with direct-attached storage onto the WAN.
The storage will be expected to be both reliable and high performance, and to behave like
direct attached and physically local. The vision promotes leaving data static and
performing the necessary processing directly on a data store as opposed to moving large
quantities of data between user facilities. Connections would be temporal in nature with
a corresponding service, such as the Storage Resource Broker (SRB) [2], to assist users in

119



locating relevant data. The end result would be a SAN grid, analogous in many ways to
more traditional grids currently gaining wide exposure. This paper explores a variety of
topics seen as contributing to the vision.

2. SAN Pilot Infrastructure Description

The core of the SAN Pilot (figure 1) is the connectivity between multiple, on-campus
buildings at GSFC. Traditional FC dominates the local GSFC infrastructure with a mix
of 2 Gigabit/sec and 1 Gigabit/sec switches — Brocade 3800s and 2400s — providing ports
for a variety of server and storage technologies. Linux, Solaris and Apple hosts are
represented. RAID storage systems include a DataDirect Networks S2A6000, an Apple
Xserve, an Adaptec/Eurologic SANbloc and a Nexsan ATABoy2. A pair of Nishan IPS
3000 Series Multiprotocol IP Storage Switches as well as a LightSand 1-8100 augment
the other switches by bridging the FC fabric to the IP network. A pair of legacy Cisco
SN5420s used for iSCSI work completes the topology. The equipment is mostly GSFC
owned. However, notable exceptions include the Nishan and LightSand IP switches.
Cisco, Brocade and ADIC have also provided loaner equipment during the testing.

— Fibre Channel

— — — IP Connections

BB umacs

RAID

Brocade
FC Switch

s BldgD

Figurel - SAN Pilot Infrastructure

The Nishan and LightSand equipment provide IP connections to similar boxes at the
University of Maryland Institute for Advanced Computer Studies (UMIACS), the San
Diego Supercomputer Center (SDSC) and the National Center for Supercomputing
Applications (NCSA). The underlying networks have been key to the IP related testing.
Local to GSFC, the primary backbone is the Science and Engineering Network (SEN)
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[3]. Connection to UMIACS is attained by the Mid-Atlantic Crossroads (MAX) H].
MAX is also the jump off point to the Abilene Network [5] that completes the circuit to
both NCSA and SDSC. The result is full Gigabit Ethernet (GE) to all of the remote sites.

2.1. SEN Network

The SEN is a local, non-mission dedicated computer network with high-speed links to the
Internet2’s Abilene and other Next Generation Internet (NGI) networks. It serves GSFC
projects/users who have computer network performance requirements greater than those
allocated to the general-use, campus-wide Center Network Environment. The majority of
the SEN’s inter-building backbone links are 4 gigabits per second (Gbps), created using
IEEE 802.3ad link aggregation standards with four separate GE connections between
respective pairs of switches. For desktop workstations and servers, as well as for its other
inter-building and intra-building links, the SEN minimally provides GE LAN
connections. Only jumbo frame-capable GE switches are used in the SEN’s
infrastructure. The 9000-byte sized Ethernet jumbo frames (maximum transmission unit
or MTU) generally provide individual users with approximately six times better
throughput performance as compared to networks only supporting standard 1500 MTU .
The SEN presently supports a 2 Gbps jumbo frame-capable link with the MAX point-of-
presence at the University of Maryland College Park.

2.2. MAX Network

The MAX is a multtstate metaPoP consortium founded by Georgetown University,
George Washington University, the University of Maryland, and Virginia Polytechnic
Institute and State University. The proximity of the MAX to Washington, D.C. places it
in an advantageous location to partner with £deral agencies as well as the business
community and post-secondary institutions of DC, Maryland and Virginia. MAX
represents a pioneering effort in advanced networking, with the potential to rapidly
incorporate a broad cross-section of the not-for-profit community. The MAX, the
regional gigapop for access to the Abilene network and the NGI-East Exchange, provides
the SEN with excellent WAN connectivity.

2.3. Abilene Network

The Abilene Network is an Internet2 high-performance backbone network that enables
the development of advanced Internet applications and the deployment of leading-edge
network services to Internet2 universities and research labs across the country. The
network supports the development of applications such as virtual laboratories, digital
libraries, distance education and tele-immersion, as well as the advanced networking
capabilities that are the focus of Internet2. Abilene complements and peers with other
high-performance research networks in the U.S. and internationally. The current network
is primarily an OC-192¢ (10 Gbps) backbone employing optical transport technology and
advanced high-performance routers.

3. FCIP and iFCP Technology

Prior testing focused on standard FC and iSCSI technologies as it applied to on-campus
connections and/or short distances. Interest shifted to assessing the feasibility of
constructing a geographically distributed SAN system. This led to experimenting with
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more suitable technologies, namely FCIP and iFCP. Several products are available that
exploit these protocols. The two tested extensively were the IPS 3000 Series IP Storage
Switch by Nishan Systems, now a part of the McData Corporation, and the +8100 unit by
LightSand Communications, Inc. The following paragraphs give a brief overview of
each of the products and summarize the current evaluation status.

3.1. Nishan IPS 3000 Series IP Storage Switch

The IPS 3000 and 4000 Series IP Storage Switches use standards-based IP and GE for
storage fabric connectivity. Nishan's Multiprotocol Switch supports iSCSI, iFCP, and
E Port for trunking to both IP backbones and legacy FC fabrics. The IPS 3000 Series
connects to a wide variety of end systems, including FC, NAS, and iSCSI initiators and
targets. The switch has a nonblocking architecture that supports Ethernet Layer 2
switching, IP Layer 3 switching and FC switching over extended distances at full Gigabit
wire speed. The Series also supports standard IP routing protocols such as open shortest
path first (OSPF) and distance-vector multicast routing protocol (DVMRP) and can be
fully integrated into existing IP networks.

Three parameters assist in tuning the performance of the Nishan to a specific
environment — Fast Write™ [6], compression [7] and MTU size. When servers and
storage are interconnected via a WAN using a pair of Nishans, the normal SCSI exchange
(figure 2) required for a IMB file write will break the data into multiple transfers thereby
compounding the “round trip time (rtt)” effect. In contrast, with Fast Write enabled,
when the server sends the SCSI write command (figure 3) to set up the transfer, the local
Nishan responds with a transfer ready specifying that the entire IMB of data can be sent
at once. At the same time, the sending Nishan forwards the SCSI write command across
the WAN so that the target can be prepared to receive data. Having received the IMB of
data from the server, the sending Nishan streams the 1MB block across the WAN to the
receiving Nishan. The receiving Nishan, in turn, mimics the normal command/response
sequence for the transfers until all of the data is given to the target. The Nishans do not
spoof write completion. Instead, the actual status generated by the storage target is passed

back through the network to the server. This guarantees that all data was actually written
to disk.
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Figure 3- Fast Write Modified SCSI Exchange

The Nishan switch also features software based /oss/ess compression. The following
options are available:
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* Off- Data going out of the port is not compressed.

* On - Data going out of the port is always compressed using the appropriate
algorithm to achieve maximum compression.

* Auto - Depending on the available bandwidth, the switch dynamically decides
whether or not to compress the data, the level of compression to apply and the
compression algorithm to use. With the Auto setting, the port keeps the data rate
as close as possible to the Port Speed of the port.

The last key parameter is MTU. The Nishan switches can support packet sizes up to
4096 bytes, an increase of almost 3X over the nominal 1500. The larger data payload
results in less header processing overhead and better link utilization. Packet sizes greater
than 1500 bytes maximizes direct matching with FC originated frames. The full FC data
payload of 2112 bytes can be delivered in a single jumbo, 4096 byte Ethernet frame. The
“auto” option for MTU setting allows Nishan switches to negotiate the best possible rate.

Configuring the Nishan switch involves the interaction of two applications, the switch
resident http GUI Element Manager and the host based (Linux or Solaris) SANvergence
Manager application. Between the two, devices to be shared are placed in commonly
seen, exported zones. The level of SAN merging is a cooperative effort between two or
more switches. As a default, a CLI is also available.

3.2. LightSand-8100

The LightSand +8100A is an intelligent gateway that provides connectivity between FC
fabrics across an [P WAN infrastructure. The +8100A is an eight port, multiprotocol
switch that provides isolation between FC SANs using Autonomous Region (AR)
technology. Conventional FCIP bridging devices link two sites by merging the FC
fabrics together. By maintaining Autonomous Regions, the i-8100A is able to share
storage devices without merging fabrics. In the diagram (figure 4), two autonomous
regions are joined. Each AR consists of four FC switches, the three original switches
plus the gateway. If these two SANs had been bridged by a simple FCIP gateway (non-
switching), the fabric would appear as six FC switches—all part of the same fabric. The
storage arrays labeled Disk 1 and Disk 2 are shared. Once they have been imported into
SAN 2, every mitiator in SAN 2 can see the shared disks as if they were present in SAN
2. In reality, the F8100A is performing Domain Address Translation (DAT) and the
actual disks remain inside SAN 1. Because of this technology, each fabric is isolated
from any disturbances that might occur in the other fabric.

The LightSand +8100A employs the user datagram protocol (UDP) with an additional
sequencing number to enable protection against packet-loss and mis-ordering. This
protocol is referred to as UDP/SR (UDP with Selective Retransmission). Using UDP/SR,
the -8100A can be set for a desired WAN bandwidth. It will instantly jump to that
bandwidth and execute appropriate backpressure against the FC fabric, if the WAN
bandwidth is less than the native FC bandwidth In the event that there is packet-loss on
the WAN, the +8100A will retransmit the lost data without throttling the bandwidth.
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Figure 4- LightSand Interconnect

Configuring the LightSand switch requires running the SANman GUI on each of
switches or using the available CLI.

3.3. EvaluationProcess andResults

As evidenced by the work done at SDSC for last year’s Mass Storage conference [8],
outstanding performance moving data over IP is achievable using a well-behaved, highly
tuned network. The tact taken at GSFC has been more the “every day”, out-of-the-box
approach where nothing aggressive is done to enhance the performance of site-to-site
WANS. In more real world networks, the effects of rtt, congestion and packet loss can
render an application useless that requires high bandwidth. In the spirit of the SAN grid
vision, hying a distributed file system, such as ADIC’s StorNext File System (SNFS) or
SGI’s CXFS™, on the topology would further attenuate any irregularities.

FCIP and iFCP testing has been a multtstep process:
* Evaluate the technology on a local, campus basis under ideal network conditions.
* Artificially introduce non-zero rtts, packet loss and congestion into the circuit,
and observe the impact on performance.
* Connect to a geographically distant center(s) and compare performance to
predictions based on simulated distance testing.

Testing was performance centered using standard benchmarks such /74 9] and /Ozone
[10] as the primary tools. /mdd is good for quick, single threaded operations. /Ozone
permits a variety of IO operations including writes, reads, mixed writes and reads, multi
threaded operations, etc. all with options for setting attributes such as record and file size.
The majority of the tests consisted of multiple /Qzone operations described by the
following script:

Jiozone mod -10-i1 [-+d] -r Im -s 16g -b one _thread
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Jiozone mod -t2-10-11[-+d] -r Im -s 8g -b two_threads
Jiozone_ mod -t4 -10-i1 [-+d] -r Im -s 4g -b four_threads
Jiozone_ mod -t 8 -10 -1 1 [-+d] -r Im -s 2g -b eight threads

The scripts steps through 1, 2, 4 and 8 threaded write/read operations and in aggregate
moves 16 Gbytes. /Ozone was modified such that the [-+d] option would generate
random data without doing the diagnostic byte-for-byte check of the data. This was done
to evaluate the efficiency of the Nishan compression algorithm while not impacting
performance with verification process. Tests were performed using mostly native file
systems (ext2) with some minimal SNFS evaluation.

Network utilization was also monitored. Data traffic cannot be at the expense and
disruption of existing communication traffic. At a minimum, the impact must be
understood and anticipated. Nishan and LightSand use two different approaches to how
the data is transported so the resulting network perturbation varies.

3.3.1. On-Campus Testing

Testing began at GSFC with a pair of Nishan switches. A Linux machine was KC
connected to one of the Nishans co-located in the same building (figure 5). The other
Nishan, in a different building provided tie-in to the SAN Pilot and its associated RAID.

Initial results, with zero rtt, compared favorably with the same tests using directly
connected RAID.
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Figure 5- Local GSFC Testing

The next step was to introduce set delays into the circuit using a NIST Net [11] network
emulator to simulate the potential effects of geographically separating the two Nishan
switches. The NIST Net network emulator is a generalpurpose tool for emulating
performance dynamics in IP networks. The tool is designed to allow controlled,
reproducible experiments. By operating at the IP level, NIST Net can emulate the critical
end-to-end performance characteristics imposed by various WAN situations (e.g.,
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congestion loss) or by various underlying subnetwork technologies (e.g., asymmetric
bandwidth situations of xDSL and cable modems).

Impressions
Installation and configuration of the Nishan units was relatively straightforward with the

assistance of the product support engineers. Besides providing FC-IP translation, the
Nishans are also full FC switches, an attribute that has different ramifications depending
upon how the device is introduced into an existing SAN. As a standalone switch with
directly connected devices, as was the case for one end of the GSFC circuit, operation
was clear with only the usual zoning decisions to be made. The second switch was E
port connected, a more complicated configuration which requires choosing how the
Nishan was to interoperate with the existing SAN Pilot Brocade infrastructure. Multiple
options are available, so the ripple effect of zone changes, for example, need to be
understood to avoid any unforeseen interruption of an operational SAN. Setting up the
zones and mapping devices was easily accomplished using SANvergence and the
Element Manager.

Large transfers (files) were required to overcome the buffering effects of the servers, the
switches and the link. With /Ozone modified accordingly, a variety of tests were
executed varying rtt and MTU size while going through the permutations of the Fast
Write and compression settings. Three observations were made:

» Fast Write seems to have an overall positive effect on write performance with this
likely being the default setting. Nishan recommends setting to “on” for distances
over 200km noting potential degradation if “on” for shorter distances.

 Compression can have a positive or negative effect depending upon rtt.
Compression processing significantly reduces throughput when rtt is small.
Conversely, for large rtt compression enhances performance. Nishan
recommends the “auto” mode letting the switch dynamically determine the
appropriate level of compression.

* The effect of increasing MTU size from 1500 to 4096 was somewhat inconclusive
but an odd jump was noted when both FastWrite and compression were turned
“off”. Intuitively the larger frames should improve performance but the suspicion
is that the effects of a large rtt on the SCSI exchange may mitigate the gain. This
warrants further testing.

In summary, settings are situation dependent. This warrants exercising all the
combinations before finalizing an installation. To illustrate the point, the following
graphs (figure 6 and 7) depict bandwidth as a function of threads for rtt=35msec for
different MTUs, Fast Write and compression settings. For MTU = 1500, the best write
performance was for Fast Write, no compression while read was best for Fast Write with
compression enabled. Bumping the MTU to 4096 resulted in both the write and read
numbers being best with Fast Write and compression disabled. Incidentally, these
parameters are changed using the Element Manager with each switch configured
independently. The implication is that unpredictable results may occur if the switches are
not configured the same. Overall, the write performance topped out at just slightly over
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25 MB/sec while read approached 20MB/sec. For the most part, running multiple threads
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boosted aggregate throughput. These numbers are in contrast to 86 MB/sec writes and 78
MB/sec reads obtained running eight threads with rtt=0, MTU=1500 and both Fast Write
and compression turned off.

Future Testing
Additional tests to be conducted include:
* Run tests with a broader range of rtt values while changing configuration of the
Nishan units. This would give the full curve for bandwidth as a function of rtt.
* Test the compression “auto” setting in contrast to the “on/off” results.

* Induce deterministic packet loss and congestion, and measure the impact on write
and read performance.

3.3.2.Multi-site Testing

The next series of tests involved different combinations of [P hardware and network
connections to UMIACS, SDSC and NCSA. Experiments focused mainly on building
and exercising native file systems (ext2) with server/host and storage at opposite ends of
the WAN link. Some preliminary SNFS testing was also accomplished. In all cases, the
assessment centered on:

* Gauging the impact of rtt or latency on performance in a real world setting where
the network is potentially hostile.

* Comparing measured maximum network bandwidth, as determined using nuttcp,
with file system oriented traffic.

3.3.2.1. UMIACS

Last year, UMIACS participated with GSFC in distance testing using iSCSI technology.
That effort involved a Linux box at UMIACS routed through a Cisco SN5420 at GSFC to
the associated storage assets. This time for comparison, one of the two loaner Nishan
units was moved to UMIACS (figure 8). Nishanto-Nishan communication was
established using the MAX network. /Ozone benchmarks were performed building a
native ext2 file system on GSFC storage from an UMIACS resident Linux host.
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Figure8 - GSFC - UMIACS Configuration
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Impressions
Moving and establishing the Nishan to UMIACS connection was relatively simple.

Network logistics provided the only significant obstacles.  Getting the Nishan
configuration tools functioning in a new environment posed a minor nuisance. Only
certain browser/host combinations will run the Element Manager GUI. Secondly, UMD,
except in specific instances, blocks SNMP which led to establishing a virtual private
network (VPN) for remote access to both Element Manager and SANvergence.

Performing /Ozone testing with random data yielded the following results (Table 1) for
one, two, four and eight threaded operations. These results are for an MTU size of 1500
and a negligible rtt as registered by the Nishans.

Table1 - Results

FW, Comp No FW, No Comp
Threads Write Read Write Read
one 12.8 9.5 38.6 14.1
two 12.9 11.7 473 19.8
four 12.8 11.6 28.9 20.6
eight 12.8 11.6 59.8 25.8

Given the near zero rtt, the boxes ran best with both Fast Write and compression
disabled. As noticed in other testing involving the Nishan, compression processing
effectively halves the bandwidth in applications involving small rtts. The eight threaded
write, 59.8 MB/sec, saturated the network given the available bandwidth, as measured by
nuttcp [12], was 56.2MB/sec. Reads topped out at 25.8MB/sec. Single threaded /Qzone
tests saw 38.6MB/sec writes and 14.1MB/sec reads. As it turns out, the WAN connection
at UMIACS end is not full GE but rather a fractional allocation of a full GE. By
comparison to historical data, single threaded iSCSI operations using Imdd yielded 18MB
writes and 12MB reads.

Future Testing

Additional tests to be conducted include:

* Increase network bandwidth between GSFC and UMIACS to a full GE and
reevaluate Nishan performance. Given the almost negligible rtt, a significant
performance jump is anticipated.

* Connect storage to the UMIACS Nishan then test reads and writes originating at
GSFC.

» Exercise the UMIACS-to-SDSC connection and compare to the GSFC-to-SDSC
results.
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3.3.2.2. SDSC
Testing with SDSC (figure 9) leveraged the in-place, SDSC Series 4000 switch. WAN
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Figure 9— SDSC Configuration

connection used the Abilene backbone with MAX as the local hopping off point for
GSFC. /Ozone benchmarks were performed building a native ext2 file system on SDSC
Sun storage from a GSFC resident Linux host.

Impressions

Set-up was straightforward with only the expected configuration items to be dealt with,
namely network routing and allocating the appropriate zones, resolving SAN IDs, etc.
However, the switches could not be made to operate in the jumbo frame (MTU=4096)
mode, although the network was theoretically configured for such operation. It was
learned though trial and error that manually forcing the MTU setting to 4096 can result in
very erratic behavior of the link including complete lock up. The next two graphs
(figures 10 and 11) illustrate performance as a function of the various Nishan settings for
random versus static data.
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The following data (Table 2) compares actual results of the GSFC-to-SDSC connection
with test data using the NIST simulator with an equivalent rtt of 70msec. In both cases,
Fast Write and compression are turned on. Note fair agreement in the data despite the
difference in MTU sizes. The suspicion is that the rtt impact on the SCSI command
interchange dilutes the performance gains of jumbo frames.

Table2 - Results

GSFC => GSFC  |GSFC => SDSC
rtt delay => 70msec |rtt actual => 70msec
MTU => 4096 MTU => 1500

Threads | Write Read Write Read
one 13.1 5.6 11.6 6.0
two 13.1 11.5 13.1 8.2
four 13.1 12.5 12.7 8.0

Future Testing
Additional tests to be conducted include:

* Get jumbo frames (MTU=4096) working between GSFC and SDSC then
reevaluate performance and compare to delay numbers. Determine if the jump in
performance was an anomaly related to the NIST emulator.

» Exercise link in opposite direction — server/host at SDSC and storage at GSFC.

* Exercise the SDSC-to-UMIACS connection and compare to SDSC-to-GSFC
results.

3.3.23. NCSA
The IP connection with NCSA (figure 12) was accomplished using a pair of LightSand +
8100s. As with SDSC, WAN connection used the Abilene backbone with MAX as the

local hopping off point for GSFC. /Ozone benchmarks were performed building a native
ext2 file system on NCSA DataDirect storage from a GSFC resident Linux host.
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Impressions

Initial st-up was time consuming because of the learning curve of dealing with the
LightSand equipment and establishing the network connection between GSFC and
NCSA. The LightSands required that the Brocade 3800 switches be at the 3.1 firmware
level In addition, the command "portcfgisimode <port>,1" also had to be issued to the
Brocades so that the switch ports connected to the 8100s would get the R RDY set. An
inordinate amount time was spent trying to determine why the SANman GUI would not
execute properly from a remote workstation (off campus with respect to GSFC). As it
turns out, NASA blocks external pings from open networks and the first thing the
LightSand GUI requires is a successful ping to make sure the connection is in place.
Once properly configured, the DataDirect Networks storage at NCSA was easily
configured and accessed. Using the same /Ozone script as before, the following results
(Table 3) where obtained for native, ext2 file transfers.

Table3 - Results

rtt => 30msec 1MB block
Linux Host 1
Threads Write Read
one 37.0 12.1
two 37.5 28.9
four 37.3 35.6
eight 37.3 36.2

These numbers are consistent with the theoretical maximums as predicted by the
TimeCalc utility provided with the SANman. An interesting although not perfect
comparison is the 35msec rrt numbers obtained using the NIST Net network emulator
and Nishan switches. The best results with Fast Write and Compression turned off, was
26MB/sec writes and 20 MB/sec reads. It seems fair to presume, that running the
Nishans in the “auto” compression mode may have improved those results.

Future Testing
Additional tests to be conducted include:

» Exercise link in opposite direction — server/host at NCSA and storage at GSFC.
* Get raw bandwidth numbers for the GSFC to NCSA link using nuttcp.

4. Operational Users

As to what might seem like a sidebar to the major thrust of the evaluation, the search for
a relevant application of this technology, a geographically distributed file system,
continues. Two GSFC groups, the Scientific Visualization Studio (SVS) and the
Advanced Data Grid (ADG) Project, are currently being pursued to provide on-campus
operational proof of the various connectivity schemes. The plan is to also involve
UMIACS, SDSC and NCSA in relevant application demonstrations.
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4.1. Scientific Visualization Studio

The GSFC SVS has a need for approximately 1 TB of storage to use as an animation
"scratch" area. The content/data to be stored will be scientific visualization animation
frames in both HDTV and NTSC resolutions, and MPEG-1 and MPEG-2 movies in
various resolutions from web to HDTV. Relatively fast (high bandwidth) access to such
volumes is required, including constantly writing frames, various types of processing
(read/write) of frames, and streaming frames from this volume to the local SVS
workstations for animation preview. A Linux server in the SVS has an FC connection to
the SAN Pilot.

4.2. Advanced Data GRID Prototype

In conjunction with NASA Ames, the ADG prototype is a new initiative that intends to
leverage the availability of Landsat data The mechanism for making the data available is
the SAN Pilot connected to a Sun 3800 located on the GSFC campus.

5. Supporting Technologies

Other technologies are being evaluated to ease the administrative burden of SANs as well
improve the performance of the chosen data transport mechanism. The list includes SAN
management software and a new generation of network interface (NIC) cards. Also, the
evolution of network attached storage (NAS) is also being monitored.

5.1. SAN Management Software

With the emphasis on connecting operational users, part of the testing has focused on
SAN management software and tools. The goal is to acquire a tool or suite of tools that
enables efficient monitoring of the SAN health and utilization as well as providing for
asset allocation and administration. A mechanism is needed that readily discovers SAN
components and provides a topology view of the infrastructure.

Four such tools have been installed and evaluated:
*  BrightStor™ SAN Manager by Computer Associates International, Inc.
* SANavigator® by SANavigator, Inc. a subsidiary of McData Corporation
* SANScreen by Onaro, Inc.
* Fabric Manager and WEB TOOLS by Brocade Communications Systems, Inc.

The shortcoming of all such products seems to be coverage of all the needed versions of
operating systems, and storage and interface devices, something not usually supported.
Recognizing the new breed of FC and FC related products, such as Nishan and LightSand
boxes, is sporadic as well. No one product seems to do it all. Not tested but briefed was
a StorageAuthority™ Suite from ApplQ, Inc. It possesses some very rich capabilities
worthy of consideration. In the meantime, SANScreen was purchased and installed. It
will be important to observe how the product deals with a heterogeneous, near
operational environment with ever evolving security constraints.

135



5.2.NIC Evaluation

This testing is most relevant to iSCSI connected hosts. The plan is for parametric
evaluation of generic NICs versus TCP Off-Load Engine (TOE) NICs and TOE 1SCSI
NICs. It will be key to measure end-to-end throughput performance and CPU utilization
on hosts with different processor speeds. The intent is to include cards from multiple
manufacturers such as Intel, Adaptec, and Alacritech. Testing is underway but not yet
completed. So far, getting the basic set-up configured and operational is proving to be a
challenge.

6. Summary

In retrospect, the testing permutations became formidable when the multiple locations,
potential rtt, equipment configurations and settings are factored in. As a result, only a
subset of possible hardware and software combinations were actually exercised.
However, the size of the data sampling does not adversely impact the overall evaluation
of the products. Evaluating IP devices has been an educational process punctuated by
learning new jargon and redefining the concept of a SAN while dealing with the
unavoidable reality of the hardware and software incompatibilities, typical of emerging
technology. This class of product is mainly deployed in disaster recovery applications as
opposed to file system applications. As a result, empirical data for comparison was not
readily available, leaving conversations and paper exercises as the basis for determining
the validity of the collected data. A better understanding of theoretical maximums as
they relate to SCSI transfers as a function of rtt versus the selected FC-IP protocol (FCIP
or 1iFCP) is needed.

The vendor products behaved admirably with one significant, non-performance concern.
Security features were found to be lacking from a device management perspective — no
secure login, clear text passwords, etc. To circumvent such shortfalls during the testing,
network routing was altered and access lists were incorporated to minimize the perceived
vulnerabilities. Also, a desirable feature available at the data level for iSCSI is host
authentication by the IP interface. The following table (Table 4) presents a qualitative
review of the Nishan and LightSand equipment:
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Table4 — Findings Summary

IP Device Pros Cons
General * Perform as advertised. * Minimal security.

* Operationally fairly * No ssh.
intuitive. * No CLI standard

* Both GUI and CLI * Redundant, conflicting
management options. naming conventions.

* Administrator defined level | e Proprietary, same vendor
of SAN merging/isolation. product required at both ends

of the WAN connection.

* High skill level to configure,
etc., multiple talents involved.

* Incompatibilities, version
issues, etc. reminiscent of the
early days of FC.

Nishan 3000 * Built in performance graphs. | ¢ Passwords in clear text.

* Good statistical info.

LightSand +8100 | * Companion applications that | ¢ IP routes cleared by reboots.

provide data analysis. * Difficult to save and compare

configurations.

A sidebar to the qualitative aspects of the testing is that the majority of configuration,
benchmarking, etc. was done remotely from third party locations, not at any of the
centers. Besides the obvious advantage of permitting geographic flexibility for the testers
and vendors, it had the interesting side effect of revealing obstacles to deploying such a
methodology for an operational IP based SAN. In place site security procedures and
firewalls had to be acknowledged and understood. Blocked ports and disabled
functionality had to be navigated. Such activity led to a greater understanding of the
equipment and what changes would be welcomed in the products.

Certainly at one level the objective of the testing was met — to gain experience with data
over IP devices. Understanding the requirements being levied against a proposed SAN
has always been critical, but the extra layer of configuration encountered installing FC-I1P
devices makes such planning even more necessary. There is the usual FC zoning at the
local SAN level but in addition, bridging disparate SANs requires designating which
components — servers, storage, etc. — will be mutually shared by the co-joined SANs.
This two-step mechanism, while adding to the rigor, ensures isolation and privacy of the
local SAN while allowing the sharing of mutually agreed to assets. Plans fell short in
terms of evaluating a geographically distributed file system (SNFS and/or CXFS)
encompassing GSFC, UMIACS, SDSC and NCSA, an outcome planned to be rectified in
the near future. These file systems have centralized agents that control their overall
operation. It will be interesting to track data movement performance (throughput) as a
function of where in the topology the agent is located and the latencies incurred in
accessing it.

137



Acknowledgements

The author wishes to acknowledge the following individuals for their contributions: Bill
Fink, Paul Lang, WetLi Liu and Aruna Muppalla at NASA GSFC; Bryan Bannister and
Nathaniel Mendoza at SDSC; Chad Kerner at NCSA; and Fritz McCall at UMIACS.
Gratitude is also extended to the vendor community for their rich support.

References

[1]

[2]
[3]

[4]
[5]
[6]
[7]
[8]

[9]

[10]
[11]
[12]

Hoot Thompson, Curt Tilmes, Robert Cavey, Bill Fink, Paul Lang, Ben Kobler;
Architectural Considerations and Performance Evaluations Of Shared Storage
Area Networks at NASA Goddard Space Flight Center; Twentieth IEEE/Eleventh
NASA Goddard Conference on Mass Storage Systems & Technologies; April 7-
10, 2003.

http://www.npaci.edu/DICE/SRB/

J. P. Gary; Research and Development of High End Computer Networks at
GSFC, Earth Science Technology Conference, College Park, MD; June 24-26,
2003.

http://www.maxgigapop.net/

http://abilene.internet2.edu/

Maximizing Utilization of WAN Links with Nishan Fast Write; Nishan Systems.
FAQ on Nishan Systems’ Compression Technology; Nishan Systems.

Phil Andrews, Tom Sherwin, Bryan Bannister; A Centralized Data Access Model
for Grid Computing; Twentieth IEEE/Eleventh NASA Goddard Conference on
Mass Storage Systems & Technologies; April 7-10, 2003.
http://www.bitmover.com/Imbench/

http://www.10zone.org

http://snad.ncsl.nist.eov/itg/nistnet/
ftp://ftp.lcp.nrl.navy.mil/pub/nuttcp/beta/nuttcp-vs.1.1.c

138



File System Workload Analysis For Large Scale Scientific Computing
Applications

Feng Wang, Qin Xin, Bo Hong, Scott A. Brandt, Ethan L. Miller, Darrell D. E. Long
Storage Systems Research Center
University of California, Santa Cruz
Santa Cruz, CA 95064
{cyclonew, gxin, hongbo, sbrandt, elm, darrell} @cs.ucsc.edu
Tel +1 831-459-4458
Fax +1 831-459-4829

Tyce T. McLarty
Development Environment Group/Integrated Computing and Communications
Lawrence Livermore National Laboratory
Livermore, CA 94551
{tmclarty @lInl.gov}
Tel +1 925-424-6975
Fax +1 925-423-8719

Abstract

Parallel scientific applications require high-performance I/O support from underlying file systems.
A comprehensive understanding of the expected workload is therefore essential for the design of
high-performance parallel file systems. We re-examine the workload characteristics in parallel com-
puting environments in the light of recent technology advances and new applications. We analyze
application traces from a cluster with hundreds of nodes. On average, each application has only one
or two typical request sizes. Large requests from several hundred kilobytes to several megabytes
are very common. Although in some applications small requests account for more than 90% of all
requests, almost all of the I/O data are transferred by large requests. All of these applications show
bursty access patterns. More than 65% of write requests have inter-arrival times within one millisec-
ond in most applications. By running the same benchmark on different file models, we also find that
the write throughput of using an individual output file for each node exceeds that of using a shared
file for all nodes by a factor of 5. This indicates that current file systems are not well optimized for
file sharing.

1. Introduction

Parallel scientific applications impose great challenges on not only the computational speeds but also
the data-transfer bandwidths and capacities of I/O subsystems. The U.S. Department of Energy Ac-
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celerated Strategic Computing Initiative (ASCI) projects computers with 100 TeraFLOPS, I/O rates
of 50-200 gigabytes/second, and storage system capacities of 0.5-20 PB in 2005. The projected
computing and storage requirements are estimated to 400 TeraFLOPS, 80-500 gigabytes/second,
and 3-20 PB in 2008 [2]. The observed widening disparity in the performance of I/O devices,
processors, and communication links results in a growing imbalance between computational per-
formance and the I/O subsystem performance. To reduce or even eliminate this growing I/O per-
formance bottleneck, the design of high-performance parallel file systems needs to be improved to
meet the I/O requirements of parallel scientific applications.

The success of file system designs comes from a comprehensive understanding of I/O workloads
generated by targeted applications. In the early and middle 1990s, significant research efforts were
focused on characterizing parallel I/O workload patterns and providing insights on parallel system
designs [1, 4, 7, 14]. The following decade has witnessed significant improvements in computer
hardware, including processors, memory, communication links, and I/O devices. At the same time,
systems are scaling up to match the increasing demands of computing capability and storage capac-
ity. This advance in technologies also enables new scientific applications. Together these changes
motivate us to re-examine the characteristics of parallel I/O workloads a decade later.

In our research, we traced the system I/O activities under three typical parallel scientific applica-
tions: the benchmark ior2 [6], a physics simulation, fI, running on 343 nodes, and another physics
simulation, m/, running on 1620 nodes. We study both static file system and dynamic I/O workload
characteristics. We use the results to address the following questions:

What were the file sizes? How old were they?

How many files were opened, read, and written? What were their sizes?
How frequent were typical file system operations?

How often did nodes send I/O requests? What were the request sizes?
What forms of locality were there? How might caching be useful?

Did nodes share data often? What were the file sharing patterns?

How well did nodes utilize the I/O bandwidth?

The remainder of this paper is organized as follows: a brief overview of the related work is given
in Section 2. We then describe the tracing methodology in Section 3 and present our results in
Section 4. Finally, we conclude our paper in Section 5.

2. Related Work

The I/O subsystem has been a system performance bottleneck for a long time. In parallel scientific
computing environments, the high I/O demands make the 1/O bottleneck problem even more severe.
Kotz and Jain [3] surveyed impacts of I/O bottlenecks in major areas of parallel and distributed
systems and pointed out that I/O subsystem performance should be considered at all levels of system
design.

Previous research showed that the I/O behavior of scientific applications is regular and predictable [7,
9]. Users have also made attempts to adjust access patterns to improve performance of parallel file
systems [13].
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There are several studies on file system workload characterizations in scientific environments [1,
4,7, 8, 11]. They have shown that file access patterns share common properties such as large file
sizes, sequential accesses, bursty program accesses, and strong file sharing among processes within
a job. A more recent study [14] showed that applications use a combination of both sequential and
interleaved access patterns and all I/O requests are channeled through a single node when applica-
tions require concurrent accesses; we observe similar phenomena in one of the applications under
our examinations.

Pasquale and Polyzos [9] found that the data transfer rates ranges from 4.66 to 131 megabytes/sec
in fifty long-running large-scale scientific applications. They also demonstrated that the the /O
request burstiness is periodic and regular [10].

Baylor and Wu [1] showed that the I/O request rate is on the order of hundreds of requests per sec-
ond; this is similar to our results. They also found that a large majority of requests are on the order
of kilobytes and a few requests are on the order of megabytes; our results differ in this regard.

Previous research has mainly investigated scientific workloads in the 1990’s, although technology
has evolved very quickly since then. We observed changes in large-scale scientific workloads, in
our study, and provided guidelines for future file system designs based on a thorough understanding
of current requirements of large-scale scientific computing.

3. Tracing Methodology

All the trace data in this study was collected from a large Linux cluster with more than 800 dual
processor nodes at the Lawrence Livermore National Laboratory (LLNL). A development version
of Lustre Lite [12] is employed as the parallel file system and the Linux kernel in use is a variant of
2.4.18.

3.1. Data Collection

Tracing I/O activities in large scale distributed file systems is challenging. One of the most critical
issues is minimizing the disturbance of tracing on the system behaviors. A commonly-used method
is to develop a trace module that intercepts specific I/O system calls—a dedicated node in the cluster
collects all trace data and stores them to local disks.

However, due to time limits, we chose a simpler approach: we employed the strace utility with
parameters tuned for tracing file-related system calls. The trace data are written to local files. We
rely on the local host file systems to buffer trace data.

This approach has two shortcomings: first, strace intercepts all I/O-related activities, including
parallel file system, local file system, and standard input/output activities. This results in relatively
large data footprint. Second, the strace utility relies on the local file system to buffer traced data.
This buffer scheme works poorly when the host file system is under heavy I/O workloads. In such a
scenario, the host system performance might be affected by the frequent I/Os of the traced data.

However, the strace utility greatly simplifies the tedious data collection process to a simple shell
script. More importantly, the shortcomings mentioned above were not significant in our trace col-
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Table 1. The ASCI Linux Cluster Parameters

Total Nodes (IBM x355) 960
Compute Nodes 924
Login Nodes 2
Gateway Nodes 32
Metadata Server Nodes 2
Processor per Nodes (Pentium 4 Prestonia) 2
Total Number of Processors 1920
Processor Speed (GHz) 2.4
Theoretical Peak System Performance (TFlops) 9.2
Memory per Node (GB) 4
Total Memory (TB) 3.8
Total Local Disk Space (TB) 115
Nodes Interconnection Quadrics Switch

lection because of the large 1/0 requests and the relatively short tracing periods. As we discuss in
Section 4, I/O requests in such a large system are usually around several hundred kilobytes to several
megabytes. Even in the most bursty 1/O period, the total number of I/Os per node is still around tens
of requests per second. Up to one hundred trace records will be generated on each node per second
on average. Buffering and storing these data only has a slight impact on the system performance.
Moreover, instead of tracing the whole cluster, we only study several typical scientific applications.
Those applications are usually composed of two stages: the computation phase and the I/O phase.
The typical I/O stage ranges from several minutes to several hours. During this period, each node
usually generates several hundred kilobytes of trace data, which can be easily buffered in memory.

3.2. Applications and Traces

All of the trace data were collected from the ASCI Linux Cluster in Lawrence Livermore National
Laboratory. This machine is currently in limited-access mode for science runs and file system
testing. It has 960 dual-processor nodes connected through a Quadrics Switch. Two of the nodes
are dedicated metadata servers and another 32 nodes are used as the gateways for accessing a global
parallel file system. The detailed configuration of this machine is provided in table 1 [S]. We traced
three typical parallel scientific applications during July, 2003. The total size of the traces is more
than 800 megabytes.

The first application is a parallel file system benchmark, ior2 [6], developed by LLNL. It is used for
benchmarking parallel file systems using POSIX, MPIIO, or HDF5 interfaces. Basically it writes
a large amount of data to one or more files and then reads them back to verify the correctness of
the data. The data set is large enough to minimize the operating system caching effect. Based
on different file usages, we collected three different benchmark traces, named ior2-fileproc, ior2-
shared, and ior2-stride, respectively. All of them ran on a 512-node cluster. ior2-fileproc assigns an
individual output file for each node, while ior2-shared and ior2-stride use a shared file for all the
nodes. The difference between the last two traces is that ior2-shared allocates a contiguous region
in the shared file for each node, while ior2-stride strides the blocks from different nodes into the
shared file.
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The second application is a physics simulation run on 343 processes. In this application, a single
node gathers a large amount of data in small pieces from the others nodes. A small set of nodes then
write these data to a shared file. Reads are executed from a single file independently by each node.
This application has two I/O-intensive phases: the restart phase, in which read is dominant; and the
result-dump phase, in which write is dominant. The corresponding traces are named fI-restart and
fl-write, respectively.

The last application is another physics simulation which runs on 1620 nodes. This application use
an individual output file for each node. Like the previous application, it also has a restart phase and a
result-dump phase. The corresponding traces are referred as mi-restart and m1-write, respectively.

3.3. Analysis

The raw trace files required some processing before they could be easily analyzed. Some unrelated
system calls and signals were filtered out. Since each node maintained its own trace records, the raw
trace for each application is composed of hundreds of individual files. We merged those individual
files in chronological order. Thanks to the Quadrics switch, which has a common clock, the traced
time in those individual trace files was globally synchronized. Our analysis work, such as request
inter-arrival time, have been greatly simplified by sorting all requests into a chronologically sorted
trace file.

A good understanding of file metadata operation characteristics is important, however, our traces
are not large enough to capture general metadata access patterns. Therefore, we focus more on file
data I/O characterization in the following section.

4. Workload Characteristics

We present the characteristics of the workloads, including file distributions and I/O request prop-
erties. We study the distributions of file size and lifetimes and show the uniqueness of large-scale
scientific workloads. We focus on three typical applications as described in Section 3.2 and examine
the characteristics of I/0 requests, such as the size and number of read and write requests and the
burst and the distribution of I/O requests on various nodes.

4.1. File Distributions

We collected file distributions from thirty-two file servers that were in use for the ASCI Linux cluster
during the science runs phase. Each file server has storage capacity of 1.4 terabytes. The file servers
were dedicated to a small number of large-scale scientific applications, which provides a good model
of data storage patterns. On average, the number of files on each file server was 350,250, and each
server stored 1.04 terabytes of data, more than 70% of their capacity. On most of the file servers, the
number and capacity of files are similar except for five file servers. Table 2 displays statistic values
of the number and capacity of files on these servers, including mean, standard deviation (std. dev.),
median, minimum (min) and maximum (max).

Figure 1(a) presents file size distributions by number and file capacity. The ranges of file sizes
are sampled from 0-1 Byte to 1-2 Gigabytes. Some of the partitions were merged due to space
limitations. We observed that over 80% of the files are between 512 kilobytes and 16 megabytes in
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Table 2. File Numbers and Capacity of the 32 File Servers

Number Capacity

mean 305,200 1044.33 GB
standard deviation 75,760 139.66 GB
median 305,680 1072.88 GB
minimum 67,276 557.39 GB
maximum 605,230 1207.37 GB
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Figure 1. Distribution of Files

size and these files accounted for over 80% of the total capacity. Among various file size ranges,
the most noticeable one is from 2 megabytes to 8 megabytes: about 61.7% of all files and 60.5% of
all bytes are in this range.

We divided file lifetimes into 9 categories: from 0-1 day to 52 weeks and older. As illustrated in
figure 1(b), 60% of the files and 50% of the bytes lived from 2 weeks to 8 weeks, while 6.6% of the
files and 7.3% of the bytes lived less than one day. The lifetime of the traced system is about 1 year
so no files lived longer than 52 weeks.

4.2. 1/0O Request Sizes

Figure 2 shows the cumulative distribution function of request sizes and request numbers. Since
all three ior2 benchmarks have identical request size distributions, we only show one of them. As
shown in Figure 2(a), ior2 has only an unique request size of around 64 kilobytes.

Figure 2(b) shows the write request size distribution of the result-dump stage in the physics simu-
lation, f1. Almost all the write requests are smaller than 16 bytes, while almost all the I/O data are
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Figure 2. Cumulative Distribution Functions (CDF) of the Size and the Number of I/O
Requests (X axis-logscale). The read num and write num curves indicate the fraction of
all requests that is smaller than the size given in X axis. The read size and write size
curves indicate the fraction of all transferred data that live in requests with size smaller
than the value given in the X axis.

transferred in the requests with sizes larger than one megabyte. This turns out to be a common I/O
pattern of scientific applications: a master node collects small pieces of data from all computing
nodes and writes them to data files, which results in a huge number of small writes. Other nodes
read and write these data files in very large chunks then. There are so few read requests in the result-
dump stage and write requests in the restart stage that we actually ignore the read request curves in
figure 2(b) and the write request curves in figure 2(c).

Figure 2(d) and figure 2(e) show the same write request distribution in the restart and result-dump
stages of the physics simulation, m/. The two spikes in the write num curves indicate two major
write sizes: 64 kilobytes and 1.75 megabytes, respectively. Each of them accounts for 50% of all
write requests. More than 95% of the data are transfered by large requests, which is also shown in
Figures 2(d) and 2(e). Reads in m/ are dominated by small requests less than 1 kilobytes. However,
a small faction (less than 3%) of 8 kilobyte requests still accounts for 30% of all read data transfer.
This is similar to the read distribution in Figure 2(e): only 5% of the read requests contribute to 90%
of all data read.
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4.3. I/0 Accesses Characteristics

Figure 3-5 show I/O accesses characteristics over time. The resolution for these figures is 1 second
except figure 4(a), which uses a resolution of 50 seconds. Figure 3 shows that the request number
distribution and the request size distribution are almost identical in ior2 due to the fixed size re-
quests used in those benchmarks. The ior2-fileproc benchmark, using the one-file-per-node model,
presents the best write performance. Up to 150,000 write requests per second, totaling 9 gigabytes
per second, are generated by the 512 nodes. However, the ior2-shared and ior2-stride benchmarks
can only achieve 25,000 write requests per second, totaling 2 gigabytes per second. These two
benchmarks use the shared-region and the shared-stride file model, respectively. We believe that
the performance degradation is caused by the underlying file consistency protocol. This result is
somewhat counterintuitive. The shared-region file model appears to be similar to the one-file-per-
node model because the contiguous regions in the former can be analogous to the separate files in
the latter. Therefore, their performance should be comparable as well. The severe performance
degradation implies that the shared-file model is not optimized for this scenario.

After a write, each node reads back another node’s data as soon as it is available. The gaps between
the write and read curves in each sub-figure reflect the actual I/O times. Obviously, the ior2-fileproc
benchmark demonstrates much better performance: only 10 seconds are used in this model, while
more than 20 seconds are needed to dump the same amount of data when using the shared file model.
Since reads must be synchronous, we can easily figure out the file system read bandwidth from the
read size curve. The ior2-fileproc and ior2-shared benchmarks have comparable read performance.
However, the ior2-stride has the worst read performance, which is only 100 megabytes per second
for 512 nodes. This result is not surprising: the stride data layout in shared files limits the chances
of large sequential reads.

Figure 4 shows the I/O access pattern of the application fI. As we mentioned before, fI-write has
very few reads and fI-restart has very few writes. Therefore, we can ignore those requests in the
corresponding figures. In Figure 4(a), we chose a resolution of 50 seconds because it becomes
unreadable if we use finer time resolutions. The spike of the write-num curve is caused by the
activities of the master node to collect small pieces of data from other computing nodes. At its peak
time, nearly 1 million file system requests are issued per second. However, due to the very small
request size (8 to 16 bytes), this intensive write phase contributes negligable amounts of data to the
overall data size. In the rest of the application, large write requests from 48 nodes dominate the
I/0O activities. Requests are issued in a very bursty manner. Figure 4(b) zooms in a small region of
Figure 4(a) by 1 second resolution. It shows that sharp activity spikes are separated by long idle
periods. At the peak time, up to 120 megabytes per second of data are generated by 48 nodes. In
the restart phase of f1, read requests become dominant. However, both the number and the data size
of read requests are small compared to those in the write phase.

Figure 5 presents the I/0 access pattern of the physics application m/. It demonstrates very good
read performance: nearly 28 gigabytes per second bandwidth can be achieved by 1620 nodes, thanks
to the large read size (1.6 megabytes — 16 megabytes). Like f1, its write activities are also bursty.
We observed that the write curves have similar shapes in figure 5. They all begin with a sharp spike
followed by several less intensive spikes. One possible explanation is that the file system buffer
cache absorbs the coming write requests at the begin of the writes. However, as soon as the buffer
is filled up, the I/O rate drops to what can be served by the persistent storage.
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4.4. 1/0 Burstiness

To study I/O burstiness, we measure I/O request inter-arrival times. Figure 6 shows the cumulative
distribution functions (CDF) of I/O request inter-arrival times. Note that the x-axis is in the loga-
rithmic scale. Write activities are very bursty in the ior2 benchmarks and the f7 application: over
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65—-100% of write requests have inter-arrival times within 1 millisecond. In ior2 and f7, most of the
write activities are due to memory dump and I/O nodes can issue write requests quickly. However,
write activities on m/ are less intensive than those on ior2 and f/

On the other hand, read requests are generally less intensive than write requests because reads are
synchronous. In particular, Figure 6(c) indicates that ior2 under shared-strided files suffers low read
performance, as described in Section 4.3. In this scenario, data are interleaved in the shared file and
read accesses are not sequential.

4.5. 1/0 Nodes

In this section, we study the distributions of I/O request sizes and numbers over nodes, as shown in
Figure 7. For the ior2 benchmarks, read and writes are distributed evenly among nodes, as shown
in Figures 7(a) and 7(b), because each node executes the same sequence of operations in these
benchmarks.

In the physics application f/, a small set of nodes write gathered simulated data to a shared file.
Therefore, only a few nodes have significant I/O activity in their write phase and most of the trans-
fered data are from large write requests (14% of the write requests), as shown in Figures 7(c)
and 7(d). There is little read activity in the write phase. However, read requests are evenly dis-
tributed among nodes in the restart phase and their sizes are around 1 megabyte, as shown in Fig-
ures 7(e) and 7(f). There is little write activity in the restart phase.

In the restart and write phases of the physics application m/, I/O activity is well balanced among
nodes, as shown in Figures 7(g)-7(j). We also observe significant write activity in the restart phase.
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Table 3. File Open Statistics

Overall Number of File Opens

Applicatons Read/Write  Read
ior2 6,656 5,121
f1-write 3,871 6,870
f1-restart 3,773 6,179
ml-restart 17,824 22,681
ml-write 17,824 21,061

Number of Data File Opens

Write Read/Write Read Write
0 1,024 0 0

718 98 10 34

0 0 343 0
12,940 0 1,620 12,960
12,960 0 0 12,960
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Figure 7. Cumulative Distribution Functions (CDF) of the Size of I/O Requests over
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Table 4. Operations During File Open

Avg. open time Avg. 10s per Open  Avg. 10 Size per Open

Applications Overall DataFile Overall Data File Overall Data File
ior2-fileproc 0.4 sec 4.5 sec 44 .4 512.0 2.8 MB 32.8 MB
ior2-shared 0.7 sec 5.2 sec 44 .4 512.0 2.8 MB 32.8 MB
ior2-stride 7.6 sec  26.57 sec 44.4 512.0 2.8 MB 32.8 MB
f1-write 20.2 sec  504.9 sec 14.8 142161 24 MB 3993.5 MB
f1-restart 0.02 sec 0.1 sec 0.5 1 <<1MB <<1MB
ml-restart 1.2 sec 3.9 sec 42 15.3 3.7MB 8.5 MB
ml-write 1.2 sec 2.4 sec 4.3 17 3.1 MB 6.5 MB

4.6. File Opens

In this section, we study the file open patterns of the applications. We use the term data files to refer
to those files that actually store results dumped from applications.

In all applications, files tend to be opened as read/write or read-only. We only observe significant
write-only files in the physics application m1, as shown in table 3. However, the data files are
opened either read-only or write-only except for the benchmark ior2. The open operations on the
data files only account for a small portion of the overall files opened. Given the fact that the data
file operations dominate the overall I/O, the small number of data file opens implies longer open
time and more I/O operations during each open. As listed in table 4, the open duration of data files
ranges from several seconds to several hundred seconds, which is typically 2 to 20 times longer than
overall file open durations. The average number of operations and the size of data files on each open
operation are also much larger than those on the overall files. For example, up to 400 MB data are
transferred during each data file open in physical application fI-write.

5. Conclusion

In this study, we analyze application traces from a cluster with hundreds of processing nodes. On
average, each application has only one or two typical request sizes. Large requests from several
hundred kilobytes to several megabytes are very common. Although in some applications, small
requests account for more than 90% of all requests, almost all of the I/O data are transferred by
large requests. All of these applications show bursty access patterns. More than 65% of write
requests have inter-arrival times within one millisecond in most applications. By running the same
benchmark on different file models, we also find that the write throughput of using an individual
output file for each node exceeds that of using a shared file for all nodes by a factor of 5. This
indicates that current file systems are not well optimized for file sharing. In all those applications,
almost all I/Os are performed on a small set of files containing the intermediate or final computation
results. Such files tend to be opened for a relatively long time, from several seconds to several
hundred seconds. And a large amount of data are transferred during each open.
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Abstract

The advances in network technology and the growth of
the Internet together with upcoming new applications like
peer-to-peer (P2P) networks have led to an exponential
growth of the stored data volume. The key to manage this
data expl osion seems to be the consolidation of storage sys-
tems inside storage area networks (SANs) and the use of a
storage virtualization solution that is able to abstract from
the underlying physical storage system.

In this paper we present the first measurements on an
out-of-band storage virtualization system and investigate
its performance and scalability compared to a plain SAN.
We show in general that a carefully designed out-of-band
solution has only a very minor impact on the CPU usage
in the connected servers and that the metadata manage-
ment can be efficiently handled. Furthermore we show that
the use of an adaptive data placement scheme in our vir-
tualization solution V:Drive can significantly enhance the
throughput of the storage systems, especially in environ-
ments with random access schemes.

1. Introduction

The advances in networking technology and the growth
of the Internet have enabled and accel erated the emergence
of new storage consuming applications like peer-to-peer
(P2P) networking, video-on-demand, and data warehous-
ing. The resulting exponential growth of the stored data
volumerequires anew storage architecture, while the man-
agement of the traditional, distributed direct attached stor-
age (DAYS) architecture has shown to be intractable from
a business perspective. The first step towards this new
storage architecture is the consolidation of the servers and
storage devices inside a storage area network (SAN). In a

*Partialy supported by the DFG Transferbereich 40 and the Future
and Emerging Technologies programme of the EU under contract number
|ST-1999-14186 (ALCOM-FT).
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SAN, the formerly fixed connections between storage and
servers are broken-up and both are attached to the high-
speed dedicated storage network. The introduction of a
storage area network can significantly improve the reliabil -
ity, availability, manageability, and performance of servers
and storage systems.

Nevertheless, it has been shown that the potential of a
SAN can only befully exploited with the assi stance of stor-
age management software, and here particulary with the
help of avirtualization system. Storage virtualizationis of -
ten seen as the key technology in the area of storage man-
agement. But what actualy is storage virtualization? A
good definition has been given by the Storage Networking
Industry Association SNIA [8]:

" [Storage virtualizationis] an abstraction of storagethat
separates the host view [from the] storage system imple-
mentation.”

This abstraction includes the physical location of a data
block as well as the path from the host to the storage sub-
system through the SAN. Therefore, it is not necessary that
the administrator of a SAN is aware of the distribution of
data elements among the connected storage systems. Gen-
erally, the administrator only creates a virtual volume and
assignsit to a pool of physical volumes, where each physi-
cal volume can be of different size. Then, afile systemor a
database can work upon this virtual volume and the virtu-
alization software provides a consistent allocation of data
elements on the storage systems. It is even possible that a
large number of virtual volumes share a common storage
pool.

Theuse of avirtualization environment has many advan-
tages compared to the traditional approach of assigning an
address space to afixed partition. The most obviousoneis
that avirtual disk can become much larger than the size of
asingledisk or even than asingle RAID-system [7]. When
using virtualization software, the size of a virtual disk is
only limited by the restrictions inherent to the operating
system and the total amount of available disk capacity.

Another important feature of virtualization softwareis a
much better utilization of disk capacity. It has been shown



that in the traditional storage model only 50% of the avail-
able disk space is used. The disk utilization can be in-
creased up to 80% through the central and moreflexible ad-
ministration of virtualization software. Thus, the required
storage capacity and, with it, the hardware costs of a stor-
age area network can be reduced significantly. Further-
more, virtualization software offers new degrees of flexi-
bility. Storage systems can be added to or removed from
storage pools without downtime, thus enabling a fast adap-
tation to new reguirements. These storage systems do not
have to be from a single vendor, so that the traditional
vendor-locking of customers can be avoided.

Virtualization software can be implemented as out-of-
band virtualization or in-band virtualization, inside the
storage subsystems, or as logical volume manager (LVM)
inside the hosts. In an out-of-band virtualization system,
the virtualization is done inside the kernel of the hosts and
all participating hosts are coordinated by one or more ad-
ditional SAN appliance. In this paper we will focus on the
analysis of our out-of-band solution V:Drive.

Chapter 2 of this paper introducesthe design of V:Drive.
In chapter 3 we present thefirst measurements on an out-of -
band storage virtualization system and investigate its per-
formance and scalability compared to a plain SAN. We
show that a carefully designed out-of-band solution has
only a very minor impact on the CPU usage in the con-
nected hosts and that the metadata management can be ef-
ficiently implemented. Furthermore we give evidence that
the use of an adaptive data placement scheme can signif-
icantly enhance the throughput of storage systems, espe-
cially in environmentswith random access schemes.

2. V:DriveDesign

In this chapter we will describe the design of our out-
of-band virtualization solution V: Drive. From the architec-
tural perspective, V:Drive consists of a number of coop-
erating components: one or more SAN appliances which
are responsible for the metadata management and the co-
ordination of the hosts (see section 2.2), the virtualization
engine inside the kernel of the hosts (see section 2.3), and
agraphical user interface (GUI).

From alogical point of view, V:Drive offers the ability
to cluster the connected storage devices into storage pools
that can be combined according to their age, speed, or pro-
tection against failures. Each storage pool hasits own stor-
age management policy describing individual aspects like
logical and physical block size or redundancy constraints.
A large number of virtual volumes can share the capacity
of asingle storage poal.

The capacity of each disk in astorage pool is partitioned
into minimum sized units of contiguous data blocks, so
called extents. The extent size need not be constant inside a
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storage pool and can change over time. In general, smaller
extents can guarantee better load balancing, while bigger
extents result in a smaller management overhead and less
disk head movements in case of sequential accesses. The
extents are distributed among the storage devices according
to the Share strategy which is able to guarantee an almost
optimal distribution of the data blocks across all participat-
ing disksin a storage pool (see Section 2.1).

2.1. The Share-Strategy

Any virtualization strategy depends on the underlying
datadistribution strategy. Such adistributionis challenging
if the system is allowed to contain heterogeneous storage
components. The main task of a distribution strategy is an
even distribution of data blocks and an even distribution
of requests among the storage devices. Therefore, it hasa
strong impact on the scal ability and the performance of the
SAN. It can be shown, that a static data placement scheme
is generally not ableto fulfill the given requirements.

We have developed a new adaptive distribution scheme
that has been implemented in V:Drive, caled Share-
strategy [2]. In this paper we will present Share with-
out data replication. Of course it is possible to support
replication inside Share, e.g. by a scheme proposed in
[4]. For other static and dynamic placement schemes, see
[6,3,4,5].

Share works in two phases. In the first phase, the algo-
rithm reduces the problem of mapping extents to heteroge-
neous disks to a number of homogeneous ones. The result
is a number of volumes which are equally likely to store
the requested extent. In the second phase, we use any dis-
tribution strategy that is able to map extents to equal sized
disks (seee.g. [6]).

The reduction phase is based on two hash functions i :
{1,..,M} = [0,1)andg : {1,...,N} — [0,1) whereM
isthe maximal number of extentsin the system and N isthe
maximal number of disks that are allowed to participate,
respectively.

A\

o) 9@ 9(2) 9(3)
0 h(b) 1
Figure 1. Hashing schemein Share

The reduction phase works as follows: Initialy or af-
ter every change in the system configuration, we map the



starting points of sub-intervals of certain lengthinto a[0,1)
interval using the hash function g. The length of these sub-
intervals I; corresponds to the capacity d; of disk i. To
ensure that the whole interval is covered by at least one
sub-interval we need to stretch each of the sub-intervals by
afactor s. In other words, the sub-interval I, starts at g(i)
andendsat (g(i) + s - d;) mod 1.

The extents are hashed into the same interval using h
where the quality of h ensures an even distribution of all
extents over the whole interval. Now, an extent can be ac-
cessed by calculating its hash value and then deriving all
sub-intervals that value fals into. Any efficient uniform
strategy can be applied to get the correct disk out of the
number of possible candidates. It can be shown that the
fraction of extents stored on a disk and the number of re-
queststo adisk are proportional to its capacity and that the
number of extent replacementsin case of any changein the
number or kind of disksis nearly minimal (see[2] for more
detail).

2.2. SAN Appliance and M etadata M anagement

To ensure a consistent view of the SAN and a proper
configuration of the hosts and storage devices, one or more
SAN appliances are connected to the SAN. The appliances
keep track of all necessary metadata structures. These
metadatainclude among others the partitioning of the stor-
age devices into storage pools and virtual volumes, access
rights of the hosts, and the allocation of extents on the stor-
age devices.

The metadata appliance consists of anumber of separate
modules which are arranged around the V:Drive database,
including the Disk-Agent, the Host-Interface, the Disk-
Manager, and the Administration Interface. The interface
to the database is standard SQL, implemented in many
commercial and free databases. All components of the ap-
pliance can be executed on a single machine or can runin
adistributed fashion.

Information about the state of the SAN are collected by
the Disk-Agent that is responsible for detecting disk parti-
tions and for finding changes in the system configuration.
Each newly detected suitable partition is labelled with a
unique ID and is made available by updating the database.

The Host-Interface is connected to the servers via Eth-
ernet/IP. A data transfer between a server and the host in-
terface is issued if the configuration of the SAN has been
changed, if the server has started and has to load its con-
figuration, or if the server accesses a virtual addressfor the
first time and hasto alocate an extent on the corresponding
disk.

If the configuration of the storage system changes, a
small number of extents has to be redistributed in order
to guarantee close to optimal performance. The Disk-
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Manager is responsible for this redistribution tasks. Af-
ter each change of a storage pool it checks each allocated
extent if it has to be relocated. In such a case, the extent
is moved online to its new location in a way that ensures
the consistency of the data before, during, and after the re-
placement process.

The administrator can access the metadata viathe graph-
ical user interface. The administration interface contains
al the necessary functionaity to manage enterprise wide
storage networks: administration of storage systems, stor-
age pools, and virtual devices, authentication and autho-
rization, security, and statistics.

2.3. Kernd Integration

The host software basically consists of a kernel module
which is linked to the operating system of the participat-
ing servers and some additional applications runninginthe
user space. Currently, modulesfor the Linux kernel 2.2 and
2.4 areavailable.

If a data block needs to be read from a virtual disk, the
file system generates a block /O request and passes it to
the kernel module where it is processed and transmitted to
the appropriate physical disk. To perform the transforma-
tion from avirtual addressto a physical address, the kernel
keepsall necessary information, like existing storage pools,
assignments of virtual and physical disksto the pools, stor-
age policies etc. These information are given to the kernel
initially or on-demand by the metadata server.

3. Resaults

In this section we will present the experimental results
of our virtualization approach. The test system consists of
two Pentium servers connected to an FC-AL array with 8
fibre channel disks. Both servershave 2 Pentium || proces-
sors with 450 MHz and 512 kilobyte cache. Furthermore,
they have local access to a mirrored disk drive containing
the operating system and all relevant management infor-
mation. Both servers run a Linux 2.4.18 kernel (Red Hat)
and use gec version 3.2.2 as the C compiler. The access to
the disksis enabled by a QL ogic gla2300 host bus adapter.
The FC-AL array consists of four 17 Gigabyte and four 35
Gigabyte fibre channel disks. They are connected with the
server viaan 1 Gigabit switch. Each disk is partitioned into
one partition covering the whole disk.

For stressing the underlying 1/O subsystem we used the
Bonniefile system benchmark [1]. We changedthe original
source code such that we could derive more information
concerning the overhead of our solution. Thesimple design
and easy handling of Bonnie makes it a suitable tool for
testing 1/0O performance. It performs, among others, the
following operations on a number of file of desired size: it



reads and writes the random content of each character of
thefile separately, it reads and writes each block of thefile,
and it concurrently accesses arbitrary blocksin thefile.

Thefirst two tests access a number of data files sequen-
tially. Such ascenario israther unlikely in practicebut it is
able to give an idea of the maximal performance of the I/O
subsystem. More suited to model real world scenarios is
the last test, because we have to access arbitrary blocksin
somefiles. We set the overall file size to 4 GB (4 timesthe
size of the main memory) to reduce caching effects. The
size of the extents was fixed to 1 MB.

To derive the overhead of our approach we compare our
approach to the performance of a plain disk (labeled with
the device name, e.g. SDA). More specific, we investigate
theinfluence of each component of our solution to the over-
all throughput. For that we distinguish the following cases:

1. Clean System (C): Nothing is known in advance.

2. Transfer (T): All extentsexist in the database and have
only to be transferred to the driver.

3. Driver (D): The driver has al information locally and
does only perform the mapping of addresses.

The number in parentheses behind the letters C,T,D in the
charts axesis equivalent to the number of physical volumes
belonging to the corresponding storage pool. If not men-
tioned otherwise, the storage pool consists of asingle phys-
ical volume.

Throughout the experiments the CPU usage for our ap-
proach was indi stingui shablefrom the CPU usage when ac-
cessing the plain disk. Due to space limitations the corre-
sponding figures are omitted.

3.1. Impact of Extent Requests

Figure 2 shows the throughput for the different settings
when each character is written separately. Note, that we
only get an overhead when the extent is accessed for the
first time. Therefore, theinduced costs are credited to many
data accesses and their effect becomes margina. The dif-
ferences are mostly due to cache effects.

The situation is very different when it comes to block-
wise accesses. Here, the fraction of block accesses which
induce overheadis much higher. Figure 3 showsthe perfor-
mance not only for the different settings but also for vary-
ing sizes of corresponding storage pools. Surprisingly, we
lose roughly 40% when using only onedisk. Thereason for
that liesmostly in the special sequential access pattern. The
achieved high throughput could only be gained because the
layout of the data blocks on disk enables a sweep of the
disk head, minimizing the head movements. Modern file
systems take that into account and adapt their data layout
accordingly. But we destroy the careful layout because we
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put per character.

access the data in extents instead of data blocks. When al-
locating an extent the metadata server returns the first free
position on the disk that is big enough to host the extent.
Therefore, a sequential access of the file system results in
higher movement of the disk head and only the sustained
throughput of a disk could be achieved.
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Figure 3. Comparison of the sequential out-
put per block.

Surprisingly, this effect is compensated by parallel ac-
cesses when feeding the virtual device from more than one
disk. Due to the fact that the operating system issues the
write requests to the main memory and returns immedi-
ately, we achieve parallelism and get roughly the sustained
performance of two disks. We could top the performance
significantly, even if the access pattern does not allow for
much parallelism. Thisindicates that the overhead induced
by the driver aloneisnot alimiting factor. Only aclean sys-



tem with many extent allocations is not able to use many
disks to increase the performance compared to a single
disk. But in a real-world application a data block is ac-
cessed many times and the overhead occurs only once.

3.2. Block Read Performance
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Figure 4. Comparison of performance of
block accesses.

Theread accessisdifferent from awrite becauseit hasto
wait until the datais delivered from the disk. Thisgivesthe
operating system enough time to rearrange alarger number
of data accesses and, hence, accesses the disk in a sweep-
ing manner. Figure 4 gives evidence for that. We lose only
about 9% compared to the performance of a plain disk.
As noted above the access pattern alows little parallelism.
Hence, the increasing of the number of disks has only a
small impact on the overall performance.

3.3. Random Seeks

To get the number of random seeks per second Bon-
nie creates 3 threads performing the data requests. It is
our opinion that this test is closest to practice because on
a storage server there are different application generating
rather unpredictable block accesses. Figure 5 comparesthe
number of seeks per second for all approaches. Again, the
overhead induced by the V:Drive solution is too small to
mesasure once the extents are alocated.

Note, that the impact of more disks decreases the more
disk participate in the storage pool. Thisis due to the fact
that the number of scheduled requests stays constant. That
means, that the likelihood of parallel accesses to al disks
decreases with the number of disks. If we would access the
storage pool with more virtual devicesthe scaling would be
much better.
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ber of seeks per second.

4. Conclusion

In this paper we presented a virtualization environment
that is based on the randomized Share-strategy. The shown
results give evidence that such an approach is not only
feasible but also efficient. Especialy the performance of
random seeks to files via Bonnie hints that V:Drive scales
nicely with a growing storage network.

References

[1] T.Bray. Bonnie source code. http://www.textuality.com.

[2] A. Brinkmann, K. Salzwedel, and C. Scheideler. Compact,
Adaptive Placement Schemes for Non-Uniform Distribution
Requirements. In Proceedings of the 14th ACM SPAA Con-
ference, 2002.

T. Cortes and J. Labarta. Extending Heterogeneity to RAID
level 5. In Proceedings of the USENIX Annual Technical
Conference, 2001.

R. J. Honicky and E. L. Miller. A Fast Algorithm for On-
line Placement and Reorganization of Replicated Data. In
Proceedings of the 17th IPDPS Conference, 2003.

R. J. Honicky and E. L. Miller. Replication Under Scalable
Hashing: A Family of Algorithmsfor Scalable Decentralized
Data Distribution. In Proceedings of the 18th IPDPS Confer-
ence, 2004.

D. Karger, E. Lehman, F. Leighton, M. Levine, D. Lewin,
and R. Panigrahy. Consistent Hashing and Random Trees:
Distributed Caching Protocolsfor Relieving Hot Spots on the
World Wide Web. In In Proceeding of the 29th ACM STOC
Conference, pages 654-663, 1997.

D. A. Patterson, G. Gibson, and R. H. Katz. A Case for Re-
dundant Arrays of Inexpensive Disks (RAID). In Proceed-
ings of the 1988 ACM Conference on Management of Data
(SGMOD), 1988.

The Storage Networking Industry Association (SNIA). Stor-
age Virtualization I: What, Why, Where and How.

(3]

[4]

(5]



158



Identifying Stable File Access Patterns

Purvi Shah Jehan-Francois Paris'
University of Houston University of Houston
purvi@cs.uh.edu paris@cs.uh.edu

1. Introduction

Disk access times have not kept pace with the evolution
of disk capacities, CPU speeds and main memory sizes.
They have only improved by a factor of 3 to 4 in the last
25 years whereas other system components have almost
doubled their performance every other year. As a result,
disk latency has an increasingly negative impact on the
overall performance of many computer applications.

Two main techniques can be used to mitigate this
problem, namely caching and prefetching. Caching
keeps in memory the data that are the most likely to be
used again while prefetching attempts to bring data in
memory before they are needed. Both techniques are
widely implemented at the data block level. More recent
work has focused on caching and prefetching entire files.

There are two ways to implement file prefetching.
Predictive prefetching attempts to predict which files are
likely to be accessed next in order to read them before
they are needed. While being conceptually simple, the
approach has two important shortcomings. First, the
prefetching workload will get in the way of the regular
disk workload. Second, it is difficult to predict file
accesses sufficiently ahead of time to ensure that the
predicted files can be brought into main memory before
they are needed.

A more promising alternative is to group together on
the disk drive files that are often accessed at the same
time [3]. This technique is known as implicit
prefetching and suffers none of the shortcomings of
predictive prefetching because each cluster of files can
now be brought into main memory in a single I/O opera-
tion. The sole drawback of this new approach is the
need to identify stable file access patterns in order to
build long-lived clusters of related files.

We present here a new file predictor that identifies
stable access patterns and can predict between 50 and 70
percent of next file accesses over a period of one year.
Our First Stable Successor keeps track of the successor
of each individual file. Once it has detected m succes-
sive accesses to file Y, each immediately following an
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* Supported in part by the National Science Foundation under grant
CCR-0204358.

159

Ahmed Amer’ Darrell D. E. Long”*
University of Pittsburgh U. C. Santa Cruz
amer@cs.pitt.edu darrell@cs.ucsc.edu

access to file X, it predicts that file Y will always be the
successor of file X and never alters this prediction.

The remainder of this paper is organized as follows.
Section 2 reviews previous work on file access predic-
tion. Section 3 introduces our First Stable Successor
predictor and Section 4 discusses its performance.
Finally, Section 5 states our conclusions

2. Previous Work

Palmer et al. [8] used an associative memory to recog-
nize access patterns within a context over time. Their
predictive cache, named Fido, learns file access patterns
within isolated access contexts. Griffioen and Appleton
presented in 1994 a file prefetching scheme relying on
graph-based relationships [4].  Shriver et al [10]
proposed an analytical performance model to study the
effects of prefetching for file system reads.

Tait and Duchamp [11] investigated a client-side
cache management technique used for detecting file
access patterns and for exploiting them to prefetch files
from servers. Lei and Duchamp [6] later extended this
approach and introduced the Last Successor predictor.
More recent work by Kroeger and Long introduced more
effective schemes based on context modeling and data
compression [5].

Two much simpler predictors, Stable Successor (or
Noah) [1] and Recent Popularity [2], have been recently
proposed.  The Stable Successor predictor is a
refinement of the Last Successor predictor that attempts
to filter out noise in the observed file reference stream.
Stable Successor keeps track of the last observed suc-
cessor of every file, but it does not update its past
prediction of the successor of file X before having
observed m successive instances of file ¥ immediately
following instances of file X.  Hence, given the
sequence:

S: ABABABACABACABADADADA

Stable Successor with m =3 will first predict that B is
the successor of 4 and will not update its prediction until
it encounters three consecutive instances of file D
immediately following instances of file 4.

The Recent Popularity or k-out-of-n predictor
maintains the » most recently observed successors of
each file. When attempting to make a prediction for a
given file, Recent Popularity searches for the most



popular successor from the list. If the most popular suc-
cessor occurs at least &k times then it is submitted as a
prediction. When more than one file satisfies the
criterion, recency is used as the tiebreaker.

3. The First Stable Successor Predictor

All the predictors are dynamic in the sense that they
reflect changes in file access patterns and modify
accordingly their predictions. The sole existing static
predictor is First Successor [1], which always predicts
the first encountered successor of file X as its successor.
It is a rather crude predictor and was found to perform
much worse than all Last Successor, Stable Successor or
Recent Popularity.

There are two explanations for this poor performance.
First, First Successor cannot reflect changes in file
access patterns. Second, it bases all its predictions on a
single observation.

As shown on Figure 1, the First Stable Successor
(FSS) predictor remedies this second limitation by
requiring m successive instances of file ¥ immediately
following instances of file X before predicting that file ¥
is the successor of file X. Otherwise it makes no
prediction. When m =1, the FSS predictor becomes
identical to the First Successor protocol and predicts that
that file Y is the successor of file X once it has encoun-
tered a single access to file ¥ immediately following an
access to file X.

A large value of m will result into fewer predictions
than a smaller value of m but will also increase the
likelihood that these predictions will be correct. This
provides us with a relatively easy way to tune the proto-
col by either increasing m whenever we want to reduce
the number of false predictions or decreasing it when-
ever we want to increase the total number of predictions.

4. Performance Evaluation

When comparing the effectiveness of file predictors, one
is often confronted with two primary metrics, success-
per-reference and success-per-prediction. Given the
dependent nature of these metrics, it is impossible to use
either of them alone when assessing the performance of
any given predictor. For example, a predictor that has a
99% success-per-prediction rate would be considered
impractical if it could only be used on 5% of the refer-
ences. Conversely, predictors that have a high success-
per-reference rate may also give rise to a high number of
incorrect predictions that may tax the file system to the
extent that it outweighs any improvements due to
predictive prefetching.

We will use a third metric integrating both aspects of
the predictor performance. Consider first the two possi-
ble outcomes of an incorrect prediction. If we assume
no preemption, the next file access will have to wait
while the predicted file is loaded into the cache. The
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Assumptions:
G is file being currently accessed
F its direct predecessor
FirstStableSuccessor(F) is last prediction made for
the successor of F
LastSuccessor(F) is last observed successor of F
Count(F) is a counter
m is minimum number of consecutive identical
successors to declare a First Stable Sucessor

Algorithm:
if FirstStableSuccessor(F) is undefined then
if LastSuccessor(F) = G then
Counter(F) < Counter(F) + 1
else
Counter(F) < 1
end if
if Counter(F) = m then
FirstStableSuccessor(F) «G
end if
end if

Figure 1 The First Stable Successor Predictor

cost of the incorrect prediction is thus one additional
cache miss. Allowing preemption would reduce this
delay and decrease the penalty. Note that the incorrect
prediction will have no other adverse effect on the cache
performance as long as the cache replacement policy
expels first the files that were never accessed.

We define the effective success rate per reference of
a predictor as the ratio:

Neorr - 0Nincorr
Nre

where Neor is the number of correct predictions, Nincorr
the number of incorrect predictions and Ny the number

of references and the o factor represents the impact of
file fetch preemption on the performance of the predic-
tor. A zero value for o corresponds to the situation
where incorrect predictions incur no cost because all
predicted file fetches can be preempted when found to
be incorrect without any further delay. A unit value
assumes that there is no fetch preemption, and all ongo-
ing fetches must be completed, whether correctly
predicted or not. An intermediate o value corresponds
to situations where preemption is possible, but at some
cost less than the cost of a file fetch. Computing the
effective success rate per reference for a values of, say,
0.0, 0.5 and 1.0 will permit us to compare predictors for
a realistic range of file-system implementations.

We evaluated the performance of our FSS predictor by
simulating its operation on two sets of file traces. The
first set consisted of four file traces collected using
Carnegie Mellon University’s DFSTrace system [7].
The traces include mozart, a personal workstation, ives,
a system with the largest number of users, dvorak, a
system with the largest proportion of write activity,
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and barber, a server with the highest number of system
calls per second. They include between four and five
million file accesses collected over a time span of
approximately one year. Our second set of traces was
collected in 1997 by Roselli [9] at the University of
California, Berkeley over a period of approximately
three months. To ecliminate any interleaving issues,
these traces were processed to extract the workloads of
an instructional machine (instruct), a research machine
(research) and a web server (web).

Figures 2 to 4 represent the effective success rates per
reference achieved by our First Stable Successor when
the number m of consecutive successors triggering the
predictor varies between 1 and 20. Negative success
rates correspond to situations where o > 0 and the sum
of the penalties assessed for incorrect predictions
exceeds the number of correct predictions.

As we can see, our First Stable Successor performs
much better with the four CMU traces than with the
three Berkeley traces even though the Berkeley traces
were collected over a much shorter period. In particular,
our predictor performs very poorly with the instruct
trace, which appears to have the least stable reference
patterns of all seven traces.

The four CMU traces can be further subdivided into
two groups. The first group comprises barber and
mozart, which exhibit rather stable behaviors. As a
result, our predictor can successfully predict between 66
and 69 percent of future references. Conversely, dvorak
and ives exhibit less stable behaviors and our predictor
can successfully predict between 53 and 57 percent of
future references. This should not surprise us because
ives had the largest number of users and dvorak the larg-
est proportion of write activity. Even when we do not
penalize incorrect predictions, First Stable Successor
requires less consecutive successors to reach their opti-
mum performance on barber and mozart than on dvorak
and ives.

We can also observe that the number of consecutive
successors required to achieve optimum performance
increases on all seven traces when a increases from zero
to one. It might be therefore indicated to increase the
value of the m parameter for workloads that exhibit less
stable file access patterns in order to reduce the number
of misses.

Figures 5 to 7 compare the effective success rates per
reference achieved by our First Stable Successor with
m = 8 with those achieved by First Successor, Last Suc-
cessor, Stable Successor with m = 2, and k-out-of-m. As
we can see, our First Stable Successor predictor
performs much better than First Successor but not as
well as Last Successor, Stable Successor and k-out-of-m.
This gap is especially evident for the instruct trace as
these last three predictors perform almost as well as with
the mozart trace while First Successor and First Stable
Successor perform very poorly.

We can draw two major conclusions from our meas-
urements. First, there are enough stable access patterns
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in the six of the seven traces we analyzed to make
implicit file prefetching a worthwhile proposition. This
is especially true because of the low overhead of the
approach, which means that wrong predictions would
only incur a minimal penalty (o0 << 1). Second, many, if
not most, of these stable access patterns are long lived
and appear to persist over at least a full year. A file
system implementing implicit file prefetching would
probably reevaluate its file groups once a week. We can
already predict that these weekly group reevaluations
will not result in a complete reconfiguration of the whole
file system.

5. Conclusions

Identifying and exploiting stable file access patterns is
essential to the success of implicit file prefetching as this
technique builds long-lived clusters of related files that
can be brought into memory in a single 1/O operation.
We have presented a new file access predictor that
was specifically tailored to identify such stable file
access patterns. Trace-driven simulation results indicate
that our First Stable Successor can predict up to 70
percent of next file accesses over a period of one year.
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Abstract

An on-line backup function for X-NAS, a clustered NAS system designed for entry-level
NAS, has been developed. The on-line backup function can replicate file objects on X-
NAS to a remote NAS in real-time. It makes use of the virtualized global file system of
X-NAS, and sends NFS write operations to both X-NAS and the remote backup NAS at
the same time. The performance of the on-line backup function was evaluated and the
evaluation results show that the on-line backup function of X-NAS improves the system
reliability while maintaining 80% of the throughput of the X-NAS without this function.

1. Introduction

An entry-level NAS system is convenient in terms of the cost and the ease of
management for offices with no IT experts. However, it is not scalable. To solve this
problem, X-NAS, which is a simple, scalable clustered NAS architecture designed for
entry-level NAS, has been proposed [6]. Like conventional NAS systems, it can be used
for various clients, such as those using UNIX and Windows'. X-NAS aims at the
following four goals.

e (Cost reduction by using entry-level NAS as an element

e Ease of use by providing a single-file-system view for various kinds of clients

e Ease of management by providing a centralized management function

e Ease of scaling-up by providing several system-reconfiguration functions

To achieve these goals, X-NAS virtualizes multiple entry-level NAS systems as a unified
system without changing clients' environments. In addition, X-NAS maintains the
manageability and the performance of the entry-level NAS. It also can easily be
reconfigured without stopping file services or changing setting information. However,
when one of the X-NAS elements suffers a fault, file objects on the faulty NAS system
may be lost if there are no backups. To improve the X-NAS reliability, a file-replication
function must therefore be developed.

The goal of the present work is to introduce an on-line backup function of X-NAS that
replicates original file objects on X-NAS to a remote NAS for each file access request in
real-time without changing the clients' environments. The performance of the on-line
backup function was evaluated and the evaluation results indicate that X-NAS with the
on-line backup function improves the system reliability while maintaining 80% of the
throughput of standard X-NAS.

! Windows and DFS are trademarks of Microsoft Corporation. Double Take is a trademark of Network
Specialists, Inc. All other products are trademarks of their respective corporations.
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2. On-line backup function for X-NAS

To improve the reliability of X-NAS, an on-line backup function for X-NAS has been
developed. (Since the details of the X-NAS structure are discussed in another paper [6],
they are not described here.) The on-line backup function consists of many sub-functions.
Among these sub-functions, we focus on on-line replication, the heart of the on-line
backup function, in this paper. The on-line replication replicates files of X-NAS to a
remote NAS, which is called a backup NAS, in real-time for each file access request.

2.1. Requirements

The on-line backup function of X-NAS must meet the following requirements:

e Generate replicas of file objects in real-time in order to eliminate the time lag between
the original data and the replicas.

e Use a standard file-access protocol such as NFS to communicate between X-NAS and
the backup NAS in order to apply as many kinds of NAS as clients need.

e Do not change clients' environments in order to curb their management cost.

2.2. On-line replication

There are several methods for replicating file objects to remote systems via an IP network.
One method is to use a block I/O [5]. Since using a block I/O is a fine-grain process, all
file objects are completely consistent with copied objects. However, the system structure
is limited because the logical disk blocks of the objects must be allocated to the same
address be