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1. Statement of the Problem and Introduction

Lately it has been proposed (reference 1) to reduce the friction drag of a body in a flow for the technically important large Reynolds numbers by the following expedient: the boundary layer, normally turbulent, is artificially kept laminar up to high Reynolds numbers by suction. The reduction in friction drag thus obtained is of the order of magnitude of 60 to 80 percent of the turbulent friction drag, since the latter, for large Reynolds numbers, is several times the laminar friction drag. In considering the idea mentioned one has first to consider whether suction is a possible means of keeping the boundary layer laminar. This question can be answered by a theoretical investigation of the stability of the laminar boundary layer with suction. A knowledge, as accurate as possible, of the velocity distribution in the laminar boundary layer with suction forms the starting point for the stability investigation. H. Schlichting (reference 2) recently gave a survey of the present state of calculation of the laminar boundary layer with suction.

The classic example for Prandtl's theory of the boundary layer without suction (reference 3) is the boundary layer, calculated by H. Blasius (reference 4), which develops on an infinitely extended flat plate in longitudinal flow. Again and again one reverts for comparison to this example, even where the lay-out of the problems is entirely different. Study of the flow along the flat plate will thus have the same importance and significance for the boundary layer with suction or blowing. The developing boundary layer will, of course, no longer depend only on the shape of the body immersed in the flow — a plate in the present study — but also on the manner of suction or blowing. The case of

continuous suction with constant suction velocity will be of particular theoretical importance; it is numerically calculated in detail in the present report and for the general case of arbitrary suction or blowing the complete system of formulas is given with which the numerical calculation may be performed in exactly the same manner.

The plate is assumed to extend an infinite distance in the x direction, starting at the origin of coordinates (fig. 1). For negative x the flow is then undisturbed; thus \( u = U_0, v = 0 \), where \( u \) and \( v \) signify the velocity components in the x and y direction, respectively, and \( U_0 \) is the free stream velocity. The equation

\[
v(x,0) = v_0(x)
\]

(1)

gives the prescribed suction law; \( v_0(x) < 0 \) signifies suction, \( v_0(x) > 0 \) blowing. The condition \( u(x,0) = 0 \) at the wall is also to be maintained for the boundary layer with suction or blowing. Prandtl's boundary layer equations (references 4 and 5) (with the sink effect neglected) read

\[
\frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = \nu \frac{\partial^2 u}{\partial y^2}
\]

(2)

\[
\frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} = 0
\]

(3)

\( \nu \) signifies the kinematic viscosity. The boundary conditions (fig. 2)

\[
u(x,0) = v_0(x), \quad u(x, \infty) = U_0, \quad u(0,y) = U_0
\]

(4)

also have to be satisfied. A special very simple solution of the system of equations (2) to (4) with the exception of the fourth boundary condition (4) can be given for the case of continuous homogeneous suction; that is for \( v_0(x) = v_0 = \text{const.} < 0 \). In this case, according to H. Schlichting, (reference 6)
Thus, velocity distribution and hence also boundary layer thickness and all remaining boundary layer parameters are independent of the distance along the plate \( x \) for this solution; it is called the asymptotic solution.

For a plate provided with homogeneous suction beginning at the leading edge the boundary layer which starts in front with zero thickness must be transformed, after a certain distance, into this asymptotic solution. This distance in particular will be treated in detail below.

In the first chapter (paragraphs 2 to 5) the general equations for the solution of the complete problem (equations (2), (3), and (4)) are set up; in chapter two (paragraphs 6 to 18) the case \( v_0(x) = v_0 \) with \( v_0 < 0 \), that is, the case of constant suction, is treated numerically. The calculation methods described here can, of course, be applied also in the case of a general suction law. Furthermore, the validity of these considerations is, naturally, not limited to the flow over a plate; the numerical methods described may be used also for airfoil profiles.

I. THE GENERAL SYSTEM OF FORMULAS

2. Elimination of the Kinematic Viscosity \( \nu \) and the Free Stream Velocity \( U_0 \)

The equations (2) and (3) are simplified, if one inserts

\[
x = x_1 \nu; \quad y = y_1 \nu
\]

(6)

with

\[
u_1(x_1, y_1) = u(x, y) \quad \text{and} \quad v_1(x_1, y_1) = v(x, y)
\]

to

\[1\]This investigation has been suggested to me by Mr. H. Schlichting.
according to equation (4) the boundary conditions

\[
\begin{align*}
    u_1(x_1,0) &= 0, \quad v_1(x_1,0) = v_0(x_1) = v_0(x_1), \\
    u_1(x_1,\infty) &= u_0, \quad u_1(0,y_1) = u_0
\end{align*}
\]

also are to be satisfied. If one makes the new substitution

\[
\begin{align*}
    x_2 &= \frac{2}{u_0} x_1, \quad y_2 = y_1, \\
    u_2(x_2,y_2) &= \frac{2}{u_0} u_1(x_1,y_1), \quad v_2(x_2,y_2) = v_1(x_1,y_1)
\end{align*}
\]

equation (7) is transformed into

\[
\begin{align*}
    u_2 \frac{\partial u_2}{\partial x_2} + v_2 \frac{\partial u_2}{\partial y_2} &= \frac{\partial^2 u_2}{\partial y_2^2} \\
    \frac{\partial u_2}{\partial x_2} + \frac{\partial v_2}{\partial y_2} &= 0
\end{align*}
\]
with the boundary conditions according to (8)

\[
\begin{aligned}
    u_2(x_2,0) &= 0, \\
    v_2(x_2,0) &= v_{01}(\frac{U_0}{2} x_2) = v_{02}(x_2), \\
    v_2(x_2,\infty) &= 2, \\
    u_2(0,y_2) &= 2
\end{aligned}
\]  

(12)

3. Introduction of the Stream Function \( \psi_2 \) as Independent Variable in Addition to \( x_2 \)

If one puts

\[
\begin{aligned}
    u_2 &= \frac{\partial \psi_2}{\partial y_2}, \\
    v_2 &= -\frac{\partial \psi_2}{\partial x_2}
\end{aligned}
\]  

(13)

equation (11) is automatically satisfied. With

\[
\begin{aligned}
    u_2(x_2,y_2) &= U_2(\psi_2,x_2)
\end{aligned}
\]  

(14)

equation (10) is transformed into

\[
\begin{aligned}
    \frac{\partial u_2}{\partial x_2} &= \frac{\partial^2 u_2}{\partial \psi_2^2} u_2 + \left(\frac{\partial u_2}{\partial \psi_2}\right)^2
\end{aligned}
\]

which is equivalent to the equation

\[
\begin{aligned}
    \frac{\partial z}{\partial x_2} &= \sqrt{z} \frac{\partial^2 z}{\partial \psi_2^2}
\end{aligned}
\]  

(15)

(see reference 7, p. 847, formula 9.) if one puts

\[
\begin{aligned}
    z(\psi_2,x_2) &= U_2^2(\psi_2,x_2)
\end{aligned}
\]  

(16)
Because of equations (12), (13), and (16), the following boundary conditions (cf. fig. 3 where a sink distribution is assumed) must be satisfied, aside from (15):

\[ z(\infty, x_2) = \psi = z(\psi_2, 0), z[f(x_2), x_2] = 0 \quad (17) \]

with

\[ f(x_2) = -\int_{0}^{x_2} v_{o2}(x_2) dx_2 \quad (18) \]

The reconversion from the coordinates \( \psi_2, x_2 \) to \( x_2, y_2 \) is made according to (13) by

\[ y_2 = \int_{0}^{\psi_2} \frac{d\psi_2}{f(x_2) U_2(\psi_2, x_2)} = \int_{0}^{\psi_2} \frac{d\psi_2}{f(x_2) \sqrt{z(\psi_2, x_2)}} \quad (19) \]

(for constant \( x_2 \)).

4. Simplification of the Limits of the Region of Integration

The region of integration obtains straight-line boundaries only, if one introduces instead of \( x_2 \) and \( \psi_2 \) the new variables

\[ \xi_1 = \psi_2 - f(x_2), \eta_1 = \int_{0}^{x_2} F(x_2) dx_2 \quad (20) \]

with

\[ F(x_2) = \sqrt{1 + f^2(x_2)} \quad (21) \]

(cf. fig. 4). One may write the second equation (20) abbreviately in the form
\[ \eta_1 = s(x_2) \] with the solution \[ x_2 = s(\eta_1) \] (22)

With

\[ z(x_2, x_2) = z(\xi_1, \eta_1) \] (23)

because of

\[
\frac{\partial z}{\partial \xi_2} = \frac{\partial z}{\partial \xi_1} f'(x_2) + \frac{\partial z}{\partial \eta_1} f(x_2), \quad \frac{\partial z}{\partial x_2} = \frac{\partial z}{\partial \xi_1}
\]

equation (15) becomes

\[
-\frac{\partial z}{\partial \xi_1} f'(x_2) + \frac{\partial z}{\partial \eta_1} f(x_2) = \sqrt{\eta} \frac{\partial^2 z}{\partial \xi_1^2}
\] (24)

If one designates, according to (22),

\[
-f'(x_2) = -f'[s(\eta_1)] = a(\eta_1),
\] (25)

\[
f(x_2) = f[s(\eta_1)] = b(\eta_1),
\] (26)

equation (24) becomes

\[
a(\eta_1) \frac{\partial z}{\partial \xi_1} + b(\eta_1) \frac{\partial z}{\partial \eta_1} = \sqrt{\eta} \frac{\partial^2 z}{\partial \xi_1^2}
\] (27)

Furthermore, according to (17) the boundary conditions (cf. fig. 5)

\[
Z(\infty, \eta_1) = 4 = Z(\xi_1, 0), \quad Z(0, \eta_1) = 0
\] (28)

must be satisfied.
5. Elimination of the Discontinuity in the Boundary Conditions

We shall introduce

\[ \zeta = \frac{1}{\sqrt{\eta_1}} \quad \text{and} \quad Y = \eta_1 \]  

(29)

as new variable. With

\[ T(\zeta,Y) = Z(\zeta_1,\eta_1) \]  

(30)

one calculates

\[ \frac{\partial Z}{\partial \zeta_1} = \frac{\partial T}{\partial \zeta} \frac{1}{\sqrt{Y}}, \quad \frac{\partial^2 Z}{\partial \zeta_1^2} = \frac{\partial^2 T}{\partial \zeta^2} \frac{1}{Y}, \quad \frac{\partial Z}{\partial \eta_1} = -\frac{1}{2} \frac{\partial T}{\partial \zeta_1} \frac{\zeta}{Y} + \frac{\partial T}{\partial Y} \]

Hence (27) becomes

\[ \frac{\partial T}{\partial \zeta} \left[ a(Y) \sqrt{Y} - \frac{1}{2} b(Y) \zeta \right] + b(Y) \frac{\partial T}{\partial Y} = \sqrt{T} \frac{\partial^2 T}{\partial \zeta^2} \]  

(31)

According to (28), the boundary conditions

\[ T(\infty,Y) = 4, \quad T(0,Y) = 0 \]  

(32)

must be satisfied.

Finally, a last simplification is obtainable by introduction of

\[ \tau = \sqrt{\zeta} \quad \text{and} \quad \sigma = \sqrt{Y} \]  

(33)
With

\[ V(\tau, \sigma) = T(\xi, \eta) \]  

one calculates

\[
\frac{\partial T}{\partial \xi} = \frac{\partial V}{\partial \eta} \frac{1}{2 \tau}, \quad \frac{\partial T}{\partial \eta} = \frac{\partial V}{\partial \sigma} \frac{1}{2 \sigma}, \quad \frac{\partial^2 T}{\partial \xi^2} = \frac{1}{4 \tau} \left( \frac{1}{\tau} \frac{\partial^2 V}{\partial \eta^2} - \frac{1}{\tau^2} \frac{\partial V}{\partial \eta} \right)
\]

equation (31), with

\[
\begin{align*}
\alpha(Y)\sqrt{Y} &= \alpha(\sigma^2)\sigma = A(\sigma) \\
\beta(Y) &= \beta(\sigma^2) = B(\sigma)
\end{align*}
\]  

(35)

becomes

\[
\frac{\partial V}{\partial \tau} \frac{1}{2 \tau} \left[ A(\sigma) - \frac{B(\sigma)}{2} \tau^2 \right] + \sigma^2 B(\sigma) \frac{1}{2 \sigma} \frac{\partial V}{\partial \sigma} = \sqrt{V} \frac{1}{4 \tau} \left( \frac{1}{\tau} \frac{\partial^2 V}{\partial \eta^2} - \frac{1}{\tau^2} \frac{\partial V}{\partial \eta} \right)
\]

or

\[
\sqrt{V} \frac{\partial^2 V}{\partial \tau^2} + \frac{\partial V}{\partial \tau} \left[ -2\tau A(\sigma) + B(\sigma) \tau^3 - \frac{1}{\tau} V \right] = 2\tau^2 \sigma B(\sigma) \frac{\partial V}{\partial \sigma}
\]

(36)

According to (32), the boundary conditions (fig. 6)

\[ V(\infty, \sigma) = 4, \quad V(0, \sigma) = 0 \]

(37)

also must be satisfied.

The numerical treatment of the problem (equations (36) and (37)) can take place in exactly the same way as that of the special case of constant suction velocity, treated in detail in the next chapter.
II. THE CASE OF HOMOGENEOUS SUCTION

6. Specialization to Homogeneous Suction

Thus we put from now on

\[ v_0(x) = v_0 \text{ with } v_0 < 0 \]  \hspace{1cm} (38)

Then one obtains according to (18)

\[ f(x_2) = -v_0 x_2 \]  \hspace{1cm} (39)

according to (21)

\[ F(x_2) = \sqrt{1 + v_0^2} \]  \hspace{1cm} (40)

according to (20) and (22)

\[ \eta_1 = \sqrt{1 + v_0^2} x_2, \quad x_2 = \frac{\eta_1}{\sqrt{1 + v_0^2}} \]  \hspace{1cm} (41)

according to (25)

\[ a(\eta_1) = v_0 \]  \hspace{1cm} (42)

and according to (26)

\[ b(\eta_1) = +\sqrt{1 + v_0^2} \]  \hspace{1cm} (43)

The differential equation (24) is therefore transformed into

\[ v_0 \frac{\partial z}{\partial \xi_1} + \sqrt{1 + v_0^2} \frac{\partial z}{\partial \eta_1} = \sqrt{z} \frac{\partial^2 z}{\partial \xi_1^2} \]  \hspace{1cm} (44)

with the boundary conditions (28).
For further considerations, in order to become independent of $v_0$, one introduces, slightly different from the procedure in the general case (paragraph 5), first as new independent coordinates

$$X = -\xi_1 = -v_0 \xi_1, \quad Y = b \eta_1 = \frac{v_0^2}{\sqrt{1 + v_0^2}} \eta_1$$

(45)

With

$$R(X, Y) = Z(\xi_1, \eta_1)$$

(46)

equation (44) then becomes

$$- \frac{\partial R}{\partial X} + \frac{\partial R}{\partial Y} = \sqrt{R} \frac{\partial^2 R}{\partial^2 R}$$

(47)

according to (28) the boundary conditions

$$R(\infty, Y) = 0 = R(X, 0), \quad R(0, Y) = 0$$

(48)

also must be satisfied.

In analogy to (29) one now uses

$$\xi = \frac{X}{\sqrt{Y}}$$

and $Y$

(49)

then according to (33) $\tau$ and $\sigma$ as independent variables and thus obtains instead of (36) the differential equation

$$\sqrt{V} \frac{\partial^2 V}{\partial \tau^2} + \frac{\partial V}{\partial \tau} \left(2\tau \sigma + \tau^3 - \frac{1}{\tau} \sqrt{V} \right) = 2\tau^2 \sigma \frac{\partial V}{\partial \sigma}$$

(50)

with the boundary conditions (37).
7. The Series Development in Powers of $\sigma$

Equation (50) is a nonlinear parabolic differential equation of the second order. Usually for problems of this kind (for instance for the equation of heat conduction) the values, for instance, of $V$ are prescribed even for $\sigma = 0$; the reason that they are not prescribed here is probably that $\partial V/\partial \sigma$ contains the factor $\sigma$ which, for $\sigma \to 0$, tends toward zero. Thus $\sigma = 0$ is a singularity of the differential equation. More important conclusions will result from this fact. In order to find out whether in spite of it the problem (equations (50) and (37)) can be regularly resolvable in the neighborhood of $\sigma = 0$, one sets up the series development

$$V(\tau, \sigma) = V_0(\tau) + V_1(\tau)\sigma + V_2(\tau)\sigma^2 + \ldots \quad (51)$$

There follows from it

$$\sqrt{V} = \sqrt{V_0} + \frac{1}{2} \frac{V_1}{V_0} \sigma + \left( \frac{1}{2} \frac{V_2}{V_0} - \frac{1}{8} \frac{V_1^2}{V_0^3} \right) \sigma^2 + \ldots \quad (52)$$

Comparison of coefficients of the terms not containing $\sigma$ in (50) gives

$$\sqrt{V_0} V_0'' + V_0' \left( \tau^3 - \frac{\sqrt{V_0}}{\tau} \right) = 0 \quad (53)$$

if the prime signifies the differentiation of $V_0$ with respect to the only variable $\tau$. Aside from this nonlinear ordinary differential equation of the second order, according to (37) the boundary conditions

$$V_0(0) = 0, V_0(\infty) = 4 \quad (54)$$

also have to be satisfied.

For the special case $V_0 = 0$ one has the problem of the plate in longitudinal flow without suction as it has been solved already by Blasius (reference 4). For this problem the corresponding quantities of which will always be designated by an asterisk is, according to (42) and (43),

$$a^* (\eta_1) = 0, b^* (\eta_1) = 1 \quad (55)$$
so that (27) is transformed into

\[ \frac{\partial z^*}{\partial n_1} = \sqrt{z^*} \frac{\partial^2 z^*}{\partial x_1^2} \]  

(56)

If one performs instead of (47) the identical transformation

\[ x = \xi_1, \ y = \eta_1, \ R^* = Z^* \]  

(57)

equation (56) becomes instead of (47)

\[ \frac{\partial R^*}{\partial Y} = \sqrt{R^*} \frac{\partial^2 R^*}{\partial X^2} \]  

(58)

Furthermore one performs the same transformations as in paragraph 6 and obtains instead of (50)

\[ \sqrt{V^*} \frac{\partial^2 V^*}{\partial \tau^2} + \frac{\partial V^*}{\partial \tau} \left( \tau^3 - \frac{1}{3} \sqrt{V^*} \right) = 2\tau^2 \sigma \frac{\partial V^*}{\partial \sigma} \]  

(59)

with the boundary conditions (37). This problem has a solution

\[ V^* = V^*(\tau) \]  

(60)

which is independent of \( \sigma \) and determined by

\[ \sqrt{V^*} V'^* + V^* \left( \tau^3 - \frac{1}{3} \sqrt{V^*} \right) = 0, \ V^*(0) = 0, \ V^*(\infty) = 4 \]  

(61)

This is the well-known solution of Blasius.

Comparison of (61) on one hand with (53) and (54) on the other hand shows

\[ V_0(\tau) = V^*(\tau) \]  

(62)
One knows (and can verify it immediately by power series development for (61)) that

\[ \sqrt{V_0(\tau)} = \sqrt{V(\tau)} = a_1 \tau + a_2 \tau^2 + \ldots \]  

(63)

thus

\[ V_0(\tau) = V(\tau) = a_1^2 \tau^2 + 2a_1a_2 \tau^3 + \ldots \]  

(64)

One now determines the coefficient \( V_1(\tau) \) in the development (51). Comparison of coefficients of the power \( \sigma \) in (50) gives

\[ \sqrt{V_0} V_1'' + \frac{1}{2\sqrt{V_o}} V_0'' + V_1'(\tau^3 - \frac{1}{\tau} \sqrt{V_0}) + V_0'(2\tau - \frac{1}{\tau^2} \frac{V_1'}{2\sqrt{V_0}}) = 2\tau^2 V_1 \]

or

\[ \sqrt{V_0} V_1'' + V_1'(\tau^3 - \frac{1}{\tau} \sqrt{V_0}) + V_1\left(\frac{1}{2} \frac{V_0''}{\sqrt{V_0}} - 2\tau^2 - \frac{1}{2\tau} \frac{V_0'}{\sqrt{V_0}}\right) = -2\tau V_0' \]  

(65)

According to (37), because of (54), the boundary conditions

\[ V_1(0) = 0 = V_1(\infty) \]  

(66)

also have to be satisfied. If one uses for \( \sqrt{V_1(\tau)} \) in analogy to (63) the expression

\[ \sqrt{V_1(\tau)} = b_1 \tau + b_2 \tau^2 + \ldots, \quad V_1 = b_1^2 \tau^2 + 2b_1b_2 \tau^3 + \ldots \]  

(67)

comparison of coefficients for the coefficient of \( \tau \) necessarily gives
since one parameter must be kept available for the fulfillment of the second boundary condition (66). For the further coefficients $b_v$ with $v > 1$ one obtains qualifying equations. The further coefficients $V(\tau, \sigma)$ with $\mu > 1$ in (51) also could be determined in this manner; however, this way would be too troublesome. We shall therefore choose another method.

The fundamentally important result of this paragraph is the knowledge of $V(\tau, 0) = V_0(\tau) = V_0^*(\tau)$. According to it, any method of profile continuation (as it was developed for instance by L. Prandtl (reference 8), H. Görtler (reference 9) and K. Schröder (reference 10) is applicable for the treatment of the problem (50), (37). However, if the expenditure of calculation time is not considerably increased, these methods have too little accuracy, particularly in the derivatives with respect to $\tau$. Since, in the interest of a stability investigation for not too large values of $\sigma$, (see references 11 and 12) and, for the stability investigation of the present problem, (reference 13) the second derivatives of $V(\tau, \sigma)$ with respect to $\sigma$ also are required, the application of the two methods to be described below is justified: though they require more time expenditure than the methods described in references 8, 9, and 10, they have the advantage of giving the derivatives of the velocity component $u$ with respect to the transverse direction with a relatively high accuracy. But also aside from the stability investigation the present problem is of such basic significance that the desire for greater accuracy of the velocity distribution is sufficiently justified. Inversely, the two methods in question can of course be used for continuation of arbitrarily prescribed velocity profiles.

8. A First Approximation Method

$V(\tau, \sigma) = V(\tau)$ will be approximately calculated for constant $\sigma$ according to (50) under the assumption that $V(\tau, \sigma - k) = V(\tau)$ is known; for $\sigma - k = 0$ this assumption is correct. One replaces in (50) $\delta V / \delta \sigma$ approximately by the difference quotient $(V - \overline{V}) / k$; if $k$ is small, one may furthermore put $V \approx \overline{V}$; this will be done in (50) everywhere $V$ appears in a power superior to 1. One then obtains from (50) the following equation for the linear approximation

$$\sqrt{V} v' + \left(2\tau \sigma + \tau^3 - \frac{1}{2} \sqrt{V}\right) v' = \frac{2\tau \sigma}{k} (V - \overline{V})$$ (68)
Furthermore, according to (37) the boundary conditions

\[ v(0) = 0, \ v(\infty) = 4 \]  

have to be satisfied. The considerations of paragraph 7 lead to the series development in powers

\[ \sqrt{V(\tau)} = c_1 \tau + c_2 \tau^2 + c_3 \tau^3 + c_4 \tau^4 + \ldots \]  

thus

\[ V(\tau) = d_2 \tau^2 + d_3 \tau^3 + d_4 \tau^4 + d_5 \tau^5 + \ldots \]  

assuming as analogous

\[ \sqrt{V} = a_1 \tau + \ldots + a_4 \tau^4 + \ldots \]  

\[ V = b_2 \tau^2 + \ldots + b_5 \tau^5 + \ldots \]  

in the case \( \sigma - k = 0 \) this expression according to (63) and (64) is justified. The \( a_V \) and \( b_V \) are connected by the formulas

\[
\begin{align*}
b_2 &= a_1^2 & a_1 &= \sqrt{b_2} \\
b_3 &= 2a_1a_2 & a_2 &= b_3:2a_1 \\
b_4 &= 2a_1a_3 + a_2^2 & a_3 &= (b_4 - a_2^2):2a_1 \\
b_5 &= 2a_1a_4 + 2a_2a_3 & a_4 &= (b_5 - 2a_2a_3):2a_1 \\
&\quad \vdots \ & \ & \vdots \\
\end{align*}
\]
Comparison with the coefficients in (68) yields for calculation of the $d_\gamma$ the formulas

$$\tau^2 \parallel 2 \times 3a_1 d_3 + 1 \times 2a_2 d_2 + 2d_2(2\sigma - a_2) - 3d_3 a_1 = 0$$

$$\tau^3 \parallel 3 \times 4a_1 d_4 + 2 \times 3a_2 d_3 + 1 \times 2a_3 d_2 - 2a_3 d_2 + 3d_3(2\sigma - a_2) - 4a_1 d_4 = 0$$

$$\tau^4 \parallel 4 \times 5a_1 d_5 + 3 \times 4a_2 d_4 + 2 \times 3a_3 d_3 + 1 \times 2a_4 d_2 + 2d_2(1 - a_4) - 3a_3 d_3 + 4d_4(2\sigma - a_2) - 5a_1 d_5 = (d_2 - b_2)^2 \sigma / k$$

Further calculation yields the following formulas for determination of $d_\gamma$:

$$d_3 = -\frac{4\sigma d_2}{3a_1}$$

$$d_4 = -\frac{3d_3(a_2 + 2\sigma)}{8a_1}$$

$$d_5 = -\frac{8d_4(a_2 + \sigma) - 3d_3 a_3 - 2d_2(1 - \sigma / k) - 2b_2\sigma / k}{15a_1} \tag{74}$$
The further numerical treatment will be discussed in paragraph 12.

9. Variables Suitable for Tabulation

We shall now consider what dimensionless variables are most suitable as characteristics and what connection they have with the coordinates \( \tau \) and \( \sigma \) forming the basis of our calculation. We shall in

\[ V(\tau, \sigma) = U^2(\tau, \sigma) \]  

again introduce the original variables. According to (33), (49), and (45)

\[ U(\tau, \sigma) = U(\sqrt{\frac{\tau}{\sigma}}, \sqrt{\frac{\eta}{\tau}}) = U\left(\frac{\eta}{\sqrt{1 + \nu^2}}, \sqrt{\frac{\nu^2}{1 + \nu^2}}\right) \]

thus

\[ U(\tau, \sigma) = U\left(\frac{\frac{\eta}{\sqrt{1 + \nu^2}}}{\sqrt{\frac{\nu^2}{1 + \nu^2}}}, \frac{-\nu}{\sqrt{\frac{\nu^2}{1 + \nu^2}}}\right) \]  

(76)

Further one obtains according to (41), (39), and (20)

\[ U(\tau, \sigma) = U\left(\sqrt{\frac{\psi + \nu x}{\sqrt{x^2}}}, -\nu \sqrt{x^2}\right) \]  

(77)

From (19) one concludes with (39)
\[ y_2 = \int_{v_0 x_2}^{\psi_2} \frac{d\psi_2}{u\left(\psi_2 + v_0 x_2, -v_0 \sqrt{x_2}\right)} \]  

for constant \( x_2 \). Here

\[ \tau^2 = \frac{\psi_2 + v_0 x_2}{\sqrt{x_2}}, \quad 2\tau d\tau = \frac{d\psi_2}{\sqrt{x_2}} \]  

we shall introduce as new integration variable

\[ y_2 = 2\sqrt{x_2} \int_0^\tau \frac{\tau d\tau}{u(\tau, \sigma)} \]  

for constant \( \sigma \). According to (16), (14) and the following transformation equations as well as (75) one concludes

\[ u(\tau, \sigma) = u_2(\psi_2, x_2) = u_2(x_2, y_2) \]  

According to (9) one obtains further

\[ u_1(x_1, y_1) = \frac{U_0}{2} u_2\left(\frac{2x_1}{U_0}, y_1\right) = \frac{U_0}{2} u(\tau, \sigma) \]  

If one, furthermore, takes (6) into consideration, one has between the original coordinates \( x, y \) and the end coordinates \( \tau, \sigma \) the connection
\[ \sigma = -v_0 \sqrt{x_2} = -v_0 \sqrt{\frac{2}{U_0}} x_1 = -v_0 \sqrt{\frac{2}{U_0}} y \]

\[ \tau = \sqrt{\frac{\psi_2 + v_0 x_2}{x_2}}, \quad y = v y_1 = v y_2 = 2v \sqrt{x_2} \oint_0^\tau \frac{\tau d\tau}{U(\tau, \sigma)} \left\{ \begin{array}{l}
\end{array} \right\} \]

Due to (84) and (83),

\[ y^* = \frac{-v_0 y}{v} = 2\sigma \oint_0^\tau \frac{\tau d\tau}{U(\tau, \sigma)} \]

and

\[ \sqrt{\xi} = \frac{-v_0}{\sqrt{U_0}} \sqrt{x} = \frac{-v_0}{U_0} \sqrt{\frac{U_0 x}{v}} = c_Q \sqrt{\frac{U_0 x}{v}} = \frac{1}{\sqrt{2}} \sigma \]

are therefore advisable as dimensionless variables. \((C_Q = -v_0/U_0)\) is the so-called mass coefficient of the suction, defined by \(Q = -v_0 b_1 = c_Q U_0 b_1\), with \(Q\) signifying the suction quantity, \(b\) and \(l\) width and length, respectively, of the plate section considered.

10. The Characteristic Boundary Layer Parameters

As quantities particularly characteristic for the boundary layer one defines the displacement thickness

\[ s^* = \oint_0^\infty \left(1 - \frac{y}{U_0}\right) dy \]
thus with (85)

\[ \frac{-\nu_0 \delta^*}{\nu} = \int_0^\infty \left(1 - \frac{y}{U_0}\right) dy^* = \sigma \int_0^\infty \left[1 - \frac{U(\tau, \sigma)}{2}\right] \frac{\tau d\tau}{U(\tau, \sigma)} \]  

(87)

the momentum thickness

\[ \delta = \int_0^\infty \frac{u}{U_0} \left(1 - \frac{y}{U_0}\right) dy \]  

(88)

thus

\[ \frac{-\nu_0 \delta}{\nu} = \int_0^\infty \frac{u}{U_0} \left(1 - \frac{y}{U_0}\right) dy^* = \sigma \int_0^\infty \left[1 - \frac{U(\tau, \sigma)}{2}\right] \frac{\tau d\tau}{U(\tau, \sigma)} \]  

(89)

the form parameter

\[ \frac{\delta^*}{\delta} = \frac{-\nu_0 \delta^*}{\nu} + \frac{-\nu_0 \delta}{\nu} \]  

(90)

and, finally, the wall shearing stress (\( \rho = \text{density}, \rho v = u \))

\[ \tau_0 = \mu \left(\frac{\partial u}{\partial y}\right)_{y=0} \]  

(91)

thus

\[ \frac{\tau_0 \delta^*}{\mu U_0} = \frac{-\nu_0 \delta^*}{\nu} \left[\frac{\partial}{\partial y^*} \left(\frac{u}{U_0}\right)\right]_{y^*=0} \]  

(92)
11. The Blasius Solution without Suction

Since the Blasius solution forms the starting point for the entire calculation, we shall first sketch its determination in our coordinates. For the numerical calculation of the solution \( V^*(r) \) of the problem (61) the method of Adams was used, and in particular the extrapolation method (cf. G. Schulz (reference 14), Nr. 108). For practical calculation with the calculating machine, the following formula (symbols as in Schulz' report) is more convenient than the formula (2) (cf. the equation (1) on p. 116, Schulz) which uses the differences of the function \( f(x,y) \)

\[
V_{v+1} - V_v = h(2.291667V_v - 2.458333V_{v-1} + 1.541667V_{v-2} - 0.375V_{v-3})
\]

Equation (93) operates only with the values of the function \( f(x,y) \) instead of using their differences. This formula was applied with the width of interval \( h = 0.05 \) to the system of differential equations following from (61)

\[
V^* \left( r^3 - \frac{1}{r} \sqrt{V^*} \right) \frac{V^*}{\sqrt{V^*}} = w^*'
\]

The necessary four initial values were determined by series development. If one uses for \( \sqrt{V^*} \) and \( V^* \) the expression (72), the result obtained by comparison of coefficients for (61) is

\[
a_2 = a_3 = a_5 = a_6 = 0, \quad a_4 = \frac{1}{15} \\
b_3 = b_4 = b_6 = b_7 = 0, \quad b_2 = a_1^2, \quad b_5 = 2a_1a_4
\]

For determination of the as yet undetermined coefficient \( a_1 \) or \( b_2 \) the value

\[
f_0''(0) = 1.328242
\]
was used which can be found in reference 15, p. 551. According to Howarth, p. 550, formula (2), the variable is

\[ \eta = \sqrt[2]{\frac{u_0}{v_x}} \]  \hspace{1cm} (97)

in our symbols

With \( v_0 = 0 \) equation (76) is, when (57) is taken into consideration, transformed into

\[ U^*(\tau) = U^* \left( \sqrt{\frac{\eta_1}{\eta}} \right) = \sqrt{U^*(\tau)} \]  \hspace{1cm} (98)

equation (82) becomes

\[ u_1^*(x_1,y_1) = \frac{U_0}{2} U^*(\tau) \]  \hspace{1cm} (99)

and (84)

\[ \tau = \sqrt{\frac{V_2}{V_x}} \quad y = v y_1 = v y_2 = 2 v \sqrt{x_2} \int_0^T \frac{\tau d\tau}{U^*(\tau)} = 2 \sqrt{2\tau} \int_0^T \frac{\tau d\tau}{U^*(\tau)} \]  \hspace{1cm} (100)

Hence (97) is transformed into

\[ \eta = \sqrt{2} \int_0^T \frac{\tau d\tau}{U^*(\tau)} \]  \hspace{1cm} (101)

According to Howarth (reference 15, p. 548) \( f'_o(\eta) \) is identical with our velocity \( U^* \), though as function of \( \eta \). Thus one has

\[ f''_o(\eta) = \frac{dU^*(\tau)}{d\tau} \frac{d\tau}{d\eta} \]
or, taking \( (101) \) into consideration,

\[
\frac{dU^*(\tau)}{d\tau} = f_0''(\eta) \frac{d\eta}{d\tau} = f_0''(\eta) \sqrt{2} \frac{\tau}{U^*(\tau)} \tag{102}
\]

If one puts here \( \tau = \eta = 0 \), one obtains, taking the development \( (72) \) into consideration

\[
\alpha_1^2 = \beta_2 = f_0''(0) \sqrt{2} \tag{103}
\]

For improvement of the values attained by means of Adams' extrapolation formula \( (93) \) the interpolation formula of Adam (Schulz, reference 14, p. 121, last formula \( (8) \)) was used which, when the differences are eliminated, appears as follows:

\[
y_{m}^{(k+1)} - y_{m-1}^{(k+1)} = h \left[ 0.375 f_m^{(k)} + 0.791667 f_{m-1}^{(k)} - 0.208334 f_{m-2}^{(k)} + 0.041667 f_{m-3}^{(k)} \right] \tag{104}
\]

The numerical values thus calculated of

\[
\frac{U}{U_0}, \frac{1}{U_0} \frac{dU}{d\eta^*} \quad \text{and} \quad \frac{1}{U_0} \frac{d^2U}{d\eta^*^2}
\]

are compiled at the beginning of table 1 as function of

\[
\eta^* = \sqrt{\frac{U_0}{\nu x}}
\]

The characteristic boundary layer parameters are to be defined as in 10. If one introduces as dimensionless variable (cf. also \( (100) \))
\[ \eta^* = \sqrt{\frac{U_0}{\nu x}} = \sqrt{2} \int_0^\tau \frac{\tau \, d\tau}{U^*(\tau) - \frac{U^*(\tau)}{2}} \]  

(this is the quantity used by Howarth, cf. (97) and (101)), there follows according to (86)

\[ \delta^* \sqrt{\frac{U_0}{\nu x}} = \int_0^\infty (1 - \frac{U^*(\tau)}{U_0}) \, d\eta^* = \sqrt{2} \int_0^\infty \left(1 - \frac{U^*(\tau)}{2}\right) \frac{\tau \, d\tau}{U^*(\tau)} \]  

In analogous manner one obtains, according to (88), for the momentum thickness

\[ \delta \sqrt{\frac{U_0}{\nu x}} = \sqrt{2} \int_0^\infty \left(1 - \frac{U^*(\tau)}{2}\right) \tau \, d\tau \]  

The form parameter again is

\[ \frac{\delta^*}{\delta} = \frac{\delta^* \sqrt{\frac{U_0}{\nu x}}}{\delta \sqrt{\frac{U_0}{\nu x}}} \]  

and the wall shearing stress results, according to (91), as

\[ \frac{\tau_0 \delta^*}{\mu U_0} = \delta^* \sqrt{\frac{U_0}{\nu x} \left(\frac{\partial}{\partial \eta^*}\right)_\eta^* = 0} \]

The following numerical values result:
\[ 8^* \frac{U_0}{\sqrt{\nu x}} = 1.7207, \quad \tau \_5 = 0.5714 \]
\[ \frac{U_0}{\sqrt{\nu x}} = 0.6641, \quad \frac{5*}{g} = 2.591 \]

12. The Numerical Determination of the Approximate Solution \( V(\tau, \sigma) \) According to the First Method

First, a solution of (68) and (69) was determined for \( \sigma = 0.1 \) hence, one had to put

\[ \bar{V}(\tau) = V(\tau, 0) = V^*(\tau) \]

The series development described in paragraph 8 can be performed according to the formulas given there, only the coefficient \( d_2 \) (and hence \( c_1 \)) remains undetermined. Thus one has to assume first an arbitrary value of \( d_2 \) and has to determine it in the end from the second condition (69). It will be useful to choose \( \delta \). The calculation was made in a manner similar to one applied by Hans Joachim Luckert (reference 16). Two different values \( b_2 \) (let us assume \( b_{21} \) and \( b_{22} \)) were selected, the corresponding values of \( V(\tau) \) for \( \tau = 0; 0.05; 0.1; 0.15 \) were calculated according to the series (71). Then the two solutions, to be called \( V_1(\tau) \) and \( V_2(\tau) \), were followed up further by means of Adams' method as in paragraph 11 (cf. (93) and (104)); the two values \( b_{21} \) and \( b_{22} \) were selected in such a manner that \( V_1(\tau) > \bar{V}(\tau) \) and \( V_2(\tau) < \bar{V}(\tau) \) are valid for small values of \( \tau \). As soon as \( V_1(\tau) \) or \( V_2(\tau) \) at a point \( \tau_0 \) exceeded the function \( V(\tau) \) or deviated from it by more than 1, two new functions \( V_3(\tau) \) and \( V_4(\tau) \) were introduced by

\[ V_3(\tau) = mV_1(\tau) + nV_2(\tau), \quad V_4(\tau) = \mu V_1(\tau) + V_2(\tau) \]
with

\[
\begin{align*}
    m &= \frac{v_3(\tau_0) - v_2(\tau_0)}{v_1(\tau_0) - v_2(\tau_0)}, \quad n = 1 - m \\
    \mu &= \frac{v_4(\tau_0) - v_2(\tau_0)}{v_1(\tau_0) - v_2(\tau_0)}, \quad v = 1 - \mu
\end{align*}
\]

\(v_3(\tau_0) > \bar{v}(\tau_0)\) and \(v_4(\tau_0) < \bar{v}(\tau_0)\) were selected so that behind \(\tau_0\) again \(v_3(\tau)\) lies above, \(v_4(\tau)\) below \(\bar{v}(\tau)\). After calculation of the starting values of \(v_3\) and \(v_4\) required for the Adams method and of the corresponding derivatives at the points \(\tau_0;\) \(\tau_0 - 0.05;\) \(\tau_0 - 0.1;\) and \(\tau_0 - 0.15\) according to (111), \(v_3\) and \(v_4\) may be calculated further according to Adams. Of course \(v_3(\tau_0) = v_1(\tau_0)\) or \(v_4(\tau_0) = v_2(\tau_0)\) may be selected if that seems suitable. Possibly the pair \(v_3(\tau), v_4(\tau)\) also must be replaced in the same manner by \(v_5(\tau), v_6(\tau)\), etc. The calculation was carried through up to a pair of functions \(v_{2n-1}(\tau), v_{2n}(\tau)\) until it became evident that for instance \(v_{2n-1}(\tau)\) with the assumption \(v_{2n-1}(\tau_1) = 4\) did not any longer show a tendency to deviate from the value 4 to a noteworthy degree. This was shown to occur at \(\tau_1 = 3;\) for the larger \(\sigma\) values this point shifted to the left (cf. paragraph 18). The desired solution of (68) for \(\sigma = 0.1\) then is

\[
\bar{v}(\tau; 0.1; 0.1) = v_{2n-1}(\tau)
\]

This solution was calculated for all \(\tau\) values, taking the formulas (111) and (112) into consideration.

However, the accuracy of this \(\bar{v}(\tau; 0.1; 0.1)\) is not yet sufficient. Thus \(\bar{v}(\tau; 0.1; 0.05)\) also was calculated, by subdividing the interval \(\sigma = 0\) to \(\sigma = 0.1\) into two partial intervals of half the width; the numerical treatment was the same.

In order to obtain an estimate of the accuracy, the \(\sigma\) interval of the width 0.1 finally was divided into four equal parts and thus \(\bar{v}(\tau; 0.1; 0.025)\) obtained. By linear extrapolation one obtained from
\( \nu(\tau; 0.1; 0.1) \) and \( \nu(\tau; 0.1; 0.05) \)

\[
\nu_1(\tau; 0.1) = 2\nu(\tau; 0.1; 0.05) - \nu(\tau; 0.1; 0.1)
\]  

(114)

Furthermore by quadratic extrapolation from

\[
\nu(\tau; 0.1; 0.025), \nu(\tau; 0.1; 0.05) \] and \( \nu(\tau; 0.1; 0.1) \)

\[
\nu_2(\tau; 0.1) = 2.666667\nu(\tau; 0.1; 0.025) - 2\nu(\tau; 0.1; 0.05) + 0.333333\nu(\tau; 0.1; 0.1)
\]  

(115)

The functions (114) and (115) differed at most by one unit of the third decimal, their first and second derivatives with respect to \( \tau \) at most by 2 or 6 units of the third decimal. Finally one put

\[
\nu(\tau; 0.1) \equiv \nu_2(\tau; 0.1)
\]  

(116)

In the same way one calculated

\[
\nu(\tau, \sigma) \] for \( \sigma = 0.2; 0.3; \ldots; 1.0 \)

using

\[
\overline{\nu}(\tau) = \nu(\tau; \sigma - 0.1)
\]

etc.; however, one always puts

\[
\nu(\tau, \sigma) \equiv \nu_1(\tau; \sigma) \] for \( \sigma > 0.1 \)

(117)
The subdivision of the \( \sigma \) interval of the width 0.1 into four equal parts was not undertaken. Actually, (verified by the sketches of the curves), the variation of \( V(\tau, \sigma) \) and its derivatives as well as the velocity variation calculated from it with its derivatives becomes more and more uniform with increasing \( \sigma \) values.

13. A Second Approximation Method

Following, another approximation method will be described which yields results much more rapidly: it requires only about one third of the time expenditure of the former method and operates with at least the same accuracy. The problem to be solved is (50), (37). By interpolation one determines

\[
\frac{\partial V(\tau, \sigma)}{\partial \sigma} = \frac{1}{k} \left[ -0.33333V(\tau, \sigma - 3k) + 1.5V(\tau, \sigma - 2k) \\
- 3V(\tau, \sigma - k) + 1.83333V(\tau, \sigma) \right]
\]

(117)

\( V(\tau, \sigma) \) is calculated under the assumption that all \( V(\tau, \sigma - nk) \) for \( n = 1, 2, 3, 4 \) are known. (Actually this method could, therefore, have been used already in the calculation of \( V(\tau, 0.4) \).)

For \( V(\tau, \sigma) \) one first determined by extrapolation the approximate value

\[
V^*(\tau, \sigma) = V(\tau, \sigma - 4k) + 4V(\tau, \sigma - 3k) - 6V(\tau, \sigma - 2k) \\
+ 4V(\tau, \sigma - k)
\]

(118)

The (50) is approximately replaced by

\[
\frac{\partial^2 V}{\partial \tau^2} + \frac{\partial V}{\partial \tau} \left( \frac{2\tau \sigma + \tau^3}{\sqrt{V^*}} - \frac{1}{\tau} \right) = \frac{2\tau \sigma}{\sqrt{V^*}} \frac{\partial V}{\partial \sigma}
\]

(119)

If one puts according to (117)
\[ g(\tau) = \frac{2\tau^2 a}{\sqrt{V*}} \left[ -0.33333V(\tau, \sigma - 3k) + 1.5V(\tau, \sigma - 2k) + 3V(\tau, \sigma - k) \right] \quad (120) \]

equation (119) is transformed into \(^2\)

\[ \frac{\partial^2 V}{\partial \tau^2} + \frac{\partial V}{\partial \tau} \left( \frac{2\tau \sigma + \tau^3}{\sqrt{V*}} - \frac{1}{\tau} \right) - 1.83333 \frac{2\tau^2 a}{k\sqrt{V*}} V = g(\tau) \quad (121) \]

This equation is solved in the manner described in paragraph 12 with the boundary conditions

\[ V(0) = 0; \quad V(\infty) = 4 \quad (122) \]

Split into a system of differential equations of the first order, it will appear as follows:

\[ V' = W \]

\[ W' = -W \left( \frac{2\tau \sigma + \tau^3}{\sqrt{V*}} - \frac{1}{\tau} \right) + 1.83333 \frac{2\tau^2 a}{k\sqrt{V*}} V + g(\tau) \quad (123) \]

\(^2\)One also could have determined \( \frac{\partial V(\tau, \sigma)}{\partial \sigma} \) instead of according to (117) by interpolation from

\[ V(\tau, \sigma - k), \quad V(\tau, \sigma - 2k), \quad V(\tau, \sigma - 3k), \quad V(\tau, \sigma - 4k) \]

by extrapolation. In place of (121) one would then have obtained for \( V(\tau, \sigma) \) a linear differential equation of the second order in which the term with \( V \) is missing and which thus can be solved by quadratures (Simpson's rule). This method may perhaps seem more convenient to many readers.
For determination of the starting values for Adams' method one again sets up the series developments (70), (71) and analogously

\[ \sqrt{V^*} = c_1 \tau + c_2 \tau^2 + \ldots + c_5 \tau^5 + \ldots \]  
\[ v^* = d_2 \tau^2 + \ldots + d_6 \tau^6 + \ldots \]  

According to (118)

\[ d_v^* = -d_v (\sigma - 4k) + 4d_v (\sigma - 3k) - 6d_v (\sigma - 2k) + 4d_v (\sigma - k) \]  

Furthermore according to (120)

\[ \sqrt{V^*} g(\tau) = A_4 \tau^4 + \ldots \]  

with

\[ A_4 = 2\sigma \frac{1}{k} \left[ -0.33333b_2 (\sigma - 3k) + 1.5b_2 (\sigma - 2k) - 3b_2 (\sigma - k) \right] \]  

The comparison of coefficients is made, instead of with (121), to better advantage with

\[ \sqrt{V^*} \frac{\partial^2 v}{\partial \tau^2} + \frac{\partial v}{\partial \tau} \left( 2\tau \sigma + \tau^3 - \frac{1}{\tau} \sqrt{V^*} \right) - 1.83333 \frac{2\tau^2 \sigma}{k} v = \sqrt{V^*} g(\tau) \]  

One obtains
\[d_3(\sigma) = -\frac{4\sigma d_2(\sigma)}{3c_1^*}\]

\[d_4(\sigma) = -\frac{(3c_2^* + 6\sigma)d_3(\sigma)}{8c_1^*}\]

\[d_5(\sigma) = \frac{A_4 - \left(2 - 3.66667 \frac{a}{k}\right)d_2(\sigma) + 3c_3^*d_3(\sigma) + 8(\sigma + c_2^*)d_4(\sigma)}{15c_1^*}\]  

It is useful to select for the arbitrary \(d_2(\sigma)\)

\[d_2(\sigma) \approx d_2^*\]  

The first calculation according to this method was carried out for \(\sigma = 1.2\) and \(k = 0.2\); the maximum difference between \(V\) and \(V^*\) amounted to less than 5 units of the fourth decimal. Nevertheless one must not think the application of Adams' method superfluous; it should be recalled that one obtains in this manner

\[\frac{\partial V}{\partial \tau} \quad \text{and} \quad \frac{\partial^2 V}{\partial \tau^2}\]

with appropriate accuracy which is not well possible by means of extrapolation. And some time, of course, this good agreement between \(V\) and \(V^*\) does have to stop. For \(\sigma = 1.6\), for instance, the difference was already one unit of the third decimal.

The following \(\sigma\) values were treated according to the method described above:

\[\sigma = 1.2; 1.4; 1.6; 2.0; 2.4; 3.2; 4.0\]
14. The Calculation of the Reduced Velocity and Its Derivatives

According to (75) and (82) one finds immediately

$$\frac{u^*}{U_0} = \frac{1}{2} \sqrt{V(\tau)} = \frac{1}{2} U(\tau) \quad (132)$$

first as a function of $\tau$. The quantity $y^*$ desired as independent variable instead of $\tau$ was calculated according to (85) by means of Simpson's rule. Furthermore one obtains, again by means of (85),

$$\frac{1}{U_0} \frac{\partial u}{\partial y^*} = \frac{1}{U_0} \frac{\partial u}{\partial \tau} \frac{\partial \tau}{\partial y^*} = \frac{1}{2} \frac{W(\tau)}{2V(\tau)} \frac{\sqrt{V(\tau)}}{2\sigma} = \frac{W(\tau)}{8\sigma} \quad (133)$$

and according to (71)

$$\frac{1}{U_0} \frac{\partial u}{\partial y^*} = \frac{\alpha^2}{4\sigma} \quad \text{for } \tau = 0 \quad (134)$$

In the same way one calculates

$$\frac{1}{U_0} \frac{\partial^2 u}{\partial y^*^2} = \frac{\tau W'(\tau) - W(\tau)}{8\sigma^2} \frac{\sqrt{V(\tau)}}{2\sigma} = \frac{1}{16\sigma^2} \frac{(\tau W' - W)V}{\tau^3} \quad (135)$$

and

$$\frac{1}{U_0} \frac{\partial^2 u}{\partial y^*^2} = \frac{1}{16\sigma^2} 3\sigma_1 d_3 \quad \text{for } \tau = 0 \quad (136)$$

The quantity $W'(\tau)$ appearing in (135) was already determined in the calculation according to Adams' method.

Table 1 added, for the various values of

$$\xi = 1/2\sigma^2$$
the calculated numerical values of

\[ \frac{u}{U_0}, \quad U_0^{-1} \frac{\partial u}{\partial y^*} \quad \text{and} \quad U_0^{-1} \frac{1}{2} \frac{\partial^2 u}{\partial y^*^2} \]

as a function of \( y^* \) including the Blasius profile for \( \xi = 0 \) and the asymptotic suction profile (cf. (5)). Concerning the accuracy of all tables it should be noted that the last decimal given cannot always be fully guaranteed; particularly for smaller values of the independent variable small inaccuracies in the last decimal may occur\(^3\). In the following way one obtains another estimate of the accuracy of the numerical material. Fulfilment of Prandtl's boundary layer equation (2) for \( y = 0 \), that is at the plate, yields the result that there must be

\[ \frac{1}{U_0} \frac{\partial^2 u}{\partial y^*^2} = -\frac{1}{U_0} \frac{\partial u}{\partial y^*} \quad \text{for} \quad y^* = 0 \]

In the approximate calculation this condition was not used.

Fig. 7 shows a sketch of \( u/U_0 \) as a function of

\[ y^* = \nu_0 y/u \]

The velocity distributions approach for large \( \xi \) the asymptotic suction profile (\( \xi = \infty \)). In fig. 8 the curves \( u/U_0 \) against \( y/\delta^* \) are illustrated with a shifted starting point. One can see that these curves hardly differ in shape. The curves of

\[ \delta^*/U_0^{-1} \frac{\partial u}{\partial y} \]

illustrated in fig. 9 in the same manner, have a slightly more varied aspect, whereas

\[ \frac{\partial^2 u}{\partial y^2} \]

\(^3\)The numerical calculations were verified by Mr. H. Schaefer on the basis of the so-called momentum control

\[ \frac{T_0(x)}{\rho} = U_0 \frac{2}{\rho} \frac{d\delta}{dx} - v_0 U_0 \]

it proved useful to integrate this equation in the \( x \) direction. Agreement according to the accuracy indicated above resulted.
(fig. 10) for the different values of the parameter $\xi$ shows an entirely different shape.

The characteristic boundary layer parameters

$$-\tau_0 \delta*/\nu \text{ and } -\tau_0 \delta/\nu$$

result from (87) and (89), respectively, by means of Simpson's rule. Thereafter one may calculate immediately the form parameter $\delta*/\delta$ according to (90) and, according to (92), easily

$$\tau_0 \delta*/\mu U_0$$

With (85) taken into consideration, there follows immediately from (87) and (106) or (89) and (107), respectively,

$$\frac{d\left(-\frac{\delta*\nu_0}{\nu}\right)}{d\sqrt{\xi}} \bigg|_{\sigma=0} = \delta* \sqrt{\frac{U_0}{v_x}} \text{ Blasius} = 1.7207$$

(137)

and

$$\frac{d\left(-\frac{\delta\nu_0}{\nu}\right)}{d\sqrt{\xi}} \bigg|_{\sigma=0} = \delta \sqrt{\frac{U_0}{v_x}} \text{ Blasius} = 0.6641$$

(138)

the numerical values were taken from (110).

The four characteristic constants are to be found in table 2 as function of $\xi$ and $\sqrt{\xi}$, respectively. Fig. 11 gives an illustration by means of a sketch; the tangents at the starting point according to equations (137) and (138) are plotted there.

15. The Stream Line Pattern

As stream function $\psi$ we shall introduce the stream function $\psi(\xi, \nu*)$ with the use of the dimensionless coordinates; it is defined by
$$\frac{\partial \psi}{\partial \xi} = -\frac{v}{-v_0}, \quad \frac{\partial \psi}{\partial y^*} = \frac{u}{u_0}$$ (139)

For that purpose one puts

$$\psi = \frac{1}{2} (-v_0) \psi_2$$ (140)

Actually, according to (83) and (85),

$$\xi = \frac{1}{2} (-v_0)^2 x_2$$ (141)

hence according to (140), (13), and (9),

$$\frac{\partial \psi}{\partial \xi} = \frac{1}{2} (-v_0) \frac{\partial \psi_2}{\partial x_2} \frac{2}{(-v_0)^2} = -\frac{v}{-v_0}$$

furthermore according to (84) and (85)

$$y^* = (-v_0) y_2$$ (142)

thus according to (140), (13), and (8)

$$\frac{\partial \psi}{\partial y^*} = \frac{1}{2} (-v_0) \frac{\partial \psi_2}{\partial y_2} \frac{1}{-v_0} = \frac{u}{u_0}$$

The numerical calculation of the function $\psi$ may be carried out as follows: From (79) one concludes

$$\psi_2 = \sqrt{x_2^2 r^2 - v_0 x_2}$$

with (83) there results
\[
\psi_2 = \frac{\sigma}{v_0} \tau^2 + \frac{\sigma^2}{v_0}
\]

thus according to (140)

\[
\psi = \frac{1}{2} \sigma (\tau^2 + \sigma) \quad (143)
\]

This value corresponds to

\[
\xi = \frac{1}{2} \sigma^2 \quad \text{and} \quad y^*(\tau, \sigma) \quad (144)
\]

the latter has to be calculated according to (85).

According to the tables calculated in this way the pattern of the stream lines \( \Psi = \text{const.} \) was constructed by means of linear interpolation. It must be noted that formula (143) yields for \( \xi = 0 \) and hence \( \sigma = 0 \) only the singular stream line (one point) \( \psi = 0 \) with \( y^* = 0 \) (cf. (85)). Since, however, for \( \xi = 0 \), \( u/U_0 \) must equal 1, one has because of the second equation (139)

\[
\psi(0, y^*) = y^* \quad (145)
\]

This result is naturally yielded also by our system of formulas: according to (85), namely,

\[
\frac{y^*}{\sigma} = 2 \int_{0}^{T} \frac{\tau d\tau}{U(\tau, \sigma)} \quad (146)
\]

whereas from (143) follows

\[
\frac{\psi}{\sigma} = \frac{1}{2} (\tau^2 + \sigma) \quad (147)
\]

The right side of (146) goes, due to the monotone growth of \( U(\tau, \sigma) \) as function of \( \tau \) from 0 to 2, with increasing \( \tau \) from higher values toward
so that for $\sigma \to 0$ and large $\tau$ (and only these have to be considered for $\sigma \to 0$, according to (143),) the right sides of (145) and (147) agree. That, however, leads to (145).

Fig. 12 presents the stream line pattern, fig. 13 a partial section for $\xi$-values from 0 to 1 in magnified scale. Particularly noteworthy is the steepening of the stream lines at the beginning of the plate $\xi = 0$ where all stream lines have a vertical tangent (cf. also paragraph 16). All stream lines approach the wall vertically, since there $v = v_0$ and $u = 0$.

16. The Velocity Component Perpendicular to the Wall

The velocity component

$$v(\xi, \gamma^*)/-v_0$$

perpendicular to the wall results from (139). One calculates

$$\frac{\partial \psi}{\partial \xi} = \frac{\partial \psi}{\partial \sigma} \frac{\partial \sigma}{\partial \xi} + \frac{\partial \psi}{\partial \tau} \frac{\partial \tau}{\partial \xi}$$

(148)

Now, according to (85),

$$d\xi = \sigma d\sigma, \gamma^* = 2\sigma \frac{\tau}{U(\tau, \sigma)} d\tau + \frac{\partial \gamma^*}{\partial \sigma} d\sigma$$

(149)

with

$$\frac{\partial \gamma^*}{\partial \sigma} = \frac{\gamma^*}{\sigma} - 2\sigma \int_0^\tau \frac{\partial U(\tau, \sigma)}{\partial \sigma} \frac{d\tau}{U^2(\tau, \sigma)}$$

(150)

By further calculation one obtains from (149)
\[ d\sigma = \frac{d\xi}{\sigma}, \quad d\tau = \frac{U(\tau, \sigma)}{2\sigma} \left( \frac{dy^*}{\sigma} - \frac{d\psi}{\sigma} \right) \]  \hspace{1cm} (151)

Since from (143) follows

\[ \frac{d\psi}{\sigma} = \frac{1}{2} (\tau^2 + 2\sigma), \quad \frac{d\psi}{\sigma} = \sigma \tau \]  \hspace{1cm} (152)

one obtains, according to (148),

\[ \frac{\tau}{\nu_0} = \frac{\partial \psi}{\partial \xi} = \frac{1}{2\sigma} (\tau^2 + 2\sigma) - \frac{U(\tau, \sigma)}{2\sigma} \frac{\partial y^*}{\partial \sigma} \]  \hspace{1cm} (153)

This is the formula for calculation of the velocity component perpendicular to the wall. \( \partial y^*/\partial \sigma \) can be determined by interpolation, since \( y^*(\tau, \sigma) \) was required anyway for the former calculations.

For \( \tau = 0 \), where

\[ U(0, \sigma) = 0 \text{ and } \frac{\partial y^*(0, \sigma)}{\partial \sigma} = 0 \]

necessarily follows from (153) \( \frac{\tau}{\nu_0} = -1 \), that is \( \nu = \nu_0 \). For \( \tau \neq 0 \) and \( \sigma \to 0 \) the decisive factor is, according to (153) and (150),

\[ \lim_{\sigma \to 0} \frac{1}{\sigma} \left( \frac{1}{2} \tau^2 - \frac{U \nu^*}{2} \right) = \lim_{\sigma \to 0} \frac{1}{\sigma} \left( \frac{1}{2} \tau^2 - \int_0^\tau \frac{\tau d\tau}{U(\tau, \sigma)} \right) \]  \hspace{1cm} (154)

equation (85) was taken into consideration. Due to the monotone growth of \( U(\tau, \sigma) \) from 0 to 2 with \( \tau \) the bracket is negative so that one obtains

\[ \frac{\tau}{\nu_0} = +\infty \text{ for } \tau = 0 \text{ and } \sigma = 0 \]  \hspace{1cm} (155)

This, however, means nothing else but the steepening of the stream lines for \( \xi = 0 \) pointed out at the end of the preceding paragraph. Moreover,
one may conclude from (154) in connection with the two equations (85), that for \( \xi \to 0 \) and \( y^* \) different from zero

\[
\frac{v}{-v_o} = \frac{1}{\sqrt{2} \xi} \lim_{\tau \to \infty} \left[ U(\tau,0) \int_0^\tau \frac{\tau \, d\tau}{U(\tau,0)} - \frac{1}{2} \tau^2 \right] + \ldots
\]

Instead of calculating \( \lim \tau \to \infty \) it is sufficient to substitute that value \( \tau^* \) for which \( U(\tau^*,0) = 2 \) is satisfied with adequate accuracy. According to the calculations described in paragraph 11 one can put \( \tau^* = 3 \). Then one obtains

\[
\frac{v}{-v_o} = \frac{1}{\sqrt{2} \xi} \left[ \int_0^3 \frac{\tau \, d\tau}{U(\tau,0)} - 4.5 \right] + \ldots
\]

\[
= \frac{1}{\sqrt{2} \xi} \left[ y_{B1}^*(3) \frac{1}{\sqrt{2}} - 4.5 \right] + \ldots
\]

\( y_{B1}^* \) being the value defined by (105). The numerical calculation gives the result

\[
\frac{v}{-v_o} = 0.8448 + \ldots \quad (156)
\]

For performing the calculation of the \( \frac{\partial y^*}{\partial \sigma} \) for \( \tau > 3 \) appearing in (153) one should further note that, according to (85),

\[
y^*(\tau) = y^*(3) + \frac{\alpha}{2} (\tau^2 - 9) (\tau \geq 3) \quad (157)
\]

Hence follows immediately

\[
\frac{\partial y^*(\tau)}{\partial \sigma} = \frac{\partial y^*(3)}{\partial \sigma} + \frac{1}{2} (\tau^2 - 9) (\tau \geq 3) \quad (158)
\]
and thus from (153) that

$$\frac{v(r)}{v_0} = \frac{v(3)}{v_0} \quad \text{for} \quad r \geq 3$$  \hspace{1cm} (159)

In fig. 14 the values of $\frac{v}{v_0}$ are plotted as function of $y^*$ for the various values of $\xi$.

17. The Drag of the Plate

The total friction drag for the plate of the width $b$ and the length $l$ wetted on one side is

$$W = b \int_0^l \tau_o(x) \, dx$$  \hspace{1cm} (160)

If one defines in the customary manner the coefficient of the friction drag by

$$c_f = \frac{W}{\frac{1}{2} \rho U_0^2 lb}$$  \hspace{1cm} (161)

and puts

$$f(\xi) = \frac{\tau_o}{\tau_o^{\infty}} = \frac{\tau_o \delta^*}{\mu U_0} = \frac{\tau_o}{\rho(-v_0) U_0}$$  \hspace{1cm} (162)
(regarding the value $\tau_{0,\infty}$ for the "asymptotic solution" (reference 6) (also see paragraph 18) $c_f$ becomes with

$$\xi_1 = \left( -\frac{\nu_o}{U_0} \right) \frac{2}{\nu} \frac{U_0}{\nu} = c_Q \frac{2}{\nu} \frac{U_0}{\nu}$$  \hspace{1cm} (163)$$

$$c_f = 2 \left\{ \frac{-\nu_o}{U_0} \frac{1}{\xi_1} \right\} \int_{U_0}^{\xi_2} \frac{\tau_0}{\tau_{0,\infty}} \, d\xi = 2 \frac{-\nu_o}{U_0} \frac{1}{c_f} \frac{\tau_{0,\infty}}{ \frac{1}{\xi_2} \int_{U_0}^{\xi_2} f(\xi) \, d\xi }$$  \hspace{1cm} (164)$$

with

$$F(\xi_2) = \frac{1}{\xi_2} \int_{U_0}^{\xi_2} f(\xi) \, d\xi$$  \hspace{1cm} (165)$$

One concludes immediately:

For $\xi_2 \rightarrow \infty$ one obtains

$$F(\xi_2) \rightarrow 1, \quad c_f \rightarrow 2 \frac{-\nu_o}{U_0} = c_f \rightarrow 2c_Q$$

for $\xi_2 \rightarrow 0$ one obtains

$$F(\xi_2) \rightarrow \frac{0.6641}{\xi_2}, \quad c_f \rightarrow \frac{-\nu_o}{U_0} \sqrt{\frac{1.3282}{\xi_2}} = \frac{1.3282}{\sqrt{\frac{U_0}{\nu}} \sqrt{\xi_2}}$$

The first is the drag law of the asymptotic solution, the latter Blasius' drag law for the case without suction. The drag law in the entrance region is given by equations (163) and (164). The drag coefficients for various mass coefficients $c_Q$ coincide in one curve when
\[ \frac{c_f}{c_f^\infty} = \frac{c_f}{2c_Q} = F(\xi) \]

is plotted against

\[ c_Q \bar{u}_0 \gamma = \xi \]

(Fig. 15).

For calculation of the integral (165) one introduces according to (85) \( \sigma \) as integration variable:

\[
F(\xi) = \frac{2}{2\sigma_1^2} \int_0^{\sigma_1} f_1(\sigma) d\sigma \quad (166)
\]

with

\[
\frac{1}{2} \sigma_1^2 = \xi \quad \text{and} \quad f_1(\sigma) = f(\xi) \quad (167)
\]

According to (87) and (92) as well as to (106), (109) and (110)

\[
\frac{\delta^* \nu}{\nu} = \frac{1}{\sqrt{2}} 1.7207 \sigma \ldots \quad \frac{T}{\mu u_0} = 0.5714 + \ldots
\]

hence

\[
F(\xi) = \frac{2}{\sigma_1^2} \int_0^{\sigma_1} \sqrt{\frac{0.5714}{1.7207}} d\sigma + \ldots = \frac{2\sqrt{2}}{\sigma_1} \frac{0.5714}{1.7207} + \ldots
\]

(168)

\[ = 0.6641 \frac{1}{\sqrt{\xi}} \]
in agreement with the statement made in connection with (165). The integral appearing in (166) is a definite integral and was evaluated according to Simpson's rule; first with the width of interval \( h = 0.2 \); thus one obtained the values of \( F(\xi'_1) \) for \( \sigma'_1 = 0, 0.2, 0.4, \ldots \). From them the value of \( F \) for \( \sigma'_1 = 0.1 \) was determined according to Newton's interpolation formula; by repeated successive application of Simpson's rule the \( F \) values for \( \sigma'_1 = 0.3, 0.5, 0.7, \ldots \) were obtained.

The last column of table 2 gives the values of the function \( F(\xi'_1) \). Fig. 15 shows a sketch of this function. In fig. 16 the curves \( 10^3 c_f \) are plotted as function of \( U_o^2/\nu \) with \( c_Q = -v_o/U_o \) as parameter; for comparison the curves are drawn as dashed lines which illustrate for the flow without suction the transition from laminar to turbulent flow or, respectively, the fully turbulent flow (reference 17).

The difference between the fully turbulent drag curve and a curve \( c_Q = \text{const.} \) gives the drag reduction by means of keeping the boundary layer laminar, under the presupposition that the laminar boundary layer is stable for the respective mass coefficient. that is, that no transition to the turbulent flow type occurs.

18. The Asymptotic Solution

According to Schlichting (reference 6) the problem (2), (3) is solved by the expression

\[
v = v_o, \quad u = U_o(1 - e^{-y^*})
\]

(169)

---

Information on the mass coefficients required for maintenance of a laminar boundary layer is given in an investigation by A. Ulrich (see reference 13) in which the laminar velocity profiles calculated in the present report were investigated for stability. The mass coefficient \( c_{Q, \text{crit}} = 1.2 \times 10^{-4} \) was found to be sufficient for the maintenance of a laminar boundary layer. Hence reductions in friction drag of the order of magnitude of 70 to 80 percent of the fully turbulent friction drag result for the Reynolds number in the region

\[
U_o^2/\nu = 5 \times 10^6 \text{ to } 10^8
\]

important in practice.
which also satisfies the boundary conditions (4) with the exception of the fourth, the latter only for \( y^* \to \infty \). With increasing \( y^* \) the individual velocity profiles \( u/U_0 \) will tend toward this "asymptotic solution" (169). We shall reconvert (169) to our calculation coordinates \( \sigma \) and \( \tau \):

\[
1 - \frac{u}{U_0} = e^{-y^*}, \quad y^* = -\ln \left(1 - \frac{u}{U_0}\right)
\]

One takes (85) and (132) into consideration:

\[
2\sigma \int_0^\tau \frac{\tau \, d\tau}{\sqrt{V}} = -\ln \left(1 - \frac{1}{2} \sqrt{V}\right) \tag{170}
\]

Differentiation with respect to \( \tau \) gives

\[
\frac{2\sigma}{\sqrt{V}} = \frac{\frac{1}{2} \left(\sqrt{V}\right)'}{1 - \frac{1}{2} \sqrt{V}} - \frac{\frac{1}{2} \sqrt{V} \, d\sqrt{V}}{1 - \frac{1}{2} \sqrt{V}} = -2\sigma \tau \, d\tau
\]

and integration

\[
\sqrt{V} + 2\ln \left(1 - \frac{1}{2} \sqrt{V}\right) = -\sigma \tau^2 \tag{171}
\]

The additive integration constant which actually should appear on the right must disappear since according to (170) for \( \tau = 0 \) \( \sqrt{V} \) also must disappear.

From (171) one concludes for instance: For constant \( \tau \) \( \sqrt{V} \) tends with growing \( \sigma \) increasingly toward 2; this is the reason for the remark made in paragraph 12 that the quantity called \( \tau_1 \) there decreases with growing \( \sigma \).

Equation (171) assumes a clearer form if one introduces according to (33), (34) and (49) \( X \) and \( Y \) as independent variables:
\[ \sqrt{R} + 2 \ln \left( 1 - \frac{1}{2} \sqrt{R} \right) = -x \quad (172) \]

This could have been confirmed directly from (171).

In all figures the values referred to the asymptotic solution which can easily be calculated are marked in. It is shown that for \( \sigma = 4 \) all flow characteristics lie sufficiently close to the corresponding values of the asymptotic solution.

**SUMMARY**

A general calculation method is given with which to determine the boundary layer developing along an infinitely extended flat plate under the influence of an arbitrary suction or blowing law. For the special case of homogeneous suction the numerical calculation of the velocity within the boundary layer is performed completely. Two numerical methods are applied which are both fundamentally based on the approximate solution of an ordinary linear differential equation of the second order for the calculation of each velocity profile vertical to the plate; thus one attains a sufficiently accurate determination of the first and second derivatives of the velocity vertical to the wall as well. Both methods can also be applied for the continuation of an arbitrarily prescribed velocity profile.

Translated by Mary L. Mahler,
National Advisory Committee for Aeronautics
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TABLE I

THE VELOCITY DISTRIBUTION WITH ITS FIRST AND SECOND DERIVATIVE FOR VARIOUS $\xi$

<table>
<thead>
<tr>
<th>$\eta^* = \sqrt{\frac{U_0}{V_x}}$</th>
<th>$\frac{u}{U_0}$</th>
<th>$\frac{1}{U_0} \frac{du}{d\eta^*}$</th>
<th>$\frac{1}{U_0} \frac{d^2u}{d\eta^*^2}$</th>
<th>$y^* = \frac{-\sqrt{\frac{U_0}{V}}}{V}$</th>
<th>$\frac{u}{U_0}$</th>
<th>$\frac{1}{U_0} \frac{du}{dy^*}$</th>
<th>$\frac{1}{U_0} \frac{d^2u}{dy^*^2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.332</td>
<td>-0.001</td>
<td>0</td>
<td>0</td>
<td>0.0137</td>
<td>0.0726</td>
</tr>
<tr>
<td>0.2064</td>
<td>0.0685</td>
<td>0.332</td>
<td>-0.005</td>
<td>0.0275</td>
<td>0.1445</td>
<td>5.169</td>
<td>-6.100</td>
</tr>
<tr>
<td>0.4128</td>
<td>0.14370</td>
<td>0.331</td>
<td>-0.011</td>
<td>0.0414</td>
<td>0.2156</td>
<td>5.077</td>
<td>-7.149</td>
</tr>
<tr>
<td>0.6193</td>
<td>0.2053</td>
<td>0.330</td>
<td>-0.018</td>
<td>0.0554</td>
<td>0.2858</td>
<td>4.968</td>
<td>-8.595</td>
</tr>
<tr>
<td>0.7935</td>
<td>0.2733</td>
<td>0.327</td>
<td>-0.028</td>
<td>0.0694</td>
<td>0.3546</td>
<td>4.835</td>
<td>-10.389</td>
</tr>
<tr>
<td>1.0007</td>
<td>0.3406</td>
<td>0.322</td>
<td>-0.040</td>
<td>0.0836</td>
<td>0.4220</td>
<td>4.673</td>
<td>-12.459</td>
</tr>
<tr>
<td>1.2088</td>
<td>0.4069</td>
<td>0.315</td>
<td>-0.053</td>
<td>0.0979</td>
<td>0.4874</td>
<td>4.479</td>
<td>-14.705</td>
</tr>
<tr>
<td>1.4179</td>
<td>0.4718</td>
<td>0.305</td>
<td>-0.066</td>
<td>0.1123</td>
<td>0.5505</td>
<td>4.250</td>
<td>-17.002</td>
</tr>
<tr>
<td>1.6286</td>
<td>0.5348</td>
<td>0.293</td>
<td>-0.079</td>
<td>0.1269</td>
<td>0.6108</td>
<td>3.985</td>
<td>-19.204</td>
</tr>
<tr>
<td>1.8412</td>
<td>0.5955</td>
<td>0.277</td>
<td>-0.092</td>
<td>0.1418</td>
<td>0.6678</td>
<td>3.685</td>
<td>-21.150</td>
</tr>
<tr>
<td>2.0563</td>
<td>0.6532</td>
<td>0.259</td>
<td>-0.102</td>
<td>0.1569</td>
<td>0.7210</td>
<td>3.353</td>
<td>-22.676</td>
</tr>
<tr>
<td>2.2744</td>
<td>0.7074</td>
<td>0.238</td>
<td>-0.109</td>
<td>0.1723</td>
<td>0.7699</td>
<td>2.995</td>
<td>-23.626</td>
</tr>
<tr>
<td>2.4964</td>
<td>0.7575</td>
<td>0.214</td>
<td>-0.113</td>
<td>0.1881</td>
<td>0.8142</td>
<td>2.620</td>
<td>-23.880</td>
</tr>
<tr>
<td>2.7227</td>
<td>0.8032</td>
<td>0.189</td>
<td>-0.113</td>
<td>0.2043</td>
<td>0.8535</td>
<td>2.237</td>
<td>-23.361</td>
</tr>
<tr>
<td>2.9544</td>
<td>0.8440</td>
<td>0.163</td>
<td>-0.109</td>
<td>0.2209</td>
<td>0.8875</td>
<td>1.858</td>
<td>-22.062</td>
</tr>
<tr>
<td>3.1922</td>
<td>0.8795</td>
<td>0.136</td>
<td>-0.100</td>
<td>0.2381</td>
<td>0.9163</td>
<td>1.495</td>
<td>-20.051</td>
</tr>
<tr>
<td>3.4371</td>
<td>0.9097</td>
<td>0.111</td>
<td>-0.089</td>
<td>0.2558</td>
<td>0.9398</td>
<td>1.161</td>
<td>-17.472</td>
</tr>
<tr>
<td>3.6900</td>
<td>0.9347</td>
<td>0.087</td>
<td>-0.075</td>
<td>0.2743</td>
<td>0.9584</td>
<td>0.866</td>
<td>-14.537</td>
</tr>
<tr>
<td>3.9519</td>
<td>0.9545</td>
<td>0.065</td>
<td>-0.060</td>
<td>0.2934</td>
<td>0.9725</td>
<td>0.617</td>
<td>-11.491</td>
</tr>
<tr>
<td>4.2237</td>
<td>0.9697</td>
<td>0.047</td>
<td>-0.045</td>
<td>0.3134</td>
<td>0.9827</td>
<td>0.425</td>
<td>-8.586</td>
</tr>
<tr>
<td>4.5063</td>
<td>0.9808</td>
<td>0.032</td>
<td>-0.032</td>
<td>0.3341</td>
<td>0.9898</td>
<td>0.267</td>
<td>-6.027</td>
</tr>
<tr>
<td>4.8007</td>
<td>0.9885</td>
<td>0.021</td>
<td>-0.022</td>
<td>0.3558</td>
<td>0.9943</td>
<td>0.160</td>
<td>-3.949</td>
</tr>
<tr>
<td>5.1074</td>
<td>0.9935</td>
<td>0.013</td>
<td>-0.013</td>
<td>0.3784</td>
<td>0.9970</td>
<td>0.089</td>
<td>-2.399</td>
</tr>
<tr>
<td>5.4271</td>
<td>0.9966</td>
<td>0.007</td>
<td>-0.008</td>
<td>0.4020</td>
<td>0.9986</td>
<td>0.046</td>
<td>-1.342</td>
</tr>
<tr>
<td>5.7603</td>
<td>0.9984</td>
<td>0.004</td>
<td>-0.004</td>
<td>0.4265</td>
<td>0.9994</td>
<td>0.022</td>
<td>-0.690</td>
</tr>
<tr>
<td>6.1072</td>
<td>0.9993</td>
<td>0.002</td>
<td>-0.002</td>
<td>0.4520</td>
<td>0.9998</td>
<td>0.009</td>
<td>-0.323</td>
</tr>
<tr>
<td>6.4680</td>
<td>0.9997</td>
<td>0.001</td>
<td>-0.001</td>
<td>0.4765</td>
<td>0.9999</td>
<td>0.004</td>
<td>-0.136</td>
</tr>
<tr>
<td>6.8428</td>
<td>0.9999</td>
<td>0</td>
<td>-</td>
<td>0.5060</td>
<td>1</td>
<td>0</td>
<td>-0.051</td>
</tr>
<tr>
<td>7.2317</td>
<td>1.0000</td>
<td>0</td>
<td>-</td>
<td>0.5344</td>
<td>1</td>
<td>0</td>
<td>-0.012</td>
</tr>
<tr>
<td>7.6348</td>
<td>1.0000</td>
<td>0</td>
<td>-</td>
<td>0.5640</td>
<td>1</td>
<td>0</td>
<td>-0.006</td>
</tr>
<tr>
<td>8.0519</td>
<td>1.0000</td>
<td>0</td>
<td>-</td>
<td>0.5840</td>
<td>1</td>
<td>0</td>
<td>-0.000</td>
</tr>
</tbody>
</table>
Table I.- Continued

The velocity distribution with its first and second derivative for various $\xi$

<table>
<thead>
<tr>
<th>$\sigma = 0.2; \xi = 0.02$</th>
<th>$\sigma = 0.3; \xi = 0.045$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y^* = \frac{-v_y}{\nu}$</td>
<td>$y^* = \frac{-v_y}{\nu}$</td>
</tr>
<tr>
<td>$\frac{u}{U_0}$</td>
<td>$\frac{u}{U_0}$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.0260</td>
<td>0.0766</td>
</tr>
<tr>
<td>0.0522</td>
<td>0.1519</td>
</tr>
<tr>
<td>0.0787</td>
<td>0.2257</td>
</tr>
<tr>
<td>0.1054</td>
<td>0.2980</td>
</tr>
<tr>
<td>0.1324</td>
<td>0.3684</td>
</tr>
<tr>
<td>0.1597</td>
<td>0.4310</td>
</tr>
<tr>
<td>0.1874</td>
<td>0.5027</td>
</tr>
<tr>
<td>0.2154</td>
<td>0.5658</td>
</tr>
<tr>
<td>0.2439</td>
<td>0.6257</td>
</tr>
<tr>
<td>0.2730</td>
<td>0.6820</td>
</tr>
<tr>
<td>0.3026</td>
<td>0.7342</td>
</tr>
<tr>
<td>0.3329</td>
<td>0.7820</td>
</tr>
<tr>
<td>0.3640</td>
<td>0.8249</td>
</tr>
<tr>
<td>0.3960</td>
<td>0.8627</td>
</tr>
<tr>
<td>0.4290</td>
<td>0.8952</td>
</tr>
<tr>
<td>0.4631</td>
<td>0.9225</td>
</tr>
<tr>
<td>0.4984</td>
<td>0.9442</td>
</tr>
<tr>
<td>0.5351</td>
<td>0.9621</td>
</tr>
<tr>
<td>0.5733</td>
<td>0.9751</td>
</tr>
<tr>
<td>0.6131</td>
<td>0.9845</td>
</tr>
<tr>
<td>0.6546</td>
<td>0.9909</td>
</tr>
<tr>
<td>0.6979</td>
<td>0.9950</td>
</tr>
<tr>
<td>0.7431</td>
<td>0.9974</td>
</tr>
<tr>
<td>0.7902</td>
<td>0.9988</td>
</tr>
<tr>
<td>0.8392</td>
<td>0.9995</td>
</tr>
<tr>
<td>0.8902</td>
<td>0.9998</td>
</tr>
<tr>
<td>0.9432</td>
<td>0.9999</td>
</tr>
<tr>
<td>0.9982</td>
<td>1</td>
</tr>
<tr>
<td>1.0552</td>
<td>1</td>
</tr>
<tr>
<td>1.1142</td>
<td>1</td>
</tr>
</tbody>
</table>
TABLE I.-- Continued

THE VELOCITY DISTRIBUTION WITH ITS FIRST AND SECOND DERIVATIVE FOR VARIOUS $\xi$

<table>
<thead>
<tr>
<th>$\sigma = 0.4; \xi = 0.08$</th>
<th>$\sigma = 0.5; \xi = 0.125$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y^* = -\frac{v_0y}{v}$</td>
<td>$y^* = -\frac{v_0y}{v}$</td>
</tr>
<tr>
<td>u</td>
<td>$\frac{1}{u_0} \frac{du}{dy}$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.0471</td>
<td>0.0843</td>
</tr>
<tr>
<td>0.0948</td>
<td>0.1661</td>
</tr>
<tr>
<td>0.1434</td>
<td>0.2452</td>
</tr>
<tr>
<td>0.1928</td>
<td>0.3214</td>
</tr>
<tr>
<td>0.2430</td>
<td>0.3947</td>
</tr>
<tr>
<td>0.2941</td>
<td>0.4648</td>
</tr>
<tr>
<td>0.3463</td>
<td>0.5315</td>
</tr>
<tr>
<td>0.3995</td>
<td>0.5946</td>
</tr>
<tr>
<td>0.4539</td>
<td>0.6537</td>
</tr>
<tr>
<td>0.5097</td>
<td>0.7085</td>
</tr>
<tr>
<td>0.5669</td>
<td>0.7587</td>
</tr>
<tr>
<td>0.6257</td>
<td>0.8041</td>
</tr>
<tr>
<td>0.6864</td>
<td>0.8443</td>
</tr>
<tr>
<td>0.7490</td>
<td>0.8793</td>
</tr>
<tr>
<td>0.8138</td>
<td>0.9090</td>
</tr>
<tr>
<td>0.8811</td>
<td>0.9336</td>
</tr>
<tr>
<td>0.9510</td>
<td>0.9533</td>
</tr>
<tr>
<td>1.0238</td>
<td>0.9684</td>
</tr>
<tr>
<td>1.0998</td>
<td>0.9797</td>
</tr>
<tr>
<td>1.1790</td>
<td>0.9876</td>
</tr>
<tr>
<td>1.2618</td>
<td>0.9928</td>
</tr>
<tr>
<td>1.3483</td>
<td>0.9961</td>
</tr>
<tr>
<td>1.4385</td>
<td>0.9981</td>
</tr>
<tr>
<td>1.5327</td>
<td>0.9991</td>
</tr>
<tr>
<td>1.6307</td>
<td>0.9996</td>
</tr>
<tr>
<td>1.7328</td>
<td>0.9999</td>
</tr>
<tr>
<td>1.8388</td>
<td>1.0000</td>
</tr>
<tr>
<td>1.9488</td>
<td>1</td>
</tr>
<tr>
<td>2.0628</td>
<td>1</td>
</tr>
<tr>
<td>2.1808</td>
<td>1</td>
</tr>
</tbody>
</table>
## Table I—Continued

The Velocity Distribution with its First and Second Derivative for Various $\sigma$

<table>
<thead>
<tr>
<th>$\sigma = 0.6; \xi = 0.18$</th>
<th>$\sigma = 0.7; \xi = 0.245$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y^* = \frac{-v_o y}{v}$</td>
<td>$y^* = \frac{-v_o y}{v}$</td>
</tr>
<tr>
<td>$\frac{u}{U_0}$</td>
<td>$\frac{u}{U_0}$</td>
</tr>
<tr>
<td>$\frac{1}{U_0} \frac{\partial u}{\partial y^*}$</td>
<td>$\frac{1}{U_0} \frac{\partial u}{\partial y^*}$</td>
</tr>
<tr>
<td>$\frac{1}{U_0} \frac{\partial^2 u}{\partial y^*}$</td>
<td>$\frac{1}{U_0} \frac{\partial^2 u}{\partial y^*}$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.0647</td>
<td>0.0647</td>
</tr>
<tr>
<td>0.0919</td>
<td>0.0919</td>
</tr>
<tr>
<td>0.1287</td>
<td>0.1287</td>
</tr>
<tr>
<td>0.1798</td>
<td>0.1798</td>
</tr>
<tr>
<td>0.2637</td>
<td>0.2637</td>
</tr>
<tr>
<td>0.3117</td>
<td>0.3117</td>
</tr>
<tr>
<td>0.3805</td>
<td>0.3805</td>
</tr>
<tr>
<td>0.4627</td>
<td>0.4627</td>
</tr>
<tr>
<td>0.5471</td>
<td>0.5471</td>
</tr>
<tr>
<td>0.6341</td>
<td>0.6341</td>
</tr>
<tr>
<td>0.7237</td>
<td>0.7237</td>
</tr>
<tr>
<td>0.8161</td>
<td>0.8161</td>
</tr>
<tr>
<td>0.9117</td>
<td>0.9117</td>
</tr>
<tr>
<td>1.0106</td>
<td>1.0106</td>
</tr>
<tr>
<td>1.1132</td>
<td>1.1132</td>
</tr>
<tr>
<td>1.2206</td>
<td>1.2206</td>
</tr>
<tr>
<td>1.3316</td>
<td>1.3316</td>
</tr>
<tr>
<td>1.4774</td>
<td>1.4774</td>
</tr>
<tr>
<td>1.6942</td>
<td>1.6942</td>
</tr>
<tr>
<td>1.8262</td>
<td>1.8262</td>
</tr>
<tr>
<td>1.9643</td>
<td>1.9643</td>
</tr>
<tr>
<td>2.1088</td>
<td>2.1088</td>
</tr>
<tr>
<td>2.2599</td>
<td>2.2599</td>
</tr>
<tr>
<td>2.4177</td>
<td>2.4177</td>
</tr>
<tr>
<td>2.5823</td>
<td>2.5823</td>
</tr>
<tr>
<td>2.7539</td>
<td>2.7539</td>
</tr>
<tr>
<td>2.9324</td>
<td>2.9324</td>
</tr>
<tr>
<td>3.1179</td>
<td>3.1179</td>
</tr>
<tr>
<td>3.3104</td>
<td>3.3104</td>
</tr>
<tr>
<td>3.5099</td>
<td>3.5099</td>
</tr>
<tr>
<td>3.7164</td>
<td>3.7164</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.004</td>
<td>0.004</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.006</td>
<td>0.006</td>
</tr>
<tr>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
TABLE I.—Continued

THE VELOCITY DISTRIBUTION WITH ITS FIRST AND
SECOND DERIVATIVE FOR VARIOUS \( \zeta \)

<table>
<thead>
<tr>
<th>( y^* = \frac{-v_0 y}{v} )</th>
<th>( \frac{u}{U_0} )</th>
<th>( \frac{1}{U_0} \frac{\partial u}{\partial y^*} )</th>
<th>( \frac{1}{U_0} \frac{\partial^2 u}{\partial y^*} )</th>
<th>( y^* = \frac{-v_0 y}{v} )</th>
<th>( \frac{u}{U_0} )</th>
<th>( \frac{1}{U_0} \frac{\partial u}{\partial y^*} )</th>
<th>( \frac{1}{U_0} \frac{\partial^2 u}{\partial y^*} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma = 0.8; \ \zeta = 0.32 )</td>
<td>( \sigma = 0.9; \ \zeta = 0.405 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 0 )</td>
<td>0</td>
<td>1.292</td>
<td>-1.28</td>
<td>0</td>
<td>0</td>
<td>1.237</td>
<td>-1.23</td>
</tr>
<tr>
<td>0.0797</td>
<td>0.0990</td>
<td>1.194</td>
<td>-1.19</td>
<td>0.0865</td>
<td>0.1025</td>
<td>1.135</td>
<td>-1.13</td>
</tr>
<tr>
<td>0.1616</td>
<td>0.1929</td>
<td>1.100</td>
<td>-1.11</td>
<td>0.1756</td>
<td>0.1993</td>
<td>1.038</td>
<td>-1.04</td>
</tr>
<tr>
<td>0.2457</td>
<td>0.2815</td>
<td>1.010</td>
<td>-1.03</td>
<td>0.2673</td>
<td>0.2902</td>
<td>0.946</td>
<td>-0.96</td>
</tr>
<tr>
<td>0.3321</td>
<td>0.3651</td>
<td>0.923</td>
<td>-0.97</td>
<td>0.3618</td>
<td>0.3754</td>
<td>0.859</td>
<td>-0.89</td>
</tr>
<tr>
<td>0.4211</td>
<td>0.4434</td>
<td>0.840</td>
<td>-0.91</td>
<td>0.4592</td>
<td>0.4549</td>
<td>0.775</td>
<td>-0.83</td>
</tr>
<tr>
<td>0.5126</td>
<td>0.5166</td>
<td>0.760</td>
<td>-0.85</td>
<td>0.5597</td>
<td>0.5287</td>
<td>0.695</td>
<td>-0.76</td>
</tr>
<tr>
<td>0.6070</td>
<td>0.5846</td>
<td>0.682</td>
<td>-0.80</td>
<td>0.6635</td>
<td>0.5968</td>
<td>0.619</td>
<td>-0.71</td>
</tr>
<tr>
<td>0.6048</td>
<td>0.6472</td>
<td>0.543</td>
<td>-0.70</td>
<td>0.7709</td>
<td>0.6593</td>
<td>0.546</td>
<td>-0.65</td>
</tr>
<tr>
<td>0.9088</td>
<td>0.7562</td>
<td>0.533</td>
<td>-0.65</td>
<td>0.8820</td>
<td>0.7160</td>
<td>0.476</td>
<td>-0.60</td>
</tr>
<tr>
<td>1.0165</td>
<td>0.8024</td>
<td>0.536</td>
<td>-0.60</td>
<td>1.1168</td>
<td>0.8122</td>
<td>0.347</td>
<td>-0.495</td>
</tr>
<tr>
<td>1.1283</td>
<td>0.8431</td>
<td>0.453</td>
<td>-0.54</td>
<td>1.2411</td>
<td>0.8517</td>
<td>0.289</td>
<td>-0.441</td>
</tr>
<tr>
<td>1.2444</td>
<td>0.8782</td>
<td>0.374</td>
<td>-0.479</td>
<td>1.3706</td>
<td>0.8856</td>
<td>0.236</td>
<td>-0.386</td>
</tr>
<tr>
<td>1.3652</td>
<td>0.9079</td>
<td>0.219</td>
<td>-0.416</td>
<td>1.5055</td>
<td>0.9141</td>
<td>0.187</td>
<td>-0.331</td>
</tr>
<tr>
<td>1.4912</td>
<td>0.9324</td>
<td>0.171</td>
<td>-0.352</td>
<td>1.6464</td>
<td>0.9374</td>
<td>0.145</td>
<td>-0.276</td>
</tr>
<tr>
<td>1.6228</td>
<td>0.9521</td>
<td>0.129</td>
<td>-0.288</td>
<td>1.7937</td>
<td>0.9559</td>
<td>0.108</td>
<td>-0.222</td>
</tr>
<tr>
<td>1.7603</td>
<td>0.9673</td>
<td>0.094</td>
<td>-0.227</td>
<td>1.9478</td>
<td>0.9701</td>
<td>0.078</td>
<td>-0.173</td>
</tr>
<tr>
<td>1.9041</td>
<td>0.9786</td>
<td>0.066</td>
<td>-0.171</td>
<td>2.1093</td>
<td>0.9807</td>
<td>0.054</td>
<td>-0.129</td>
</tr>
<tr>
<td>2.0547</td>
<td>0.9867</td>
<td>0.043</td>
<td>-0.123</td>
<td>2.2784</td>
<td>0.9881</td>
<td>0.035</td>
<td>-0.091</td>
</tr>
<tr>
<td>2.2123</td>
<td>0.9922</td>
<td>0.027</td>
<td>-0.083</td>
<td>2.4555</td>
<td>0.9930</td>
<td>0.022</td>
<td>-0.061</td>
</tr>
<tr>
<td>2.3773</td>
<td>0.9957</td>
<td>0.016</td>
<td>-0.053</td>
<td>2.6410</td>
<td>0.9962</td>
<td>0.013</td>
<td>-0.038</td>
</tr>
<tr>
<td>2.5498</td>
<td>0.9977</td>
<td>0.009</td>
<td>-0.032</td>
<td>2.8350</td>
<td>0.9980</td>
<td>0.007</td>
<td>-0.023</td>
</tr>
<tr>
<td>2.7301</td>
<td>0.9989</td>
<td>0.005</td>
<td>-0.018</td>
<td>3.0378</td>
<td>0.9991</td>
<td>0.004</td>
<td>-0.012</td>
</tr>
<tr>
<td>2.9183</td>
<td>0.9995</td>
<td>0.002</td>
<td>-0.009</td>
<td>3.2494</td>
<td>0.9996</td>
<td>0.002</td>
<td>-0.006</td>
</tr>
<tr>
<td>3.1143</td>
<td>0.9998</td>
<td>0.001</td>
<td>-0.004</td>
<td>3.4700</td>
<td>0.9998</td>
<td>0.001</td>
<td>-0.003</td>
</tr>
<tr>
<td>3.3184</td>
<td>0.9999</td>
<td>0</td>
<td>-0.002</td>
<td>3.6995</td>
<td>0.9999</td>
<td>0</td>
<td>-0.001</td>
</tr>
<tr>
<td>3.5304</td>
<td>1</td>
<td>0</td>
<td>-0.001</td>
<td>3.9380</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3.7504</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>4.1855</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3.9784</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>4.4420</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4.2144</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>4.7075</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
TABLE I.—Continued

THE VELOCITY DISTRIBUTION WITH ITS FIRST AND SECOND DERIVATIVE FOR VARIOUS \( \xi \)

<table>
<thead>
<tr>
<th>( y^* = \frac{-v_0y}{v} )</th>
<th>( u )</th>
<th>( \frac{1}{U_0} \frac{du}{dy^*} )</th>
<th>( \frac{1}{U_0} \frac{d^2u}{dy^*2} )</th>
<th>( y^* = \frac{-v_0y}{v} )</th>
<th>( u )</th>
<th>( \frac{1}{U_0} \frac{du}{dy^*} )</th>
<th>( \frac{1}{U_0} \frac{d^2u}{dy^*2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1.194</td>
<td>-1.18</td>
<td>0</td>
<td>0</td>
<td>1.135</td>
<td>-1.135</td>
</tr>
<tr>
<td>0.0929</td>
<td>0.1120</td>
<td>1.089</td>
<td>-1.08</td>
<td>0.1047</td>
<td>0.1177</td>
<td>1.022</td>
<td>-1.022</td>
</tr>
<tr>
<td>0.1888</td>
<td>0.2095</td>
<td>0.989</td>
<td>-0.99</td>
<td>0.2130</td>
<td>0.2176</td>
<td>0.917</td>
<td>-0.921</td>
</tr>
<tr>
<td>0.2877</td>
<td>0.2986</td>
<td>0.895</td>
<td>-0.91</td>
<td>0.3253</td>
<td>0.3149</td>
<td>0.818</td>
<td>-0.828</td>
</tr>
<tr>
<td>0.3898</td>
<td>0.3854</td>
<td>0.806</td>
<td>-0.83</td>
<td>0.4417</td>
<td>0.4048</td>
<td>0.727</td>
<td>-0.744</td>
</tr>
<tr>
<td>0.4953</td>
<td>0.4660</td>
<td>0.722</td>
<td>-0.76</td>
<td>0.5625</td>
<td>0.4874</td>
<td>0.642</td>
<td>-0.665</td>
</tr>
<tr>
<td>0.6044</td>
<td>0.5405</td>
<td>0.643</td>
<td>-0.70</td>
<td>0.6880</td>
<td>0.5629</td>
<td>0.563</td>
<td>-0.596</td>
</tr>
<tr>
<td>0.7174</td>
<td>0.6088</td>
<td>0.568</td>
<td>-0.64</td>
<td>0.8184</td>
<td>0.6315</td>
<td>0.489</td>
<td>-0.532</td>
</tr>
<tr>
<td>0.8345</td>
<td>0.6710</td>
<td>0.497</td>
<td>-0.58</td>
<td>0.9541</td>
<td>0.6932</td>
<td>0.422</td>
<td>-0.477</td>
</tr>
<tr>
<td>0.9560</td>
<td>0.7272</td>
<td>0.430</td>
<td>-0.52</td>
<td>1.0955</td>
<td>0.7483</td>
<td>0.359</td>
<td>-0.424</td>
</tr>
<tr>
<td>1.0821</td>
<td>0.7773</td>
<td>0.367</td>
<td>-0.472</td>
<td>1.2430</td>
<td>0.7968</td>
<td>0.301</td>
<td>-0.365</td>
</tr>
<tr>
<td>1.2134</td>
<td>0.8215</td>
<td>0.308</td>
<td>-0.420</td>
<td>1.3969</td>
<td>0.8391</td>
<td>0.249</td>
<td>-0.316</td>
</tr>
<tr>
<td>1.3501</td>
<td>0.8599</td>
<td>0.254</td>
<td>-0.369</td>
<td>1.5578</td>
<td>0.8753</td>
<td>0.202</td>
<td>-0.262</td>
</tr>
<tr>
<td>1.4926</td>
<td>0.8976</td>
<td>0.205</td>
<td>-0.318</td>
<td>1.7261</td>
<td>0.9056</td>
<td>0.160</td>
<td>-0.228</td>
</tr>
<tr>
<td>1.6415</td>
<td>0.9199</td>
<td>0.162</td>
<td>-0.268</td>
<td>1.9025</td>
<td>0.9306</td>
<td>0.136</td>
<td>-0.194</td>
</tr>
<tr>
<td>1.7971</td>
<td>0.9421</td>
<td>0.124</td>
<td>-0.221</td>
<td>2.0874</td>
<td>0.9505</td>
<td>0.093</td>
<td>-0.154</td>
</tr>
<tr>
<td>1.9601</td>
<td>0.9595</td>
<td>0.092</td>
<td>-0.176</td>
<td>2.2814</td>
<td>0.9660</td>
<td>0.067</td>
<td>-0.120</td>
</tr>
<tr>
<td>2.1308</td>
<td>0.9778</td>
<td>0.065</td>
<td>-0.135</td>
<td>2.4851</td>
<td>0.9775</td>
<td>0.047</td>
<td>-0.086</td>
</tr>
<tr>
<td>2.3097</td>
<td>0.9825</td>
<td>0.045</td>
<td>-0.099</td>
<td>2.6989</td>
<td>0.9858</td>
<td>0.031</td>
<td>-0.062</td>
</tr>
<tr>
<td>2.4973</td>
<td>0.9893</td>
<td>0.029</td>
<td>-0.069</td>
<td>2.9234</td>
<td>0.9915</td>
<td>0.020</td>
<td>-0.043</td>
</tr>
<tr>
<td>2.6940</td>
<td>0.9938</td>
<td>0.018</td>
<td>-0.046</td>
<td>3.1590</td>
<td>0.9952</td>
<td>0.012</td>
<td>-0.026</td>
</tr>
<tr>
<td>2.8999</td>
<td>0.9967</td>
<td>0.010</td>
<td>-0.028</td>
<td>3.4059</td>
<td>0.9974</td>
<td>0.007</td>
<td>-0.015</td>
</tr>
<tr>
<td>3.1154</td>
<td>0.9983</td>
<td>0.005</td>
<td>-0.016</td>
<td>3.6643</td>
<td>0.9987</td>
<td>0.004</td>
<td>-0.008</td>
</tr>
<tr>
<td>3.3407</td>
<td>0.9992</td>
<td>0.003</td>
<td>-0.009</td>
<td>3.9346</td>
<td>0.9994</td>
<td>0.002</td>
<td>-0.005</td>
</tr>
<tr>
<td>3.5758</td>
<td>0.9996</td>
<td>0.001</td>
<td>-0.004</td>
<td>4.2167</td>
<td>0.9998</td>
<td>0.001</td>
<td>-0.000</td>
</tr>
<tr>
<td>3.8209</td>
<td>0.9999</td>
<td>0.001</td>
<td>-0.002</td>
<td>4.5107</td>
<td>0.9999</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4.0759</td>
<td>0.9999</td>
<td>0</td>
<td>-0.001</td>
<td>4.8168</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4.3409</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5.1348</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4.6159</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5.4648</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4.9009</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5.8159</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5.1959</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>6.1879</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
TABLE I.—Continued

THE VELOCITY DISTRIBUTION WITH ITS FIRST AND
SECOND DERIVATIVE FOR VARIOUS \( \xi \)

<table>
<thead>
<tr>
<th>( y^* = -\frac{\nu_{\alpha^2}}{v} )</th>
<th>( u )</th>
<th>( \frac{1}{u_0} \frac{\partial u}{\partial y} )</th>
<th>( \frac{1}{u_0} \frac{\partial^2 u}{\partial y^2} )</th>
<th>( y^* = -\frac{\nu_{\alpha^2}}{v} )</th>
<th>( u )</th>
<th>( \frac{1}{u_0} \frac{\partial u}{\partial y} )</th>
<th>( \frac{1}{u_0} \frac{\partial^2 u}{\partial y^2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma = 1.4; \xi = 0.98 )</td>
<td>( \sigma = 1.6; \xi = 1.28 )</td>
<td>( \sigma = 1.4; \xi = 0.98 )</td>
<td>( \sigma = 1.6; \xi = 1.28 )</td>
<td>( \sigma = 1.4; \xi = 0.98 )</td>
<td>( \sigma = 1.6; \xi = 1.28 )</td>
<td>( \sigma = 1.4; \xi = 0.98 )</td>
<td>( \sigma = 1.6; \xi = 1.28 )</td>
</tr>
</tbody>
</table>
TABLE I.—Continued

THE VELOCITY DISTRIBUTION WITH ITS FIRST AND
SECOND DERIVATIVE FOR VARIOUS \( \xi \)

<table>
<thead>
<tr>
<th>( y^* = \frac{-y}{\sqrt{\nu}} )</th>
<th>( \frac{u}{u_0} )</th>
<th>( \frac{1}{u_0} \frac{\partial u}{\partial y^*} )</th>
<th>( \frac{1}{u_0} \frac{\partial^2 u}{\partial y^*^2} )</th>
<th>( y^* = \frac{-y}{\sqrt{\nu}} )</th>
<th>( \frac{u}{u_0} )</th>
<th>( \frac{1}{u_0} \frac{\partial u}{\partial y^*} )</th>
<th>( \frac{1}{u_0} \frac{\partial^2 u}{\partial y^*^2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1422</td>
<td>0.1374</td>
<td>0.1422</td>
<td>-0.047</td>
<td>0.1598</td>
<td>0.1598</td>
<td>0.1618</td>
<td>-0.066</td>
</tr>
<tr>
<td>0.2914</td>
<td>0.2619</td>
<td>0.2914</td>
<td>-0.100</td>
<td>0.3235</td>
<td>0.3217</td>
<td>0.3235</td>
<td>-0.100</td>
</tr>
<tr>
<td>0.4479</td>
<td>0.3740</td>
<td>0.4479</td>
<td>-0.177</td>
<td>0.4986</td>
<td>0.4986</td>
<td>0.4986</td>
<td>-0.177</td>
</tr>
<tr>
<td>0.6125</td>
<td>0.4743</td>
<td>0.6125</td>
<td>-0.252</td>
<td>0.6836</td>
<td>0.6836</td>
<td>0.6836</td>
<td>-0.252</td>
</tr>
<tr>
<td>0.7855</td>
<td>0.5633</td>
<td>0.7855</td>
<td>-0.332</td>
<td>0.8793</td>
<td>0.8793</td>
<td>0.8793</td>
<td>-0.332</td>
</tr>
<tr>
<td>0.9677</td>
<td>0.6417</td>
<td>0.9677</td>
<td>-0.413</td>
<td>1.0866</td>
<td>1.0866</td>
<td>1.0866</td>
<td>-0.413</td>
</tr>
<tr>
<td>1.1598</td>
<td>0.7100</td>
<td>1.1598</td>
<td>-0.494</td>
<td>1.3063</td>
<td>1.3063</td>
<td>1.3063</td>
<td>-0.494</td>
</tr>
<tr>
<td>1.3624</td>
<td>0.7688</td>
<td>1.3624</td>
<td>-0.574</td>
<td>1.5394</td>
<td>1.5394</td>
<td>1.5394</td>
<td>-0.574</td>
</tr>
<tr>
<td>1.5763</td>
<td>0.8188</td>
<td>1.5763</td>
<td>-0.654</td>
<td>1.7870</td>
<td>1.7870</td>
<td>1.7870</td>
<td>-0.654</td>
</tr>
<tr>
<td>1.8024</td>
<td>0.8607</td>
<td>1.8024</td>
<td>-0.734</td>
<td>2.0500</td>
<td>2.0500</td>
<td>2.0500</td>
<td>-0.734</td>
</tr>
<tr>
<td>2.0414</td>
<td>0.9032</td>
<td>2.0414</td>
<td>-0.814</td>
<td>2.3295</td>
<td>2.3295</td>
<td>2.3295</td>
<td>-0.814</td>
</tr>
<tr>
<td>2.2942</td>
<td>0.9231</td>
<td>2.2942</td>
<td>-0.894</td>
<td>2.6267</td>
<td>2.6267</td>
<td>2.6267</td>
<td>-0.894</td>
</tr>
<tr>
<td>2.5617</td>
<td>0.9451</td>
<td>2.5617</td>
<td>-0.974</td>
<td>2.9424</td>
<td>2.9424</td>
<td>2.9424</td>
<td>-0.974</td>
</tr>
<tr>
<td>2.8447</td>
<td>0.9661</td>
<td>2.8447</td>
<td>-1.054</td>
<td>3.2778</td>
<td>3.2778</td>
<td>3.2778</td>
<td>-1.054</td>
</tr>
<tr>
<td>3.1440</td>
<td>0.9767</td>
<td>3.1440</td>
<td>-1.134</td>
<td>3.6337</td>
<td>3.6337</td>
<td>3.6337</td>
<td>-1.134</td>
</tr>
<tr>
<td>3.4605</td>
<td>0.9838</td>
<td>3.4605</td>
<td>-1.214</td>
<td>4.0110</td>
<td>4.0110</td>
<td>4.0110</td>
<td>-1.214</td>
</tr>
<tr>
<td>3.7949</td>
<td>0.9900</td>
<td>3.7949</td>
<td>-1.294</td>
<td>4.4104</td>
<td>4.4104</td>
<td>4.4104</td>
<td>-1.294</td>
</tr>
<tr>
<td>4.1476</td>
<td>0.9942</td>
<td>4.1476</td>
<td>-1.374</td>
<td>4.8325</td>
<td>4.8325</td>
<td>4.8325</td>
<td>-1.374</td>
</tr>
<tr>
<td>4.5193</td>
<td>0.9968</td>
<td>4.5193</td>
<td>-1.454</td>
<td>5.2777</td>
<td>5.2777</td>
<td>5.2777</td>
<td>-1.454</td>
</tr>
<tr>
<td>4.9102</td>
<td>0.9983</td>
<td>4.9102</td>
<td>-1.534</td>
<td>5.7464</td>
<td>5.7464</td>
<td>5.7464</td>
<td>-1.534</td>
</tr>
<tr>
<td>5.3207</td>
<td>0.9992</td>
<td>5.3207</td>
<td>-1.614</td>
<td>6.2387</td>
<td>6.2387</td>
<td>6.2387</td>
<td>-1.614</td>
</tr>
<tr>
<td>5.7510</td>
<td>0.9996</td>
<td>5.7510</td>
<td>-1.694</td>
<td>6.7549</td>
<td>6.7549</td>
<td>6.7549</td>
<td>-1.694</td>
</tr>
<tr>
<td>6.2011</td>
<td>0.9999</td>
<td>6.2011</td>
<td>-1.774</td>
<td>7.2949</td>
<td>7.2949</td>
<td>7.2949</td>
<td>-1.774</td>
</tr>
<tr>
<td>6.6712</td>
<td>1</td>
<td>6.6712</td>
<td>-1.854</td>
<td>7.8589</td>
<td>7.8589</td>
<td>7.8589</td>
<td>-1.854</td>
</tr>
<tr>
<td>7.1612</td>
<td>1</td>
<td>7.1612</td>
<td>-1.934</td>
<td>8.4469</td>
<td>8.4469</td>
<td>8.4469</td>
<td>-1.934</td>
</tr>
<tr>
<td>7.6713</td>
<td>1</td>
<td>7.6713</td>
<td>-2.014</td>
<td>9.0589</td>
<td>9.0589</td>
<td>9.0589</td>
<td>-2.014</td>
</tr>
</tbody>
</table>
TABLE I.—Continued

THE VELOCITY DISTRIBUTION WITH ITS FIRST AND SECOND DERIVATIVE FOR VARIOUS $\xi$

<table>
<thead>
<tr>
<th>$\sigma = 3.2; \xi = 5.12$</th>
<th>$\sigma = 4.0; \xi = 8.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y^* = \frac{-v_0 y}{v}$</td>
<td>$y^* = \frac{-v_0 y}{v}$</td>
</tr>
<tr>
<td>$\frac{u}{U_0}$</td>
<td>$\frac{1}{U_0} \frac{\partial u}{\partial y^*}$</td>
</tr>
<tr>
<td>$\frac{u}{U_0}$</td>
<td>$\frac{1}{U_0} \frac{\partial u}{\partial y^*}$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.1836</td>
<td>0.1691</td>
</tr>
<tr>
<td>0.3788</td>
<td>0.3178</td>
</tr>
<tr>
<td>0.5868</td>
<td>0.4471</td>
</tr>
<tr>
<td>0.8086</td>
<td>0.5584</td>
</tr>
<tr>
<td>1.0456</td>
<td>0.6529</td>
</tr>
<tr>
<td>1.2992</td>
<td>0.7319</td>
</tr>
<tr>
<td>1.5708</td>
<td>0.7969</td>
</tr>
<tr>
<td>1.8619</td>
<td>0.8494</td>
</tr>
<tr>
<td>2.1741</td>
<td>0.8909</td>
</tr>
<tr>
<td>2.5090</td>
<td>0.9291</td>
</tr>
<tr>
<td>2.8681</td>
<td>0.9471</td>
</tr>
<tr>
<td>3.2528</td>
<td>0.9618</td>
</tr>
<tr>
<td>3.6645</td>
<td>0.9773</td>
</tr>
<tr>
<td>4.1045</td>
<td>0.9859</td>
</tr>
<tr>
<td>4.6706</td>
<td>0.9916</td>
</tr>
<tr>
<td>5.0729</td>
<td>0.9952</td>
</tr>
<tr>
<td>5.6028</td>
<td>0.9973</td>
</tr>
<tr>
<td>6.1639</td>
<td>0.9986</td>
</tr>
<tr>
<td>6.7565</td>
<td>0.9993</td>
</tr>
<tr>
<td>7.3808</td>
<td>0.9997</td>
</tr>
<tr>
<td>8.0370</td>
<td>0.9998</td>
</tr>
<tr>
<td>8.725</td>
<td>0.9999</td>
</tr>
<tr>
<td>9.4451</td>
<td>1</td>
</tr>
<tr>
<td>10.1971</td>
<td>1</td>
</tr>
<tr>
<td>10.9811</td>
<td>1</td>
</tr>
<tr>
<td>11.7971</td>
<td>1</td>
</tr>
</tbody>
</table>
TABLE I.- Concluded

THE VELOCITY DISTRIBUTION WITH ITS FIRST AND SECOND DERIVATIVE FOR VARIOUS $\xi$

<table>
<thead>
<tr>
<th>$\gamma^* = \frac{-y_0 y}{\nu}$</th>
<th>$\frac{u}{U_0}$</th>
<th>$\frac{1}{U_0} \frac{\partial u}{\partial \gamma^*}$</th>
<th>$\frac{1}{U_0} \frac{\partial^2 u}{\partial \gamma^*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>1.00</td>
<td>-1.00</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1813</td>
<td>0.8187</td>
<td>-0.8187</td>
</tr>
<tr>
<td>0.4</td>
<td>0.3297</td>
<td>0.6703</td>
<td>-0.6703</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4512</td>
<td>0.5488</td>
<td>-0.5488</td>
</tr>
<tr>
<td>0.8</td>
<td>0.5507</td>
<td>0.4493</td>
<td>-0.4493</td>
</tr>
<tr>
<td>1.0</td>
<td>0.6321</td>
<td>0.3679</td>
<td>-0.3679</td>
</tr>
<tr>
<td>1.2</td>
<td>0.6989</td>
<td>0.3012</td>
<td>-0.3012</td>
</tr>
<tr>
<td>1.4</td>
<td>0.7534</td>
<td>0.2466</td>
<td>-0.2466</td>
</tr>
<tr>
<td>1.6</td>
<td>0.7961</td>
<td>0.2019</td>
<td>-0.2019</td>
</tr>
<tr>
<td>1.8</td>
<td>0.8347</td>
<td>0.1653</td>
<td>-0.1653</td>
</tr>
<tr>
<td>2.0</td>
<td>0.8647</td>
<td>0.1353</td>
<td>-0.1353</td>
</tr>
<tr>
<td>2.2</td>
<td>0.8892</td>
<td>0.1108</td>
<td>-0.1108</td>
</tr>
<tr>
<td>2.4</td>
<td>0.9093</td>
<td>0.0907</td>
<td>-0.0907</td>
</tr>
<tr>
<td>2.6</td>
<td>0.9257</td>
<td>0.0743</td>
<td>-0.0743</td>
</tr>
<tr>
<td>2.8</td>
<td>0.9392</td>
<td>0.0608</td>
<td>-0.0608</td>
</tr>
<tr>
<td>3.0</td>
<td>0.9502</td>
<td>0.0498</td>
<td>-0.0498</td>
</tr>
<tr>
<td>3.2</td>
<td>0.9592</td>
<td>0.0408</td>
<td>-0.0408</td>
</tr>
<tr>
<td>3.4</td>
<td>0.9666</td>
<td>0.0334</td>
<td>-0.0334</td>
</tr>
<tr>
<td>3.6</td>
<td>0.9727</td>
<td>0.0273</td>
<td>-0.0273</td>
</tr>
<tr>
<td>3.8</td>
<td>0.9776</td>
<td>0.0224</td>
<td>-0.0224</td>
</tr>
<tr>
<td>4.0</td>
<td>0.9817</td>
<td>0.0183</td>
<td>-0.0183</td>
</tr>
<tr>
<td>4.2</td>
<td>0.9850</td>
<td>0.0150</td>
<td>-0.0150</td>
</tr>
<tr>
<td>4.4</td>
<td>0.9877</td>
<td>0.0123</td>
<td>-0.0123</td>
</tr>
<tr>
<td>4.6</td>
<td>0.9899</td>
<td>0.0101</td>
<td>-0.0101</td>
</tr>
<tr>
<td>4.8</td>
<td>0.9918</td>
<td>0.0082</td>
<td>-0.0082</td>
</tr>
<tr>
<td>5.0</td>
<td>0.9933</td>
<td>0.0067</td>
<td>-0.0067</td>
</tr>
<tr>
<td>5.5</td>
<td>0.9959</td>
<td>0.0041</td>
<td>-0.0041</td>
</tr>
<tr>
<td>6.0</td>
<td>0.9972</td>
<td>0.0028</td>
<td>-0.0028</td>
</tr>
<tr>
<td>6.5</td>
<td>0.9985</td>
<td>0.0015</td>
<td>-0.0015</td>
</tr>
<tr>
<td>7.0</td>
<td>0.9991</td>
<td>0.0009</td>
<td>-0.0009</td>
</tr>
</tbody>
</table>
TABLE II

THE CHARACTERISTIC BOUNDARY-LAYER PARAMETERS:

\[-v_0 \delta^*/\nu, -v_0 \delta/\nu, \delta^*/\delta, \tau_0 \delta^*/\mu U_0, F(\xi)\]

<table>
<thead>
<tr>
<th>(\sigma)</th>
<th>(\xi)</th>
<th>(\sqrt{\xi})</th>
<th>(-v_0 \delta^*/\nu)</th>
<th>(-v_0 \delta/\nu)</th>
<th>(\delta^*/\delta)</th>
<th>(\tau_0 \delta^*/\mu U_0)</th>
<th>(F(\xi))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.59</td>
<td>0.5714</td>
<td>(\infty)</td>
</tr>
<tr>
<td>0.1</td>
<td>0.005</td>
<td>0.0707</td>
<td>0.1140</td>
<td>0.0451</td>
<td>2.53</td>
<td>0.6068</td>
<td>10.014</td>
</tr>
<tr>
<td>0.2</td>
<td>0.02</td>
<td>0.141</td>
<td>0.2114</td>
<td>0.0855</td>
<td>2.47</td>
<td>0.6311</td>
<td>5.327</td>
</tr>
<tr>
<td>0.3</td>
<td>0.045</td>
<td>0.212</td>
<td>0.3026</td>
<td>0.1246</td>
<td>2.43</td>
<td>0.6706</td>
<td>3.768</td>
</tr>
<tr>
<td>0.4</td>
<td>0.08</td>
<td>0.283</td>
<td>0.3808</td>
<td>0.1597</td>
<td>2.39</td>
<td>0.6988</td>
<td>2.994</td>
</tr>
<tr>
<td>0.5</td>
<td>0.125</td>
<td>0.354</td>
<td>0.4501</td>
<td>0.1917</td>
<td>2.35</td>
<td>0.7258</td>
<td>2.532</td>
</tr>
<tr>
<td>0.6</td>
<td>0.18</td>
<td>0.424</td>
<td>0.5113</td>
<td>0.2210</td>
<td>2.31</td>
<td>0.7500</td>
<td>2.227</td>
</tr>
<tr>
<td>0.7</td>
<td>0.245</td>
<td>0.495</td>
<td>0.5660</td>
<td>0.2480</td>
<td>2.28</td>
<td>0.7730</td>
<td>2.011</td>
</tr>
<tr>
<td>0.8</td>
<td>0.32</td>
<td>0.566</td>
<td>0.6143</td>
<td>0.2725</td>
<td>2.25</td>
<td>0.7937</td>
<td>1.850</td>
</tr>
<tr>
<td>0.9</td>
<td>0.405</td>
<td>0.636</td>
<td>0.6575</td>
<td>0.2949</td>
<td>2.23</td>
<td>0.8130</td>
<td>1.727</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
<td>0.707</td>
<td>0.6954</td>
<td>0.3149</td>
<td>2.21</td>
<td>0.8302</td>
<td>1.629</td>
</tr>
<tr>
<td>1.2</td>
<td>0.72</td>
<td>0.849</td>
<td>0.7613</td>
<td>0.3505</td>
<td>2.17</td>
<td>0.8638</td>
<td>1.486</td>
</tr>
<tr>
<td>1.4</td>
<td>0.98</td>
<td>0.990</td>
<td>0.8121</td>
<td>0.3802</td>
<td>2.14</td>
<td>0.8888</td>
<td>1.387</td>
</tr>
<tr>
<td>1.6</td>
<td>1.28</td>
<td>1.131</td>
<td>0.8530</td>
<td>0.4044</td>
<td>2.11</td>
<td>0.9113</td>
<td>1.315</td>
</tr>
<tr>
<td>2.0</td>
<td>2.0</td>
<td>1.414</td>
<td>0.9108</td>
<td>0.4399</td>
<td>2.07</td>
<td>0.9436</td>
<td>1.220</td>
</tr>
<tr>
<td>2.4</td>
<td>2.88</td>
<td>1.697</td>
<td>0.9475</td>
<td>0.4630</td>
<td>2.05</td>
<td>0.9658</td>
<td>1.161</td>
</tr>
<tr>
<td>3.2</td>
<td>5.12</td>
<td>2.263</td>
<td>0.9828</td>
<td>0.4878</td>
<td>2.01</td>
<td>0.9914</td>
<td>1.0956</td>
</tr>
<tr>
<td>4.0</td>
<td>8.0</td>
<td>2.828</td>
<td>0.9958</td>
<td>0.4971</td>
<td>2.00</td>
<td>0.9961</td>
<td>1.063</td>
</tr>
</tbody>
</table>

\(\infty\)
Figure 1.- Explanatory sketch; system of coordinates.

Figure 2.- Sketch of coordinates.

Figure 3.- Sketch of coordinates.
Figure 4. - Sketch of coordinates.

Figure 5. - Sketch of coordinates.

Figure 6. - Sketch of coordinates.
Figure 7.- Velocity distribution $u/U_0$ against $y^* = -v_0 y/v$.

\[ \xi = c_0^2 \frac{U_0 x}{v} \]
Figure 8. - Velocity distribution $u/U_0$ against $y/\delta^*$. 

$\xi = c_0 \frac{u_0 x}{y}$

- Blastus

Asymptotic suction profile.
Figure 9. - The first derivative of the velocity distribution $\frac{\delta^*}{U_0} \frac{\partial u}{\partial y}$ against $y/\delta^*$. 
Figure 10. - The second derivative of the velocity distribution
\( \frac{s^2}{U_0} \frac{\partial^2 u}{\partial y^2} \) against \( y/s^* \).
Figure 11. The characteristic boundary-layer parameters $-v_{0} \frac{\delta^{*}}{\nu}$, $-\frac{v_{0}^{2}}{\nu}$, $\frac{\delta^{*}}{\delta}$, $\frac{\tau_{0} \delta^{*}}{\mu U_{0}}$ against $\sqrt{\xi}$. 
Figure 12. - Streamline pattern (total representation). The $y$-direction is, compared to the $x$-direction, increased by the factor $1/5 \cdot \frac{1}{c_Q}$.

Figure 13. - Streamline pattern; representation at the leading edge of the plate magnified.
Figure 14. - The transverse velocity $v/v_0$ against $y^*$. 

Figure 15. - The universal law for the friction drag of the plate with homogeneous suction $F(\xi_l) = c_f/2c_Q$ against $\xi_l = c_Q U_0 l/\nu$. 
Figure 16. - The coefficient of the total friction drag $c_f$ as a function of $Re = U_o l / \nu$ for various mass coefficients $c_Q$. 