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summary 

This final report will document the accomplishments of the work of this project. 

1. The incremental-iterative 0 form of the reversemode (adjoint) method for computing first- 

order FO) aerodynamic sensitivity derivatives (SDs) has been successfully implemented 

and tested in a 2D CFD code (called ANSERS) using the reverse-mode capability of 

ADEOR 3.0. TIXSS piec&kig iezis  comp~ed very well wi& similar SDS camputed via a 

black-box (BB) application of the reverse-mode capability of ADIFOR 3.0, and also with 

similar SDs calculated via the method of finite differences. Detailed documentation of all of 

the preceding is provided in Appendix A. 

2. Second-order (SO) SDs have been implemented in the 2D ASNWERS code using the very 

efficient strategy that was origudly proposed @ut not previously tested) of Reference 3, 

Appendix A. Furthermore, these SO SOs have been validated for accuracy and computational 

efficiency; detailed documentation of these SO SDs is provided in Appendix A. 

3. Studies were conducted in Quasi-1D and 2D concerning the “smoothness” (or lack of 

smoothness) of the FO and SO SD’s for flows with shock waves. The phenomenon is 

documented in the publications of this study (listed subsequently), however, the specific 

numerical mechanism which is responsible for this unsmoothness phenomenon was not 

discovered. 

4. The FO and SO derivatives for Quasi-1D and 2D flows were applied to predict aerodynamic 

design uncertainties, and were also applied in robust design optimization studies. Detailed 

Documentation of this is provided in Appendix B. 
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Some Advanced Concepts in Discrete 

I. Introduction 
HIS paper revisits and focuses entirely on the computational 
challenges that m associated with the efficient calcula&ion of 

aeadym& sensitivity derivatives (SDs) from advanced computa- 
tional fluid dynamics (CFD) codes. Of cwrse, an acclltiite efficient 
methodology for oMaining these dexivatives is a critical pmequi- 
siteconcemthatmustbeaddnxsedfirstbytheaerodynamic design 

T 

engineer Who ChooseS any graditnt-based  method(^) f a  design ~p 
timintion and/or for estimating quautities related to aetodynami C 
-.Thus computing SDs from high-fidelity nonlinear CFD 
codes is an enabling techuology for design of advanced concept 
vehicles. 

In mxnt years significant progress has been achieved in the ef- 
ficient calculation of accurate SDs from these CFD codes.' The 
automatic diffenmtbtion (AD) software tool A D m R  (Automatic 
Differenthion of FOR") has been proven an effective tool for 
extractingaerodynarm 'c SDs frcHnthesemodeanCFD The 
foundation of the present work is found &Refs. 3 and 6; the present 
study builds on these earlier studies in an effort to exploit tbe full 
potential of the latest version of A D m  3.0 (Ref. 7) for obtaining 
SDsfromCFDcodes 
Io Ref. 2 a strattgy known as the ADII method was first pro- 

posed and later successflluy demonmated in Ref. 3, whereby AD 
was applied to a CFD code in * ~al-imative (I-I) form. The 
ADII method is a hybrid (compromise) scheme, designed to main- 

tain as much as possible the computational efficiency of a hand- 

a siraightforwad black-box (BB) application of AD, at the same 
rimetheaclwacy of the SDs is noto~npmised Acomphensive 
overview of the development of the ADII scheme is given in Ref. 
3. Also includedin Ref. 3 is acomparison of the ADII scheme with 
the HD andBB appzoachts; computationat issues associated with 

twod imens id  effort of Ref.-3 was later extaded to the three- 
dimensional code CFL3D. including "in-paraUel" coupation of 
the deai~atives!*~ Appropriate references to the version of &;WD 
used can be f d i n  Ref. 6. 
Ihe success reported in these plwious WO&-**~ cwld be can- 

diffemlhkd (HD) appmach and the case of imp1- '011 of 

CPUtime, mnputermcumiy, and SDltccuracy arcdiscllssed. The 

sidered limited, however, because all ADIFOR implanentah 'om 
reported therein were fomarbmode (direct) dilTeiel&tiOns. It is 
very difficult to make any f d m o d e  implementah 'on of &€ha- 
tive calculations mputationauy competitive with a reverse-mode 
(adjoint) implementation whenever the number of design variables 
(NDV) of in&mxt is considerably larger than the number of out- 
put functions (NOF) of interest. and NDV much gmtcrthanNOF 
is more typical for Bemdynamt 'c design problems. In reaot shd- 
ies the new rwerse-rnode capability of ADIFOR 3.0 (not availaMe 
forthe de!€ re- studies) has been successNly verifiedin 
Ref. 6 by application to a parallel version of Cm3D and in Ref. 
10 by application to a sequential linear arrodynarm 'a code. These 
applications resulted in Bccurate design SDS as well as stability and 
c-1 daivatives, respectively. The application reported in Ref. 6 
involved BB AD of the entire CFD code, but iterative execution of 
the reverse mode was required only over the last iteration of the 
function evaluation. 

In the present study it is proposed and demonstrated that the 
reverse-mode capability of ADIFOR 3.0 can also be applied to CFD 
codes in 1-1 form, resulting in a hybrid adjoint-variable (AV) scheme 

forward-mode ADII scheme of Ref. 3 and elsewhere. The motiva- 
tion of this new reverse-mode ADII-AV scheme is identical to that 
of the earlier forward-mode ADII method: complltational 

loss of accuracy in the calculated SDs and without unmanageable 

hmin  the ADII-AV method) that is analogous to the 

efficiency is sought ova a BB implementah 'on of AD, without any 

complication sup on imp^ 'OIL 
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PonOwing dtvelopmnt of the proposed new ADII-AV scheme, 
the secood focus of the prtsent study is that of cal- se4xd- 

(SO) Bcrodynarm 'c s D s ~ C F D ~ . T b c m o t i v a t i o n f o r  
calculating so SDS is to advance the possibility of (opgraitacapa- 
bility of) 1) seconddpdet gradiad-based aerodynamic design op 
timimtion, 2) analysis and design involving vehicle stability and 
cootrol and 3) robust design [k., design under ,wberc 
a i i r s t ~ , s c c a d - m o m m t ~ ~ q u i m S o ~ ~ s w -  
ondpart of t h e w  study is anorher extension of Ref. 3, whenin 
thecomputationalissuesassociated withcalculating tbeschigber- 
order derivatives were addressed, and sample calculations of SO 
derivatives using AD were qmnted from a two-dimensional 0 
code. 

In Ref. 3, four procednns for calculating SO CFD SDs w m  pro- 

AD= 3.0 aundy  provides three forward-naode variations for 

cf6cieat(forlatgeNDV)SOSDscbanewasnottestedintheearlia 

posed but only one of the less efficient methods was actually tested; 

t h e c a l ~ o n o f s o s D S b y Y y i n e f f i c i e n t m e l h o d s . T h e ~  

-,3 hL" uaa y lrnplemented : in the pml study. 
Reverse-mode (adjoint-based) dSm%mt~ . ' o n i s ~ w i t h i n t h i s  
efticient SO SD scheme, via either HD or AD. However, with the 
availability of ADFOR 3.0 and the new ADII-AV scheme the door 
hasbeenopemdfor ADimpleanentationandtesting of thisso SD 
schemeforcFDcodes.TheresultsofthiseffoIttodateraereported 
here. Theseeacieatly computed SO SDshavebecnusedtodemon- 
strate an approach for CFD input mmtamty propagationandrobust 
designoptimizationforaquasi-onedimensional flowapplicationin 
Ref. 11. 

IL Basic Equations and Theoretical Development 
'Ibequations - ~subsequentlyaFediscussed ingreatg 

k ; n o w n i n t h e m a t h e m a t i c a l ~  'on community.'* but the de- 
tails&velopedheredonotappeartobegenerallyknownthroughout 
theCFDcamndty.Thedynamicoutputfimdionsof~ 
FdthedbtdkdWnSlWhO . n laws of steady Compressble fluid 
flow R. including boundary conditions. can be represented symbol- 
ically as follows. 

detail in the references, in particular, Ref. 3. These come@ illl: 

Aaodynamic output functions: 

F = F W O .  X(6). 61 (1) 

Nonlinearstateequations: 

R = R[e(b). X(6). 61 = 0 (2) 

where Q is the vector of state (field) variables, X is the vector of 
computational grid coordioatcs, and b is the vector of input (design) 
variables. 

A. F b s t - O n k r S e d t i ~ i t y l k r h t k ~  

iswwinhoduced: 
Subject to the following definitions, index (summaa 'on) notation 

("%is notation will be necessary to avoid subsequent ambiguity when 
the SO SD methods are presented.) The forward-mode (direct) ap- 
proach for calculating h t &  (Po) SDs is developed by Mer- 
entiation of Eqs. (1) and (2) with respect to the design variables; the 
d t  is 

(3) 
@i aFi a F.  aFi 

a Q m  ax, PJ abj 
F!, = - = -Qaj + L X ' .  + - 

in the pnceding eqoations i ,  j ,  and I am "fit%= iadices. and I& 
peatedindices m and p arc (by cmventi0n)"summab *an* idices. 
The nversemode (adjoint) approach fur tbe Fo SDs is developad 
starting with an application of the chain rule: 

in order to show that the umventional adjoint variable is indeed a 
derivative. With Eq. (5) it then follows from Eq. (4) that Eq. (3) can 
bewritmas 

A more conventional daivatim of the adjoint-variable method (i.e., 
the Lagrange-multiplier method) gives 

where Ail is called the adjoiint variable. Comparison of Eqs. (6) and 
(5 )  with E+ (7) and (S), respectively. reveals the identity 

(9) 

One objective of this particular development of the AV method for 
aerodynamic SDs is to ensure that the relationship given by Eq. (9) 
is clearly - that is, AiI is the derivative of thc outpat Fi 
withrespaatotheintermQate . variable RI and is Bccumulatcd in 
therevase-modeAD. 

The 1-1 strategies fop solving the preceding equations for QLj 
and/or Ail required f a  F& 
found in Refs. 3 and 13 and elsewhere. The 1-1 method for solving 
the nodinear flow of Eq. (2) is 

reviewed k, d d i t i d  detail is 

Q N + I  .., = Q E - P S R y  (10) 

where the superscript N is the iteration @seudo-time step) index 
and the operator 

represents the solution algcnitllm of the particular CFD code of 
choice. The tilde in& (1 1) serves toindicate that P$ canbeviewed 
as any computationally efficient approximation (often a very crude 
appmxiumtim) ofthttxad opaator Bssociatcd withtmc NcwtolE 
Raphsonite€ation.ThustheCFDsolutionalg~isgimplyqPasi- 
Newtoniteration. 

is 
The 1-1 method for solving the forward mode FO SD equation (4) 

where superscript M is the FO SD iteration index and 

With the 1-1 methodology the QD flow solution operator Pd is 
also used to solve tbe SD equations; this operator in Eq. (12) is 
evaluated and fixed using the steady-state solution for the nonlinear 
flow. Tbc nquisite tams of Eq. (13) are constntded either by haad 
diff€maiatim(i.e.,~HDIImdhoQ W l l i c h i s V ~ ~ ~ a n d t i m C  
consumiog to complete-with axuracy foradvaacedcFD codes) or 
b y A D , W ~ & i S t h e f d ~ A D ~ ~ O f ~ ~ ~ .  



Clearly ADII [Eqs. (12) and (13)] and ADBB [Eq. (1411 yieldthe 
same mult at steady-state conveqence of tach [recall Eq. (2)]; 
however, ADII is potentially more efficient than ADBB because of 
userintaventionintheapplidonofAD. W&ADIIthefollowing 
is true: 

Pd in Q. (1211 using the steady-state field variables Q and then 
xwsed for all M iterations and for all j =NDV design variables in 

2) All derivatva ex- QLj can be computed once outside the 

3) Evaluation of the tams P'zj in Eq. (14) can be avoided com- 

1)The operator f$ a m b e d d d y o n c e  thence denoted 

obtaining the QLj- 
itaation loop and frwm for reuse imi& the loop. 

plckly for a!! itoratm and all design variables. 

is 
The 1-1 method for solving the W- AV, Eo SD Eq. (9) 

where 

'Lbe requisite terms of Eq. (16) a ~ e  umtmctd either by hand (~e., 
the HDII-AV method, having the same drawbacks as the forward- 

scheme.= BB AD inreverse mode (the ADBB-AVmethod) bas 
been v d e d  in Ref. 6. The objective of the proposed ADII-AV 
s c k . m e i s i m p m v e d ~  'onal efficiency over the ADBB-AV 
approach without zesulting loss of ~ccuracy or significaat loss in 

mode HDII method) ~r by AD, which is the proposed wADII-AV 

thecaseofimpl- 'OllThenaechaolSms . ftomwhichimprmrcd 
compdational efficieacy can be expected axe  dog^ to those 

itself to mort pamancnt genedmd . coding'.' . "onsthan 

the marmet in which AD is applied is iadependent of, yet valid for, 
alloftheparticularaerodynarm 'c inputs and outputs of interest. 

cxplainedbeforewhentheforward-modeADIIandADBBmdhods 
W- contrasted mm, the ADII-AV scheme shwld lend 

the ADBB-AV This is because withthe ADII-AVmethod 

The forward-mode application of ADIFOR produces FORlRAN 
source code for very efEcient calculation of the v e d a  (or ma- 
trix) product that results from the postmultiplication of a large 
Jacobian matrix by a known input vector (or matrix). This at- 
m i t e  of forward-mode AD is exactly what was rapired to am- 
stnrct the ADII method; specificslly, the terms (aR1/aQm)Q'E and 
(aRl/ax,)xlpj of ~ q .  (13) of this ~n contrast, hwma, 

&it is prohibitively kfficka far Crrlcnlating tbe prcmultiplication 

WeaLneSs of the forwardrmode pppliation of A D m  is Qpctiy 

the forward-mode appliCati0nofADIK)Rpmduces sourcecode 

of alarge Jpcobianmatrix by ahown input vector (ormatrix).lhis 

the strength of the revease-mode Option now available in ADFOR 

possiblewiththisrevasGmodecapability.Thatiqdrmughrev~- 
mode application of ADIFOR 3.0 it is now feasible to product (au- 

tam Af(aRl/aQ,) in E?q. (16). that is, the premultiplication of a 
large Jacobian matrix by a vectoL 

B. sefoaa-OrderSensitivitJlk&atim 

3.0. M, the proposed  ne^ &cht  ADII-AV =hem has bearme 

tomatically) the soulre code required for efficient evaluation ofthe 

The SO SD methods w presented in index notation subject to 
the following definitions: 

whererepeated indices n andq w summah *on indices. 

with respect to the design variables yields SO method 1: 
Differentiation of the FO forward-mode equations (3) and (4) 

I 
The terms of DFh/Dbt and DRij/Dbt l l ~ e  many and very ann- 
plicatea; detailed expausion of these terms is p r o v i d e d  in thew 
pendix. Using symmetry of the Hessian QGJk = QLj,  SO mdhod 1 
requires (NDVZ+ NDV)/2 solutions of the large linear systems 
of Eq. (19) for Q&; in addition. the method q u i r t s  NDV solu- 
tions of Eq. (4) for the FO SDs QkJ. SO method 1 was verified for 
a two-dimensional CFD code in Ref. 3 by ADBB differentiation of 
the code's existing HDII scbcme ms. (12) and (13)] for the FO 
SDs. 

Alternatively, dif€emuiation of the FO reverse-mode, Eqs. (7-9). 
with respect to the design variables, yields SO method 2 

SO method 2 requires NDV x NOF solutions of the large linearsys- 
tems of Eq. (21) for Ailk; in addition, the method rtquires NDV 
solutions of the FO equation (4) for Qmj plus NOF solutions of the 
Eo equation (9) forki,. This SO method 2 is eliminattd from further 
consideration because it is ' 'onally less compntationally ef- 
ficientthan thenmainingtwo SO SD methods. 

Inrroduction of the AVapproach witbin SO method 1 to eliminate 
Q:jk yields SO method 3: 

SO method 4 is similar and computationally equivalent to SO 
method 3 and is developed by introduction of the AV appraacfr 
within SO method 2 to eliminate Ailk; the result is the identity 

where SO method 4 uses &. (23) to replace equivalent terms within 
SO method 3. The quivalent SO SD methods 3 and 4 do not re- 
quire solution of large systems of linear equations for higher-oxk 
derivatives such as Qkjk or A:&. Tbcse two SO SD schemes do, 
howevex, require solution of both forwardmode and revcme-mode 
equations (4) and (8) for Qkj and Ail, respedvely. This is a total of 
only NDV + NOF solutions of large systems of hear equations. 

methods 3 or4 should be computationally m m  efficient when- 
ever NDV' +NDV is greater than 2 x NOF. With typical design 
problems m aerodyMmrcs * , NDV is often much largcx than NOF; 

one significant conclusion ofthe preceding analysis is that so 



lypidy, NOF is three or less ( o h  only one), wtracas NDVis an 
the ordg oftens to hudreds. Tbe advantage h favor Of mthod 3 
or 4 for so SDS is tben ovQwhelmmg because of the NDV tam, 
whichdominates. ooceboththeforward-mode andlrevasbmode 
schcms are in place f a  calculating tbe Fo SDS, then complde 
SO SD information is available almost "forfiee," that is, t& SO 
SD are obtained &rough an urplicit, nonitaative calculation. The 
souse code for imp1- ' ofme&od3or4isarnshuQed 

of ADIFOR to appropriate pieces oftbe existing swrcccode from 
which thc FO SDs are obtained For example, the extremtly com- 
plex =Dqj/J&, D ~ ~ j / J X ~ , W ~ ~ t r n / W  (=Appendix) 
of llaethods 3 and/or4 are easily constructed with a forward-mode 
application of AD. 

in Rd. 3, SO metbods 3 .nd4 wcx proposed but not adually 
tested. c u m u l d y ,  one primary goal ofthe present study is WIC- 
cessfulimpiemcntatt 'on and vaificadon of tbe highly efficient SO 
merbod3(araqoivaltntly , mthoa4): mctbod 3 is actually chosen 
in &is a s - .  

IIL R ~ s n d D i s c u s s i o n  

"all- . y" viaBB applicaticln Of t h e f m - d C a @ W y  

1 
I 

A. F h S t - o r d a s e d t M t y ~  

rmccessfully imple!zne&d in a CFDcode and verified faaccllracy 
on a simple twodimemional inviscid interd flow model problem. 
This CFD code solves the t w o d i m e n s i d  Eula equations by a 
conventional upwind finite volume approach on a vcry coarse grid 
but one that is sufficient for computationally vaifying SDs. As ex- 

compared with SDs computed by a hand4iffmmthm.i implenm- 
tation of Eqs. (15) and (16) (Le.. the HDII-AV apploach), the nmlr.~ 
axthe same at mergence ,  as well as at each I-Istep. in addition, 
the ~ccurecy ofthe computbd SDs has been suCCeSSfClUy verifiedby 
afimitcditfanwxmethod 

~timingswereconductedonaSunworkstationtoeval- 
uate the potential for imprwed computational efficiency of the new 
ADH-AV schune with resped to the ADBB-AV approach of Ref. 6. 
computational hiq comparisons are given in 'hble 1, which fo- 
cuses exclusively an AD performance. Therefore, d a t i v e  timings 
are given asCPUtimeperipergridpointperdif€egenW- 
-catput function. Fmhexmm, each timing rtsnlt has 
beenscaldby thecomparable timing d t  obtaincdfromthevay 
efficient - . erentiated r w m m o d e  scheme (i.e., the 
AV method). Table 1 illushates that although the new ADlI-AV 
scheme is almost five times slowex than the efficieut HDlI-AV 
scheme it represents asubstantial improvanent ov~rcsults obtained 
from the straighdorward black-box procedure (Le., ADBB-AV is 

The improvement in computational efficieacy achieved to date 
is substantial when the rwersGmode application of AD= 3.0 
in imemental-itcmtive f a n  is ampared with the black-bx ap- 

projected to impme  by an additional 30% overthat reported hae. 
Tbus the relative timing given in "&le 1 for ADII-AV/HDII-AV is 

usingastrategywheretheforward-passexeclltionoftheAD~- 
enhanced,revase-modecode wil l  be performeddy once (instead 
of during each iteration) in order to create the required ADIFOR log 

ADII-AV MdBod, M d d  Robk~#~ . l k  proposed ADII-AV mdhod [Eqs- (15) and (16)] has been 

peded, when Fo SDs compdcd by the IEW ADII-AV * ~ r t  

. .  

about eight the S~OWCX than HDII-Av). 

prosldL -% the timing Edt  fortbe ADII-AV schane is 

pjectedtodrop fmm4.7 to about 3.3. This projectionis w o n  

t 
I 

HDII-AV 1.0 
ADU-AV 4.7 
ADBB-AV 7.9 

TPu- 
fluK4aL 

. .  

fila. 
v~pgsseswi l lberepeatadlyeJrccrded~thei terat iveso l~  

by rqreatadly reusing these fixed log 81es only It!- 

Anotherimportaotcompdationnlconcanmi~bythencw 
p n w x s s f o r a n ~ c o u t p l t ~ o f ~  

~U-AVmetbodiscomputer~,particnlar~thcisweoflsrge 

CIMtCd by ADIFOR 3.0. With the bladr-box (ADBB-Av) spproach 
disk files created duingexeuition ofrevase-modc &aivative code 

~~eADIFORlogfdes(whicharecreatedunaforward-pass 
execution and are read during the revexse pass) will accumulate and 
become larger withevcry itatltionoftheADlFORu&anced flow 
code. This file growth can rapidly deplete the available disk space, 
even on thelargestcomputers. fn Ref. 6 this diaculty was addressed 
by development of the itaated revease-mode scheme, when only 

during the subsequent iterative solution for thc daivatives. With 

restrictiveanissuebecauscitranainsfixedanddoesnatsccnmulate 
duringtheitaativesolutionp.ocess.Inthepl.esentcxamplethetotal 

6446of~requiredforasingleitaationoftheADBB-AVmetho& 
In addition to the log-file disk memory, required only for the new 

reversemodecapabilityofADlK)R,therearesubstantialadditiooal 
-memoryreqmraneots .~theforwardmodethecorcmemory' 
im€ease of the ADenhancedcode is approximatcy NDvtimes the 
core memory r e q b d  of the original (UlKW-) code. 

of the original code. 

the log tiles for the final forward-pass iteration are stored and used 

tbe ADH-AV bow-, thc required di& ~ p a a  is notas 

ehsgc iayiimw f~ i ~ g  WE ~ i d i  tbc ADII-AV melfioc! is only 

For the reverse mode the cOmspOnding maease is NOFtime that 

B. serolpd-ordasolrdtMtyDerivalives, 
SOMetsod 3, AWdI Ihmple 

Resultsare~subsequeatlyfromthesuccessfuiverifica- 
tioa of the pmposed efficieat noniterarive SO method 3 m. (2211 
for computing SO SDs. The cxsmpltpmblem is steady transoni C in- 
viscid flow ovaaNACA0012 airfoil with fmstrcm Mach number 
M, 0.80 and angle of attack a 1 deg. 'Ibc tw-d Euler 
equations are solved onaSun wodrstationindoubleprecision using 
a c o w e n t i d  finitevolumeupwindflux-vector-splitting8cbane.A 
C-mesh c o m p u w  grid is used with dimemiom 129 x 33 grid 
points. Highquality lift-comdwlboundarycoaditionsareusedat 
the far-field bo\mdary, which is placed approximately five chord 
lengths from the surface of the airfoil. 
In the present example derivatives of three Berodynami c aut- 

put functions are considered: CL, CD, d CY (is., coefficients of 
lift, wave drag, and pitching moment, respedively). The computed 
sleady-stateval~oftheseaaodynarm ' C f ~ c 4 J e ~ e n t S a r e g i v e n  
in'I8ble ZNotethatthenmbexof digits shown inTable 2 (andalso 
'Igbles 3 and 4) is to ill- COILSiStglCy rather than amnacy. in 
addition, &aivafives withrrspedto thraacmdymm 'C inpd vari- 
ablesareconsi&red.'Theyareg (ageometric-shnpcvariable),a,and 
M,. The geometric-shape variable g is a single arbitrarily selected 
Y C  oordinate of the mqutationalgrid on the surface ofthe airfoil: 
simple, but one tfiat is sufficient for verifying geometric-shape SDs. 

Calcularion of SO SDs by SO method 3 q u k s  that allm 
SDS are calculated first using both the forward-mode [Eqs. (3) and 
(411 and the rcvasemode [Eqs. (7) and (811 approaches. The cai- 
culated Fo SDs from a ha&dif€exdatcd imranental-iteretive 

Table 3, where the results are seento agm, as expeded, "hePo 
SDs presented in "&le 3 have been thoroughly verified for consis- 
tency through a metidous implementation of the method of wntral 

is noted in all comparisons. 

(HDm -1- 'on of these two approaches are presented in 

finite difference, whereagreement to six significant digits or greater 

~ 

CL +028306598+00 
CD +0.20704938-01 
C M  428766392-01 
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The SO method 3 is ~ I I I P I C Z I I ~  by applicatian @I the f a -  
ward mode) of ADIFOR to appropniate pieccs of the F O R "  
code usedealiier fmhld-dlE . wntiated forward-mode calculation 
of the FO SDs. The calculated SO SDs fiom this implementati on 
of SO method 3 art.presented in Table 4. The SO SDs of Table 
4 have been thorougbly verified for comistemy throygh a meticu- 
lous application of central finite differences appliedtom SDsob- 
tainedbythehand-differentiatedmethodsalmdydescribedAgm- 
ment to five signifiamt digirs or better is noted in this vaification 
hldy for all so SDS reported in'I8blt 4. This v d c a t i a n  slndy 
was not conducted using finite dif€elemccs applied to the origi- 
nal nonlinear flow code; that appmach has been hocumented to 
be. vulnerable to sevexe numuical imawacy w h  SO SDs ~ t r e  
cal*"Ihe SYmmetTy of thecal- so SDS shownin%- 
ble 4 is expected and results from the cmpmmos - @==dl 
that is. no derivative symmetry was expli-y imposed cm the 
PH- 
For tbe present airfoil example problem lhble 5 illushates (in 

tams of percentages of the total) the breaLQwn ofrelativecPu 
timings for the compuCational steps of so me&d 3 pmccdurefor 
calculating the SO SDS Not included in Table 5 is the CPU time 
for the grid generation and the grid-sensitivity derivatives, negligi- 
ble for this particular two-dimensional example. lfible 5 ihstmes 
clearly the computational efficiency of the SO method 3 for SO SDs. 
Recall that results of the present example are forthree amdymnk 
output functions and three input (design) variables, w b  the corn- 
putationalworkoftheforward-modeandrcverse-modepcedum 
far Po SDs should be approximately equal (in thauy, for hand- 
Uenmtiated code. as used here), In this example, however, '1[BMe 5 
meals that the reverse mode was much more costly thpn the fm- 
wardmode, apparedythethreelimarsystemsforthe~mode 
 ax^ stifiathaa the three forthe forward mode. This dmmdem~ * 'c 
of the adjointequationshas beenobservedby others.' Asupxted, 

Isble 5 shows that using m ADlKlR-assisted second dif€mda- 

thc forward-mode and Leversomode FO SDs. 
tion so SDs can be ObtaimdeXtFemdy fast. if one ptrudy b b d h  

IV. Conclusions 
An efficient incremental-iterative approach far dif€csdatkg ad- 

vanced CFD flow codes bas beensucccssfully chmmakdona 
two-dhensioaalinviscidmodelpoblem.Themethodemploystk 
reverse-mode capability of the automatrc * d i f f d o n  software 
tool ADIPOR 3 . 0 a n d b  been shown to yield collsistcm first-ordca 
aaodynami~sensitivi(yderivatives.AsubstantialrcductioamCBU 
timeandcomputermanoryhasbeen&m~bycamparison 
with results from a straightforwad, black-box rewme-modc @- 
d o n  of A D m R  3.0 to the same flow code. 

A c o m p l l t a t i o n a l ~ & ~ i e ~ ~ t A D I F Q R - a ~ ~ i ~ t & ~ f ~ ~ ~ t -  
sistentsecond-orderaaodynamic~ . -  'tydaivativtshasb&n 
successfully verified on an inviscid transwic lifting airfoil exam- 
ple problem. Accurate second d&atives (Le., &e! COmpIetc Hcs- 
sian matrices) of lift, wave drag, and pikhing-mammt cocffkhts 
with respect to geometric shape. angle of attack, a d  fkestmm 
Mach numbez have been caldated. With the pnscnt procedure 
second-order dcrivatves are now cOmputationaUy feasible, at least 
in two dimensions. Tbe compltatioll of SeCOQ(r-OrdCT M v m  
in three dimcnsioos appears to be within reach, butnmains to be 
investigate& 

This sewndol.dermethodq~that6rst~daiVafives be 
calculatednsingboth~fonrrard(direot)and~(ad~)~ 
cedures;theg,~deaivativescanbeobtairredinawnitcr- 
ativecatcuiationthatiscompdatl 'oaallyveayefli~AnADIFOR 
difFeaaiatimisusedtogenerateanumberofquiredsecood-orda 
terms in this noniterative calculatioa. If one already has eitha for- 
ward (NDV solutions) m mers~ ("OF solutions) PD SDs, them 

tiom, nxpedvely) OM cilatlates all of the SO SDs (NOF x NDV2 
derivatives) very efficiently. 

UP obtaining the other FO SDS (NOF OT NDV additiooal d u -  

Appendix: Expansion of Terms 

are expantied using the index notation d y  established. me ex- 
pansion of DFij/Dbt is 

In this Appeodix the terms DFii/Dbt, DR; ./Dh, and DGim/Dbk 

DF,I~ a q  a F!. a F; -- - -QL + A X '  + - 
Dbt a Q n  ax, qL abt 

Inn. (Al), the indices i ,  j ,  and k are free and repeatedindices n, 
m. p ,  andq are summed. The teams of DR;//D& are obtained from 

thus I replaces i as a free index in the resulting expressions). 
4. (Al) by @acing C V C I Y W ~  F/j with Rb and Fi with Ri (and 

Finally. the expansion Of the terms for DGim/Dbk is 
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h&. (A2) tbe iadicesi, m, andk BIC h, andxepeatedindicesf, 
n,andqaresummc& 
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