Preface

This report contains the 2004 annual progress reports of the Research Fellows and students of the Center for Turbulence Research in its eighteenth year of operation. A separate report documenting the findings from the tenth biennial CTR Summer Program which included fifty participants from fourteen countries was published earlier this year. CTR publications, including this report and the Summer proceedings are available on the world wide web (http://ctr.stanford.edu).

Since its inception in 1987, the objective of the CTR has been to advance the physical understanding of turbulent flows and development of physics based predictive tools for engineering analysis and turbulence control. Turbulence is ubiquitous in nature and in engineering devices. The studies at CTR have been motivated by applications where turbulence effects are significant; these include a broad range of technical areas such as planetary boundary layers, formation of planets, solar convection, magnetohydrodynamics, environmental and eco systems, aerodynamic noise, propulsion systems and high speed transportation. Numerical simulation has been the predominant research tool at CTR which has required a critical mass of researchers in numerical analysis and computer science in addition to core disciplines such as applied mathematics, chemical kinetics and fluid mechanics. Maintaining and promoting this interdisciplinary culture has been a hallmark of CTR and has been responsible for the realization of the results of its basic research in applications. Continued demonstration of the utility of research results in applications has, in turn, led to a strong and mutually beneficial relationship with industry through Stanford’s Thermal and Fluid Sciences Industrial Affiliate Program.

Last year CTR hosted thirteen resident Postdoctoral Fellows, eleven Research Associates, and ten Senior Fellows. The support for the Research Associates and Senior Fellows were largely provided by the Department of Energy’s ASC program at Stanford. The major portion of Stanford’s graduate student research in turbulence which is carried out at CTR is sponsored by the United States Air Force Office of Scientific Research, the Office of Naval Research and the Department of Energy.

The first group of reports in this volume are directed towards development, analysis and application of novel numerical methods for flow simulations. Development of methods for large eddy simulation of complex flows has been a central theme in this group. The second group is concerned with turbulent combustion, scalar transport and multi-phase flows. The final group is devoted to geophysical turbulence where the problem of solar convection has been a new focus of considerable attention recently at CTR.

The CTR roster for 2004 is provided in the Appendix. Also listed are the members of the CTR Steering Committee which has met quarterly to act on fellowship applications. We have also included, with a deep sense of gratitude, a list of all members of the Advisory Committee who have served the Center for Turbulence Research since its inception in 1987. Without their invaluable insights, and the intellectual and infrastructure support of NASA, CTR would not have been able to serve the international turbulence research community in the comprehensive fashion it has become known for.

It is a great pleasure to thank Millie Chethik for her day to day management of the Center and together with Dr. Xiaohua Wu for their skillful compilation of this report.
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Energy conservation in collocated discretization schemes on unstructured meshes

By F. Ham and G. Iaccarino

1. Motivation and Objectives

Recently, Mahesh et al. (2004) proposed a control-volume-based collocated fractional step method for the incompressible Navier-Stokes equations suitable for large-eddy simulation (LES) and direct numerical simulation (DNS) on hybrid unstructured grids. Their approach emphasizes kinetic energy conservation for the convection and pressure terms. A significant contribution of their work is a novel least-squares pressure gradient reconstruction, which attempts to minimize the non-conservation of the pressure term in the context of a collocated discretization. They report that this least squares reconstruction was found imperative to obtain robust, accurate solutions in the presence of highly skewed elements; unstable solutions were obtained in its absence.

The present report describes our efforts to develop an alternative reconstruction for pressure by considering consistency in the presence of mesh skewness as an additional constraint to that of the minimization of any non-conservation of kinetic energy.

2. Algorithm

Figure 1 illustrates the location of variables used in the present formulation, with the full velocity vector \( \mathbf{u} \) and pressure \( p \) stored at the control volume centroid, and the normal component of velocity \( U_f \) stored at each face. Based on this arrangement of variables, a fractional-step semi-discretization of the incompressible Navier-Stokes equations with good kinetic energy conservation properties is as follows (Kim & Moin 1985; Zang et al 1994; Kim & Choi 2000; Mahesh et al. 2004):

\[
V_p \frac{\hat{u}_{i,p} - u_{i,p}^n}{\Delta t} + \sum_f U_f^{n+1/2} \left( \frac{u_{i,p}^{n+1/2} + u_{i,nbr}^{n+1/2}}{2} \right) A_f = -V_p \frac{\partial p^{n-1/2}}{\partial x_i} \tag{2.1}
\]

\[
\frac{u_{i,p}^* - \hat{u}_{i,p}}{\Delta t} = + \frac{\partial p^{n-1/2}}{\partial x_i} \tag{2.2}
\]

\[
\frac{u_{i,p}^{n+1} - u_{i,p}^*}{\Delta t} = - \frac{\partial p^{n+1/2}}{\partial x_i} \tag{2.3}
\]

In the above notation, the subscript \( p \) indicates a value associated with the control volume, and \( nbr \) indicates a neighbor control volume sharing a common face \( f \). Superscripts are used to indicate time level. We have of course not included the viscous terms.

On staggered grids, one can immediately take the divergence of the last equation (2.3) and get a Poisson system for pressure, using continuity to eliminate the dependence on the unknown velocity \( u_{i,c}^{n+1} \). With a collocated formulation, however, this will lead to the well-known velocity/pressure decoupling, and it is necessary to introduce some smoothing
to the pressure. In the present approach, we introduce the necessary smoothing implicitly by interpolation. Writing equation 2.3 at the face in the face-normal direction:

\[
\frac{U_f^{n+1} - U_f^*}{\Delta t} = -\frac{\partial p^{n+1/2}}{\partial n}
\]  
(2.4)

Taking the discrete divergence of eqn 2.4, and using the continuity equation \( \sum_f U_f^{n+1} A_f = 0 \) yields a Poisson system for pressure which can be solved and used to correct the face normal velocity components to be divergence-free.

\[
\sum_f \frac{\partial p^{n+1/2}}{\partial n} A_f = \frac{1}{\Delta t} \sum_f U_f^* A_f
\]  
(2.5)

In the previous equations, the required pressure gradients have been left in differential form. Their precise discrete form is the focus of this work.

3. Conservative Properties

In their differential form, the incompressible Navier-Stokes equations conserve mass, momentum, and kinetic energy (in the inviscid limit). The kinetic energy equation can be derived by contracting the momentum equation with the velocity vector, \( u_i \). In the absence of viscosity, all terms can be rearranged to yield either a divergence form or the continuity equation (i.e. zero), and thus kinetic energy conservation is a property of the underlying equations. For example:

\[
u_i \left( \frac{\partial u_i}{\partial t} + \frac{\partial u_j u_i}{\partial x_j} = -\frac{\partial p}{\partial x_i} \right)
\]  
(3.1)

Expanding each of the 3 resulting terms yields:

\[
(Time) = u_i \frac{\partial u_i}{\partial t}
\]
\[
= \frac{\partial u_i u_i}{\partial t} \equiv \frac{\partial K}{\partial t}
\]
\[
(Conv.) = u_i \frac{\partial u_j u_i}{\partial x_j}
\]
\[
= \frac{\partial u_j u_i u_i}{\partial x_j} \left( 1 + 2u_i \frac{\partial u_i}{\partial x_j} \right)
\]  
(3.3)
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\[
(Pres.) = -u_i \frac{\partial p}{\partial x_i} = -\frac{\partial u_{i,p}}{\partial x_i} + p \frac{\partial u_i}{\partial x_i} \tag{3.4}
\]

We can apply the same procedure to our discrete system to investigate its conservation properties. Here we operate on the sum of equations (2.1), (2.2) and (2.3). For the unsteady term:

\[
\int (Time) \, dV \approx u_{i,p}^{n+1/2} \left( \frac{u_{i,p}^{n+1} - u_{i,p}^n}{\Delta t} \right) V_p = \frac{u_{i,p}^n + u_{i,p}^{n+1}}{2} \left( \frac{u_{i,p}^{n+1} - u_{i,p}^n}{\Delta t} \right) V_p = \left( \frac{(u_{i,p}u_{i,p}/2)^{n+1} - (u_{i,p}u_{i,p}/2)^n}{\Delta t} \right) V_p = \left( \frac{K^{n+1} - K^n}{\Delta t} \right) V_p \tag{3.5}
\]

For the convective term:

\[
\int (Conv.) \, dV \approx u_{i,p}^{n+1/2} \sum_f U_f^{n+1/2} \left( \frac{u_{i,p}^{n+1/2} + u_{i,nbr}^{n+1/2}}{2} \right) A_f = \sum_f U_f \left( \frac{u_{i,nbr}u_{i,p}}{2} \right) A_f - \frac{u_{i,p}u_{i,p}}{2} \sum_f U_f A_f \tag{3.6}
\]

where the superscripts that indicate the mid-point in time (a simple average) are dropped in the second line. The first term on the RHS of equation (3.6) is in discrete divergence form and, therefore, is discretely conservative. The second term includes the discrete continuity equation as a factor, and is zero locally and globally.

For the pressure term, we initially use a Green-Gauss reconstruction with equal-weighted interpolations to the faces as follows:

\[
\int (Pres.) \, dV
\approx -u_{i,p}^{n+1/2} \sum_f \left( \frac{p_{nbr}^{n+1/2} + p_{f}^{n+1/2}}{2} \right) n_{i,f} A_f
= -\sum_f \left( \frac{u_{i,p}p_{nbr} + u_{i,nbr}p_{f}}{2} \right) n_{i,f} A_f + p_{f} \sum_f \left( \frac{u_{i,p} + u_{i,nbr}}{2} \right) n_{i,f} A_f \tag{3.7}
\]

Once again we have dropped the superscripts that indicate the mid-point in time. The first term on the RHS of equation (3.7) is in discrete divergence form and thus is discretely conservative. Although the second term looks like a discrete divergence of the velocity field, it will not (necessarily) be zero when continuity is satisfied because \((u_{i,p} + u_{i,nbr})n_{i,f}/2 \neq U_f\). As pointed out by Mahesh et al., minimizing the non-
conservation of kinetic energy associated with the pressure term is analogous to minimizing the magnitude of this discrete divergence.

Using equations (2.2) and (2.4), the continuity-like portion of the pressure term can be rearranged as follows:

\[
\sum_f \left( \frac{u_{i,p} + u_{i,nbr}}{2} \right) n_{i,f} A_f
\]

\[
= \sum_f \left( \frac{u_{i,p}^* + u_{i,nbr}^*}{2} \right) n_{i,f} A_f - \Delta t \sum_f \frac{1}{2} \left( \frac{\partial p}{\partial x_i} \right)_p + \frac{\partial p}{\partial x_i}_n \right) n_{i,f} A_f
\]

\[
= \sum_f U^*_f A_f - \Delta t \sum_f \frac{1}{2} \left( \frac{\partial p}{\partial x_i} \right)_p + \frac{\partial p}{\partial x_i}_n \right) n_{i,f} A_f
\]

\[
= \sum_f U_f A_f + \Delta t \sum_f \left[ \frac{\partial p}{\partial n} - \frac{1}{2} \left( \frac{\partial p}{\partial x_i} \right)_p + \frac{\partial p}{\partial x_i}_n \right] n_{i,f} A_f
\]

\[
= \Delta t \sum_f \left[ \frac{\partial p}{\partial n} - \frac{1}{2} \left( \frac{\partial p}{\partial x_i} \right)_p + \frac{\partial p}{\partial x_i}_n \right] n_{i,f} A_f
\]  

(3.8)

In arriving at this expression, we have employed a definition of \( U^*_f \) that affords the simplification to terms involving pressure only, namely:

\[
U^*_f = \left( \frac{u_{i,p}^* + u_{i,nbr}^*}{2} \right) n_{i,f}
\]  

(3.9)

It is straightforward to show that the non-conservative term is a discrete approximation to a term involving the 4th derivative of pressure. Using a Taylor-series expansion of \( \partial p/\partial n \) at each control volume associated with a face and assuming a control volume spacing of \( \Delta n \):

\[
\Delta t \sum_f \left[ \frac{\partial p}{\partial n} - \frac{1}{2} \left( \frac{\partial p}{\partial x_i} \right)_p + \frac{\partial p}{\partial x_i}_n \right] A_f
\]

\[
\approx \Delta t \sum_f \left[ -\frac{1}{2} \left( \frac{\Delta n}{2} \frac{\partial^2 p}{\partial n^2} \right)_p + \frac{\Delta n}{2} \frac{\partial^2 p}{\partial n^2}_n \right] A_f
\]

\[
\approx \Delta t \sum_f \left[ -\frac{\Delta n^2}{4} \frac{\partial^3 p}{\partial n^3} \right] A_f
\]

\[
\approx -\frac{\Delta t \Delta x_i^2}{4} \frac{\partial^4 p}{\partial x_i^4} V_p
\]  

(3.10)

In the kinetic energy equation, it is also straightforward to show that the effect of this non-conservative term is dissipative:

\[
\frac{\partial K}{\partial t} + \frac{\partial}{\partial x_i} (...) = - \left( \frac{\Delta t \Delta x_i^2}{4} \right) p \frac{\partial^4 p}{\partial x_i^4}
\]
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\[
\begin{align*}
\frac{1}{4} \left( \frac{\Delta t \Delta x_i^2}{4} \right) \left( \frac{\partial}{\partial x_i} \left( \frac{\partial^2 p}{\partial x_i^2} \right) - \frac{\partial p}{\partial x_i} \frac{\partial^2 p}{\partial x_i^2} \right) &= - \left( \frac{\Delta t \Delta x_i^2}{4} \right) \left( \frac{\partial}{\partial x_i} \left( \frac{\partial^2 p}{\partial x_i^2} - \frac{\partial p}{\partial x_i} \frac{\partial^2 p}{\partial x_i^2} \right) + \left( \frac{\partial^2 p}{\partial x_i^2} \right)^2 \right) \\
\text{(3.11)}
\end{align*}
\]

The first term is in divergence form, and thus will not add or remove to the kinetic energy, but just redistribute it between adjacent control volumes (assuming constant \( \Delta t \) and \( \Delta x_i \)). The right-most term is a square and thus the net effect on \( K \) is guaranteed dissipative. Note that the summation convention does not apply to the individual terms involving pressure in equation (3.11).

4. Discussion

The algorithm thus far has been developed using equally-weighted interpolations. On meshes with skewness and non-uniform spacing, these approximations can introduce significant errors that manifest in a lack of robustness.

To address this problem, Mahesh et al developed a face-area-weighted least-squares minimization to reconstruct the pressure. Their choice of weighting is motivated by the form of the non-conservative term in equation (3.8). For example, at control volume \( p \) the following error expression is minimized with respect to the three unknown components of the gradient at point \( p \):

\[
\varepsilon_p = \sum_f A_f \left( \frac{\partial p}{\partial x_i} \bigg|_p n_{i,f} - \frac{\partial p}{\partial n} \bigg|_f \right)^2
\]

where the normal component of the pressure gradient at each face is approximated as:

\[
\frac{\partial p}{\partial n} \bigg|_f = \frac{p_{nbr} - p}{(x_{i,nbr} - x_{i,p}) n_{i,f}}
\]

Consider the two-dimensional skewed mesh shown in figure 2. This mesh has been skewed by angle \( \alpha \) such that the face areas remain the same in all directions. Applying this least-squares reconstruction yields the following expressions for the components of the pressure gradient at point \( p \):
\[
\frac{\partial p}{\partial x}\bigg|_p = \frac{p_E - p_W + (p_N - p_S) \sin(\alpha)}{2 \Delta \cos(\alpha)} \quad (4.3)
\]

\[
\frac{\partial p}{\partial y}\bigg|_p = \frac{p_N - p_S}{2 \Delta} \quad (4.4)
\]

Note the counterintuitive result that the \(y\)-component of the gradient is unaffected by the skew angle. To illustrate how this can significantly affect the accuracy of a computation on skewed grids, consider the problem of a laminar channel with a specified uniform velocity at the inlet. At Reynolds number \(Re = Uh/\nu = 10\), where \(h\) is the channel height, the flow can be integrated to steady-state, yielding the expected laminar parabolic profile with uniform pressure drop, as illustrated in the computation shown in figure 3. For the Cartesian case, the predicted pressure gradient exactly matches the theoretical result required to balance the viscous drag in the downstream region.

When significant skewness is introduced to the mesh, however, the contours of pressure...
become skewed as well, and the pressure drop is significantly under-predicted (also figure 3. For calculations involving more complex geometries, such as a swirl nozzle in a jet engine combustor, it is very difficult to avoid mesh skewness in the many small passages involved, and an alternative pressure reconstruction is considered necessary to improve the accuracy of the predictions.

5. An alternative reconstruction

Using the Green-Gauss reconstruction, the expressions for the gradient components on the two-dimensional skewed mesh shown in figure 2 would be:

\[
\frac{\partial p}{\partial x}_p = \frac{(p_E - p_W) \cos(\alpha)}{2 \Delta} \quad (5.1)
\]

\[
\frac{\partial p}{\partial y}_p = \frac{p_N - p_S - (p_E - p_W) \sin(\alpha)}{2 \Delta} \quad (5.2)
\]

The solution to the problem of skewness sensitivity of the results, however, is not quite as simple as replacing the least-squares reconstruction with Green-Gauss. The approximation to the normal derivative used in formulating the Poisson system must also properly account for any skewness. Following Zwart (Zwart 1999), we write the normal pressure gradient at the face in terms of a component along the unit vector formed by joining the two control volume centroids \( s_{i,f} \):

\[
\frac{\partial p}{\partial n}_f = \frac{\partial p}{\partial x_i}_f n_{i,f} = \frac{\partial p}{\partial x_i}_f |_{f} \alpha_f s_{i,f} + \frac{\partial p}{\partial x_i}_f |_{f} (n_{i,f} - \alpha_f s_{i,f}) \quad (5.3)
\]

where we have introduced the face-based scalar \( \alpha_f \). The first term on the RHS of equation (5.3) can be approximated to second order using:

\[
\frac{\partial p}{\partial x_i}_f |_{f} \alpha_f s_{i,f} = \alpha_f \frac{\partial p}{\partial s} \approx \alpha_f \frac{p_{nbr} - p_p}{|x_{i,nbr} - x_{i,p}|} \quad (5.4)
\]

For the second term, we can use the simple average of the Green-Gauss gradients at the adjacent control volume centroids \( p \) and \( nbr \), yielding the following expression for the full normal component:

\[
\frac{\partial p}{\partial n} \approx \alpha_f \frac{\partial p}{\partial s} + \frac{1}{2} \left( \frac{\partial p}{\partial x_i}_p |_{p} + \frac{\partial p}{\partial x_i}_n |_{nbr} \right) (n_{i,f} - \alpha_f s_{i,f}) \quad (5.5)
\]

where it remains to define the most suitable value of \( \alpha_f \). At this point it is instructive to substitute this expression for the normal gradient into the non-conservative term derived earlier in equation (3.8).

\[
\Delta t \sum_{f} \left[ \frac{\partial p}{\partial n} - \frac{1}{2} \left( \frac{\partial p}{\partial x_i}_p |_{p} + \frac{\partial p}{\partial x_i}_n |_{nbr} \right) n_{i,f} \right] A_f
\]
\[ u_{1}\text{-contours} \]

\[ \text{pressure-contours} \]

Figure 4. Laminar channel flow at \( Re = U h / \nu = 10 \) using a skewed grid and the Green-Gauss pressure reconstruction with skew corrections.

\[ = \alpha_f \Delta t \sum_f \left[ \frac{\partial p}{\partial s} - \frac{1}{2} \left( \frac{\partial p}{\partial x_i} \bigg|_p + \frac{\partial p}{\partial x_i} \bigg|_{\text{nbr}} \right) s_{i,f} \right] A_f \quad (5.6) \]

So minimization of the non-conservation of kinetic energy due to the pressure term is equivalent to minimizing the above expression, or specifically minimizing \( \alpha_f \). The choice \( \alpha_f = 0 \) would actually result in a formulation that discretely conserves kinetic energy, but would of course also lead to the decoupling of velocity and pressure in the collocated formulation. In the present work, we choose the dot product \( \alpha_f = s_{i,f} n_{i,f} \), which yields \( \alpha = 1 \) when the mesh is locally orthogonal, and always less than one when skewed. This is the same choice as ultimately made by Zwart, although in our case the justification is based on reducing the non-conservation of kinetic energy in the presence of skewness.

6. Results

6.1. Skewed channel

Figure 4 shows the results of the skewed laminar channel flow calculated using the Green-Gauss pressure reconstructions with face normal pressure gradient components approximated as described in the previous section. The correct mean pressure gradient in the fully developed part of the channel is recovered.

6.2. Skewed Taylor vortices

The Taylor vortex problem is a second example that can be used to illustrate the sensitivity of the two reconstructions to skewness. The flow field consists of an array of decaying vortices with the following analytic expressions for velocity and pressure:

\[ u = -\cos(\pi x) \sin(\pi y) e^{-\frac{4z_1}{Re}} \quad (6.1) \]
\[ v = \sin(\pi x) \cos(\pi y) e^{-\frac{4z_1}{Re}} \quad (6.2) \]
\[ p = -\frac{1}{4}(\cos(2\pi x) + \cos(2\pi y)) e^{-\frac{4z_1}{Re}} \quad (6.3) \]

where \( Re \) is the Reynolds number based on unit length and velocity scales. It is possible to integrate the kinetic energy over the periodic domain as well, yielding:
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Figure 5. Kinetic energy for inviscid simulations of taylor problem on $32 \times 32$ Cartesian grid: \(	riangle\) calculation with $\Delta x = 2/32$, $\Delta t = 0.01$; $\circ$ calculation with $\Delta x = 2/32$, $\Delta t = 0.02$; equation (6.7). Both the least-squares and Green-Gauss reconstructions are identical for this case.

\[
K_{\text{Taylor}} = \frac{1}{V} \int_{-1}^{1} \int_{-1}^{1} \frac{u^2 + v^2}{2} \, dx \, dy
\]

\[
= \frac{1}{4} e^{-\frac{2\pi^2}{Re}}
\]

(6.4)\hspace{1cm} (6.5)

Solving the Taylor problem in the limit of infinite Reynolds number should result in a steady solution of non-decaying vortices with constant kinetic energy, $K = 1/4$. To perform this numerical experiment, a square domain was used with dimensions $-1 \leq x \leq 1$, and $-1 \leq y \leq 1$ and periodic boundary conditions. We note that other authors have typically used Dirichlet boundary conditions by applying the analytic velocity at the boundary. The use of periodic boundary conditions allows us to confirm numerically the non-conservation present in the scheme without the need to account for energy transfers at the boundaries. Using the analytic expression for pressure in the inviscid limit, the integration of the non-conservative term in the kinetic energy equation (3.11) over the periodic domain yields (per unit volume):

\[
\frac{\partial K}{\partial t} = \frac{1}{V} \int_{-1}^{1} \int_{-1}^{1} \left( -p \frac{\Delta t \Delta x^2}{4} \frac{\partial^4 p}{\partial x^4} \right) \, dx \, dy
\]

\[
= -\frac{\pi^4}{4} \Delta t \Delta x^2
\]

(6.6)\hspace{1cm} (6.7)

where we have assumed a uniform cartesian grid with $\Delta x = \Delta y$.

Skewness can be introduced in the Cartesian mesh used for the Taylor problem by the following transformation:

\[
x' = x + \beta \sin(\pi y)
\]

\[
y' = y + \beta \sin(\pi x)
\]

(6.8)\hspace{1cm} (6.9)

where the parameter $\beta$ controls the amount of skewness. Figure 6 compares a $32 \times 32$ Cartesian grid with one that has been skewed using $\beta = 0.2$. 
Figure 6. Comparison of Cartesian and Skewed meshes used for Taylor problem. Skew transformation is equation (6.9) with the $\beta = 0.2$.

(a) Least-squares reconstruction at $t = 0, 0.25, 0.5$

(b) Green-Gauss reconstruction at $t = 0, 0.25, 0.5$

Figure 7. Contours of $u$-velocity from the inviscid Taylor problem on the skewed mesh shown in figure 6 comparing results for different pressure reconstructions. Contour spacing is 0.2. Results have been copied in periodic directions for clarity.
Computations were carried out on the skewed grid using the least-squares pressure reconstruction and the Green-Gauss reconstruction. Figure 7 compares contour plots of the instantaneous u-velocity field at three equally spaced times. The least-squares reconstruction significantly alters the velocity field, and actually increases the total kinetic energy. Figure 9 compares the time history of the integrated kinetic energy for both reconstructions for 2 different computational time steps. For this problem, the least-squares reconstruction resulted in the eventual divergence of the solution.

The reconstruction of Zwart, however, remains very well behaved, accurately retaining the vortex pattern even on the highly skewed grid. A slight reduction in kinetic energy was observed over the course of the simulation. Figure 9 compares the time history of the kinetic energy to the Cartesian results reported earlier, along with the analytic result. Apart from the slight discrepancy in the initial condition, which does not yield exactly $K = 0.25$ when summed on the grid, the behavior is nearly identical.
7. Conclusions

Modifications to the pressure gradient reconstruction for both the normal component at the face and the full gradient at the control volume centroid have been proposed and analyzed analytically in terms of their impact on kinetic energy conservation. The analytic results have been confirmed numerically using inviscid simulations of Taylor vortices. The modified reconstruction has been shown to substantially improve the accuracy and conservation properties of the algorithm in the presence of mesh skewness. The only apparent drawback of this modified approach is the increase in stencil size of the resulting Poisson system, which must now include immediate neighbors, and neighbors of neighbors. Work is ongoing to analyze the accuracy and robustness of the reconstruction in the presence of non-uniform grid spacing, where the equal weightings used in the Green-Gauss gradient reconstruction (and required for kinetic energy conservation) can introduce substantial errors.
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On mass conservation and desingularization of the Level Set/Vortex Sheet method

By M. Herrmann

1. Motivation and objectives

The Level Set/Vortex Sheet (LSVS) method has been introduced by Herrmann (2002, 2003b, 2004a,b). Its objective is to provide a framework for the derivation of the so-called Large Surface Structure (LSS) model (Herrmann 2003b) that describes the primary breakup of turbulent liquid jets and sheets. The advantage of the LSVS method as compared to other, more traditional approaches is the fact that it contains explicit local source terms for each individual physical process that occurs at the phase interface, thus making these directly accessible to modeling attempts of the LSS subgrid terms.

As has been argued by Yecko et al. (2002) and Li et al. (2004), viscous effects might play an important role during primary breakup. The LSVS method, on the other hand, has been derived theoretically for the limit of inviscid fluids. However, its numerical implementation necessitates the introduction of a desingularization of the governing equations by introducing shear layers of finite width (Herrmann 2004a), thus imitating some effects of viscous fluids to a certain extend. This effect shall be analyzed in this paper.

Furthermore, as with any level set based method, the problem of mass conservation has to be addressed. To this end, different level set correction methods have already been proposed (Bourlioux 1995; Sussman & Fatemi 1999; Enright et al. 2002). Unfortunately, within the scope of the LSVS method, these correction methods lead to unacceptable fluctuations in the surface tension term due to the fact that all corrections are performed locally (Herrmann 2004a). On this account, a method to de-localize the correction methods has been proposed by Coyajee et al. (2004), resulting in significant, but unfortunately insufficient improvements with respect to the LSVS method. Hence, an alternative and rather simple and straightforward approach is proposed here, named refined level set grid (RLSG) method.

This paper is divided into three parts. First, the governing equations of the LSVS method for three-dimensional two-phase interface dynamics are summarized. Also, the numerical methods employed to solve the LSVS equations and the RLSG method and its implications within the LSVS method are presented. Second, numerical results are presented addressing both the performance of the RLSG method and the effect of desingularization inherent in the LSVS method. Finally, conclusions are drawn and an outlook to future work is given.

2. The Level Set/Vortex Sheet method

The LSVS method describes the dynamics of the phase interface $\Gamma$ between two inviscid, incompressible fluids 1 and 2, as shown in Fig. 1. Defining the iso-surface of a level set scalar $G = 0$ to be the location of the phase interface, the motion of $\Gamma$ can be tracked...
by the so called level set equation \((\text{Osher \& Sethian 1988})\),
\[
\frac{\partial G}{\partial t} + \mathbf{u} \cdot \nabla G = 0,
\]
where \(\mathbf{u}\) is the velocity vector.

The velocity field generated by the phase interface can be described by a vortex sheet strength \(\eta\), which is equal to the jump in tangential velocity at the phase interface. The transport equation for \(\eta\) \((\text{Pozrikidis 2000; Herrmann 2003b})\) is given by
\[
\frac{\partial \eta}{\partial t} + \mathbf{u} \cdot \nabla \eta = -n \times [(\eta \times n) \cdot \nabla \mathbf{u}] + n \left[ (\nabla \mathbf{u} \cdot n) \cdot \eta \right] + \frac{2(A + 1)}{\text{We}} (n \times \nabla \kappa) + 2A \mathbf{n} \times \mathbf{a}.
\]

Here, \(\mathbf{n}\) is the interface normal vector, \(A\) the Atwood number, \(\text{We}\) the Weber number, \(\kappa\) the interface curvature, and \(\mathbf{a}\) is the average acceleration of fluid 1 and fluid 2 at the interface. Note that Eq. (2.2) contains on the right hand side individual, local source terms describing the physical processes at the phase interface explicitly, namely, from left to right, two stretching terms, a surface tension term, and a density difference term.

Strictly speaking, Eqs. (2.1) and (2.2) are valid only at the location of the interface itself. However, to facilitate the numerical solution of both equations throughout the whole computational domain, \(\eta\) is set constant in the interface normal direction,
\[
\nabla \eta \cdot \nabla G = 0,
\]
and \(G\) is chosen to be a distance function away from the interface,
\[
|\nabla G|_{G \neq G_0} = 1.
\]

Equations (2.1) and (2.2) are coupled by the self-induced velocity \(\mathbf{u}\) of the vortex sheet. To calculate \(\mathbf{u}\), the vector potential \(\psi\) is introduced,
\[
\Delta \psi = \omega.
\]
Here, the vorticity vector \(\omega\) is calculated following a vortex-in-cell type approach \((\text{Christiansen 1973; Cottet \& Koumoutsakos 2000})\) by either
\[
\omega(x) = \int_{\Gamma} \eta(x_T) \delta(x - x_T) dx_T,
\]
named method $\mathcal{M}_2$ in the following, or
\[
\omega(x) = \int_V \eta(x') \delta(x - x') \delta(G(x') - G_0) |\nabla G(x')| dx',
\]
(2.7)
named method $\mathcal{M}_3$. In general, method $\mathcal{M}_2$ is preferable, because Eq. (2.6) ensures vorticity conservation (Herrmann 2004a). However, $\mathcal{M}_2$ necessitates the geometric reconstruction of the interface location and is thus very tedious in three dimensions. Therefore, method $\mathcal{M}_2$ is used in two-dimensions, whereas $\mathcal{M}_3$ is the method of choice in three-dimensions.

In Eqs. (2.6) and (2.7), $\delta$ is the delta-function that is approximated by the following smoothed version (Peskin 1977),
\[
\delta_\varepsilon(x) = \begin{cases} 
\frac{1}{2\varepsilon} \left[ 1 + \cos \left( \frac{\pi x}{\varepsilon} \right) \right] & : |x| \leq \varepsilon \\
0 & : |x| > \varepsilon
\end{cases}
\]
(2.8)
Note that this in fact changes the tangential velocity boundary condition at the phase interface from a jump, as appropriate for inviscid fluids, to a smoothed, constant shear layer thickness type boundary condition, reminiscent of viscous fluids. It is in principle possible to recapture the shear layer thickness and profile of viscous fluids by modifying $\varepsilon$ and the functional form of Eq. (2.8), however, in the present work, Eq. (2.8) is used as shown and only the effect of varying the shear layer thickness is analyzed.

Finally, $u$ can be calculated from
\[
u(x) = \int_V \delta(x - x') (\nabla \times \psi) dx'.
\]
(2.9)
In summary, Eqs. (2.1), (2.2), and (2.5) - (2.9) constitute the LSVS method and describe the three-dimensional two-phase interface dynamics.

2.1. Numerical methods
Numerically, Eqs. (2.1) and (2.2) are solved in a narrow band (Peng et al. 1999) by a 5th-order WENO scheme (Jiang & Peng 2000) using a 3rd-order TVD Runge-Kutta time discretization (Shu & Osher 1989). The reinitialization of $G$ (2.4) is solved by the iterative procedure outlined in Sussman et al. (1994) and Peng et al. (1999). The redistribution of $\eta$, Eq. (2.3), is solved by a Fast Marching Method (Sethian 1996; Adalsteinsson & Sethian 1999; Herrmann 2003a). The interested reader is referred to Herrmann (2002, 2003a, 2004a) for a detailed description of the numerical methods employed in the level set/vortex sheet method and a summary of the domain decomposition parallelization approach used.

2.1.1. Refined Level Set Grid (RLSG) method
Tracking interfaces by a standard level set approach (Osher & Sethian 1988) unavoidably introduces volume, respectively mass errors that are proportional in size to the employed numerical grid size. To avoid these errors, two different approaches can be followed in principle. One can correct the level set solution using an interface tracking method that either inherently preserves the volume, as for example the volume of fluid method (Noh & Woodward 1976; Kothe & Rider 1995; Gueyffier et al. 1999), or at least preserves the volume with higher accuracy than the level set method alone, like for example marker particles (Brackbill et al. 1988; Rider & Kothe 1995; Unverdi & Tryggvason 1992). Correction methods along these lines have been proposed by Bourlioux (1995),
Sussman & Fatemi (1999), Enright et al. (2002), and van der Pijl et al. (2004). Alternatively, one can reduce the mass error by refining the underlying numerical grid. This can be done adaptively (Ham & Young 2003). However, this introduces an additional level of complexity that is not necessary in certain cases. Since the goal of the LSVS method is to perform three-dimensional DNS of the primary breakup process, it can be assumed that a refined grid is necessary in large portions of the phase interface. The grid on which the level set equation is solved shall thus be refined as a whole. Note that due to the narrow band implementation, this does not constitute a prohibitive numerical cost, since the $G$-grid needs only be stored in a small neighborhood of the $G = 0$ iso-surface, see Fig. 2. This refined level set grid (RLSG) method is described in more detail in the following.

Let $\Delta x$ be the cell size of the equidistant Cartesian grid on which the $\eta$-equation, Eq. (2.2), is solved. This grid is termed the $\eta$-grid in the following. The level set equation, Eq. (2.1), is then solved on a narrow band consisting of equidistant Cartesian grid cells of size $\Delta_G x$ width

$$\Delta_G x = \Delta x / n_G, \quad (2.10)$$

where $n_G$ is the grid refinement factor. The width of the narrow band $\alpha_T G$ is chosen in such a way that enough cells are present to allow for the evaluation of the 5th-order WENO stencil during a single CFL-limited time step on the $\eta$-grid. To fulfill the CFL-criterion on the $G$-grid, subcycling typically has to be employed. This results in a width of the narrow band of

$$\alpha_T G = \left\{ \begin{array}{ll}
9 \Delta_G x : & n_G \leq 4 \\
(1.5n_G + 3) \Delta_G x : & n_G > 4
\end{array} \right., \quad (2.11)$$

see Fig. 2. All other narrow band widths described in Herrmann (2003a, 2004a) are defined accordingly.

The coupling of the $\eta$-grid and the $G$-grid is two-fold: for one, the level set scalar field solved on the finer $G$-grid has to be transferred to the $\eta$-grid. Let $G_G$ be the level set scalar defined on the $G$-grid and $G_\eta$ be the level set scalar defined on the $\eta$-grid. Then, remembering that any $G$ is defined as the distance function away from the interface, the embedded interface $G_G = 0$ can be viewed as a higher order approximation of the interface as defined by $G_\eta = 0$. This implies that at the same node location, the value of $G_\eta$ should be exactly equal to the value of $G_G$, since both values describe the distance to the same interface geometry. It is important to note that this coupling does not constitute a filtering operation of $G_G$ to $G_\eta$. To do this, a more complex marker particle based scheme would have to be employed (Oberlack et al. 2001; Pitsch 2002). Here, the goal is rather to make use of a higher order approximation of the interface to eliminate numerical errors on the coarser grid.

In practice, $G_\eta$ is determined from $G_G$ on all $\eta$-grid nodes that are directly adjacent to the $G_\eta = 0$ interface. All other $G_\eta$ values up to a certain distance away from the interface are then reconstructed using the Fast Marching Method.

Secondly, the velocity $u$ is initially only defined on the $\eta$-grid. To solve Eq. (2.1), $u$ has to be transferred to the $G$-grid. This is done by simple trilinear interpolation.

Additionally, by solving the level set equation separate from the $\eta$-equation on a refined grid, the RLSG method allows for a different approach in calculating the source terms in Eq. (2.2). These can still be evaluated using $G_\eta$ (Herrmann 2004a). However, to make full use of the available geometry information on the $G$-grid, these source terms $S(x_\eta)$ defined on the $\eta$-grid can now also be evaluated using $G_G$ on the $G$-grid and then surface averaged onto the $\eta$-grid. This process is a three-step procedure: first, all source
terms on the right-hand side of Eq. (2.2) are evaluated on the $G$-grid. Then, these terms are redistributed in the interface normal direction by solving Eq. (2.3) using the Fast Marching Method. Finally, the surface integration is performed by evaluating

$$ S(x_{\eta}) = \frac{\int_{\Delta \Gamma_{\eta}} S(x_{\Gamma_G}) dx_{\Gamma_G}}{\int_{\Delta \Gamma_{\eta}} dx_{\Gamma_G}} = \frac{\int_{\Delta V_{\eta}} S(x_G) \delta(G_G(x_G)) |\nabla G_G(x_G)| dx_G}{\int_{\Delta V_{\eta}} \delta(G_G(x_G)) |\nabla G_G(x_G)| dx_G}, \tag{2.12} $$

where $\Delta \Gamma_{\eta}$ is the part of the $G_G = 0$ interface that lies within the $\eta$-cell located at $x_{\eta}$ and $\Delta V_{\eta}$ is the volume of that $\eta$-grid cell. The integration above is performed on the $G$-grid.

Using this procedure also avoids one potential pitfall when evaluating the surface tension term. Using finite differences, this term involves a stencil that extends at least three cells in the front normal direction. Thus, as soon as two fronts approach each other closer than six grid cells, the results for the surface tension term will be incorrectly influenced due to the single valued nature of $G$. Ideally the surface tension term should depend only on the position of the interface, requiring a geometric reconstruction of the interface location which is tedious in three dimensions.

To alleviate the stencil problem, the calculation of the surface tension term is split into three steps. First, the curvature $\kappa$ is calculated on the $G$-grid using a standard 3x3x3 stencil. Then, $\kappa$ is redistributed on the $G$-grid using the Fast Marching Method. Finally, $\nabla \times \kappa$ is evaluated using central differences. The intermediate FMM step effectively limits the stencil size of the surface tension term to just two cells in the interface normal direction, thereby improving the results considerably.

Note that using a $G$-grid of $n_G \geq 4$, interfaces can now approach each other up to $\Delta x$, before the stencil problem occurs. Modifying the surface averaging step in such a way, that $G$-nodes with two fronts closer than $4\Delta G x$ are rejected in the averaging procedure, will then avoid the stencil problem altogether. The derivation of such an averaging procedure will be addressed in future work.

3. Results

3.1. Zalesak’s disk

The solid body rotation of a notched circle, also known as Zalesak’s disk (Zalesak 1979), is one of the standard test problems for evaluating the accuracy of level set methods. A disk of radius 0.15, notch width 0.05, and notch height 0.25 is placed in a $1 \times 1$ box at $(0.5, 0.75)$. The velocity field is given by

$$ u(x, t) = (0.5 - y, x - 0.5). \tag{3.1} $$

Figure 3 shows the shape of the interface at $t = 2\pi$ after one full rotation of the disk using no correction scheme, the particle correction method, and the RLSG method with varying $n_G$. Obviously, using no correction method at all causes the notch height to decrease substantially and the lower sharp corners to become significantly rounded. This in turn increases the area $A/A_0$ of the lower of the sharp corners and decreases the length of the interface $s/s_0$ considerably, as shown in Fig. 4.

Using the particle correction method improves the results significantly. However a slight asymmetry occurs. The area of the disk decreases slightly, see Tab. 1, while showing noticeable fluctuations over time, Fig. 4. These are due to the local, non-continuous correction step of the particle correction method.
Figure 3. Interface shape after one full rotation of Zalesak's disk. Solid line denotes numerical solution and dash-dotted line is exact solution. From left to right: no correction method, particle correction method, RLSG method $n_G = 2$, $n_G = 4$, and $n_G = 8$.

Figure 4. Normalized area $A/A_0$ (left) and interface length $s/s_0$ (right) during one full rotation of Zalesak's disk. Particle correction method (solid line), no correction method (open box), RLSG method $n_G = 2$ (open circle), $n_G = 4$ (full box).

<table>
<thead>
<tr>
<th></th>
<th>PC</th>
<th>none</th>
<th>RLSG $n_G = 2$</th>
<th>RLSG $n_G = 4$</th>
<th>RLSG $n_G = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A/A_0$</td>
<td>0.99502</td>
<td>1.05004</td>
<td>0.99723</td>
<td>0.99987</td>
<td>0.99990</td>
</tr>
<tr>
<td>$s/s_0$</td>
<td>-</td>
<td>0.78519</td>
<td>0.97316</td>
<td>0.98694</td>
<td>0.99368</td>
</tr>
</tbody>
</table>

Table 1. Normalize disk area $A/A_0$ and interface length $s/s_0$ after one full rotation of Zalesak's disk.

Employing the RLSG method with $n_G = 2$ results in markedly improved results as compared to using no correction method at all. The area of the disk is preserved better than in the case of the particle correction method. However, this is due to two errors canceling each other: one at the sharp corners leading to an area decrease and the other at the top of the notch leading to an area increase, see Fig. 3. This cancelation of errors results in an area decrease of only 0.28%. The total length of the interface, on the other hand decreases by about 2.7%.

Successively refining the $G$-grid continues to improve these results. The interface shape obtained with $n_G = 4$ is already superior to that of the particle correction method. For $n_G = 8$ almost no difference between the exact solution and the numerical result can be
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Figure 5. Vortex sheet roll-up interface shape at $t = 3$, no correction method (left) and RLSG method $n_G = 8$.

discerned, see Fig. 3, and 99.99% of the disk's area and 99.4% of the interface length is preserved, see Tab. 1.

The results of this test case indicate, that the RLSG method with $n_G \geq 4$ performs comparable, if not superior, to the particle correction method with respect to area preservation, while maintaining symmetry and avoiding any fluctuations introduced by the correction step of the particle correction method.

3.2. Vortex sheet roll-up

Pure vortex sheets represent a special class of phase interfaces in that no surface tension forces exist. Thus, they constitute an ill posed problem, since linear theory predicts that the growth rate of a sinusoidal disturbance of wave number $k$ is proportional to $k$. Consequently, as pointed out by Moore (1979), a vortex sheet develops a singularity at some critical time $t_c$, typically a discontinuity in curvature. In order to calculate the behavior of the vortex sheet beyond $t_c$, some form of desingularization has to be introduced, either by replacing the exact equations by desingularized versions, see for example the vortex blob method (Krasny 1986), or by adding physical effects like surface tension forces (Pullin 1982) or viscosity (Tryggvason et al. 1991).

In the case of the LSVS method, desingularization is two-fold. For one, all transport equations are solved by a finite difference scheme on an underlying numerical grid. Thus, all derivatives of finite quantities are inherently limited by the employed grid spacing. Secondly, the delta functions in Eqs. (2.6) and (2.7) are approximated by the numerical delta function $\delta_\varepsilon$ of finite width $\varepsilon$, Eq. (2.8). Thus, vorticity is not solely located at the interface, but spread out to neighboring grid nodes. To some extent, this crudely mimics the effect of viscosity (Tryggvason et al. 1991), since the shear layer is not of zero thickness as in the inviscid case, but rather has a finite, constant thickness proportional to $\varepsilon$. However, if the extent of the desingularization is reduced, i.e. the grid is refined and $\varepsilon$ reduced, the LSVS method should be able to reproduce the Moore singularity at $t_c$.

Furthermore, after the critical time, the vortex sheet rolls up in the inner core region in such a way, that adjacent interfaces are tightly packed, see Fig. 5, requiring high fidelity level set solution algorithms, i.e. level set correction methods.

In the following, first, the performance of the different level set correction methods beyond the critical time is analyzed. Then, the LSVS method in the non-desingularized limit is verified. Finally, the influence of varying the shear layer thickness is ascertained.
3.2.1. Influence of level set correction methods
The vortex sheet roll-up is initiated by placing a sinusoidal interface

\[ G(x, t = 0) = y - A_0 \sin \left( \frac{2\pi}{B} \left[ x - A_0 \sin \left( \frac{2\pi}{B} x \right) \right] \right), \]

with amplitude \( A_0 = 0.01 \), \( B = 1 \), and vortex sheet strength

\[ \eta_{VS}(x, t = 0) = \frac{\eta^*}{\sqrt{1 + \frac{4\pi A_0}{B} \cos \left( \frac{2\pi}{B} x \right) + 2 \left[ \frac{2\pi A_0}{B} \cos \left( \frac{2\pi}{B} x \right) \right]^2}}, \]

with \( \eta^* = -1 \), into a box of size \( B \times B \), resolved by an \( \eta \)-grid of \( 256 \times 256 \) equidistant Cartesian grid cells. Periodic boundary conditions are employed at the left and right boundaries, and no-slip walls are used at the bottom and top boundaries, with the tangential wall velocity set to \( u_w = \mp 0.5 \). In all cases, \( \varepsilon = 16/256 \). Simulations were performed using no correction method at all, the particle correction method, and the RLSG method with \( n_G = 2, 4 \), and 8.

Figure 5 shows the interface shape at \( t = 3 \) obtained by using no correction method and the RLSG method with \( n_G = 8 \). As discussed in Herrmann (2004a), numerical diffusion and the incorrect merging of characteristics leads to significantly less turns in the inner core region where these errors are dominant, when using no correction method as compared to both the results by Krasny (1986) and those obtained using a correction method.

To evaluate the performance of the RLSG method as compared to the particle correction method, Fig. 6 shows a zoom of the inner core region of the vortex sheet at \( t = 3 \). Figure 7 depicts the interface curvature \( \kappa \) along the normalized interface arc length \( s/L \), and Fig. 8 shows the tangential derivative of the interface curvature, \( \partial_\theta \kappa \), i.e. the term proportional to the surface tension term in Eq. (2.2). Looking first at the interface shape, using any of the two correction methods yields very similar good results as compared to using no correction method at all. On close inspection, however, it can be seen that the RLSG method with \( n_G = 2 \) and \( n_G = 4 \) generates slightly less respectively more turns than the particle correction method. Using the RLSG method with \( n_G = 8 \) leads to results that are virtually undistinguishable from those obtained with \( n_G = 4 \), demonstrating grid convergence with respect to the \( G \)-grid.

The analysis of the interface curvature distribution reveals the drawbacks of the particle correction method. As discussed in Herrmann (2004a) and Coyajee et al. (2004), a correction method that corrects the level set scalar locally, like the particle correction method, will introduce fluctuations in the higher derivatives of \( G \). As can be seen in Fig. 6...
On mass conservation and desingularization of the LSVS method

Figure 7. Interface curvature $\kappa$ for vortex sheet roll-up at $t = 3$, particle correction method (top left) (Herrmann 2004a), RLSG method with $n_C = 2$ (top right), $n_C = 4$ (bottom left), and $n_C = 8$ (bottom right).

Figure 8. Tangential curvature derivative $\partial_\kappa \kappa$ for vortex sheet roll-up at $t = 3$, particle correction method (top left), RLSG method with $n_C = 2$ (top right), $n_C = 4$ (bottom left), and $n_C = 8$ (bottom right).

8 this would lead to unacceptable fluctuations in the surface tension term, making any local correction method unapplicable within the context of the LSVS method. The de-localization method developed in Coyajee et al. (2004) could help alleviate this problem and will thus be further analyzed in the future. The RLSG method, on the other hand, delivers smooth, virtually non-fluctuating distributions of both the curvature, and more importantly, the tangential curvature derivative, making it ideal within the context of the LSVS method. The variations in both $\kappa$ and $\partial_\kappa \kappa$ are due to the fact that the vortex sheet is slightly elongated, see Fig. 5, resulting in the shown distributions. Also, the results for $n_C = 4$ and $n_C = 8$ show virtually identical distributions of both $\kappa$ and $\partial_\kappa \kappa$ demonstrating again, grid convergence, even for these higher derivatives of $G$.

3.2.2. Moore singularity

The initial conditions used to recover the Moore singularity are those proposed by Meiron et al. (1982). Initially, the vortex sheet is flat and located at $y = 0$ inside a box of size $[0, 2\pi] \times [-\pi, \pi]$ with a sinusoidal disturbance of the vortex sheet strength, $\eta = 1 + a \cos x$ and $a = 0.125$. With these initial conditions, the predicted critical time is $t_c \approx 2.84$ (Shelley 1992). Three calculations were performed, successively reducing the desingularization, i.e. the grid spacing and the spreading parameter, from $\Delta x = 2\pi/256$ with $\varepsilon = 16/256$, to $\Delta x = 2\pi/312$ with $\varepsilon = 8/256$, and to $\Delta x = 2\pi/1536$ with $\varepsilon = 6/256$. Since the amplitude of the disturbance throughout the simulations remains relatively small, no level set correction method has been used.
Figure 9. Vortex sheet curvature (left) and curvature derivative (right) at times close to the critical time, $t = 3.0$ (left) and $t = 3.2$ (right) for $\varepsilon = 16/256$ (dashed), $\varepsilon = 8/256$ (dotted), and $\varepsilon = 6/256$ (solid).

Figure 10. Estimation of the critical time $t_c$.

Figure 9 shows the distribution of curvature and curvature derivative, $\partial_s \kappa$, along the normalized interface arc length $s/L$ at two different times close to the critical time $t_c$. Both the curvature and the curvature derivative distributions clearly show the onset of the Moore singularity at $s/L = 0.5$. Decreasing the desingularization obviously increases the curvature derivative at any given time. However, the $\varepsilon = 6/256$ case shows some small fluctuations of $\partial_s \kappa$ not present in the other two cases. This is due to the fact that a decrease of $\varepsilon$ increases the growth rate of higher wave number fluctuations (Krasny 1986). The initial amplitudes of these higher wave number disturbances are due to the numerical error associated with the employed numerical grid. Obviously, the $1536 \times 1536$ grid is barely sufficient to delay the growth of these higher wave number disturbances. A further reduction of $\varepsilon$ would thus require a substantially finer grid. Furthermore, at $t = 3.2$ the $\partial_s \kappa$ distribution for both $\varepsilon = 8/256$ and $\varepsilon = 6/256$ exhibits two local minima directly adjacent to the central maximum. This behavior is consistent with that reported by Shelley (1992).

To determine $t_c$ in the non-desingularized limit, the critical time for each of the three calculations is estimated using a procedure proposed by Shelley (1992). The values of $1/\partial_s \kappa$ at $s/L = 0.5$ between $t = 1.0$ and $t = 3.2$ are extrapolated to zero using a third order polynomial that provides an excellent fit to the data points. The resulting critical times are shown in Fig. 10 as a function of the spreading parameter $\varepsilon$. A linear extrapolation is then used to estimate $t_c$ for $\varepsilon \to 0$ and $\Delta x \to 0$, yielding a critical time of $t_c = 3.001$. Although this time is slightly larger than the critical time predicted by theory, it is in excellent agreement with the results of Shelley (Shelley 1992), who estimates $t_c = 3.015$ using a high accuracy point-vortex method.
3.3. Kelvin-Helmholtz instability in the linear regime

A velocity shear between two fluids can give rise to the so-called Kelvin-Helmholtz instability, if the velocity profile between the two fluids exhibits an inflection point (Rayleigh 1880). This phenomenon was first studied by Helmholtz (1868) and Kelvin (1871) in the inviscid limit for a shear layer of zero thickness, i.e., a velocity discontinuity. For fluids of equal density, the growth rate \( w \) in the linear regime for the unbounded case is

\[
    w(\text{We}) = \frac{k}{2} \sqrt{1 - \frac{2k}{\text{We}}},
\]

(3.4)

The case of a shear layer of finite size and constant shear was subsequently analyzed by Rayleigh (1880). In the inviscid and \( \text{We} = \infty \) limit, the growth rate \( w \) in the linear regime becomes

\[
    w(d) = \frac{k}{2} \sqrt{\frac{e^{-2kd} + 2kd - 1}{(kd)^2} - 1},
\]

(3.5)

with \( d \) the shear layer thickness defined as

\[
    d = \frac{\eta}{(\partial u/\partial y)_{\text{max}}},
\]

(3.6)

Although numerical solutions are possible for arbitrary shear layer velocity profiles (Michalke 1964; Yecko et al. 2002), comparisons will be limited to the above analytical solutions for validation purposes.

The initial conditions for the level set scalar \( G \) are given by Eq. (3.2) with \( A_0 = 1 \cdot 10^{-5} \) and \( B = 1 \). The initial vortex sheet strength distribution is calculated from

\[
    \eta(x,t=0) = \frac{w(\text{We})}{w(\text{We} = \infty)} (\eta_{\text{VS}}(x,t=0) - \eta^* + \eta^*),
\]

(3.7)

with \( \eta^* = -1 \) and \( \eta_{\text{VS}} \) given by Eq. (3.3). Periodic boundary conditions are employed at the left and right domain boundary, whereas slip conditions are used at the lower and upper boundary. This in theory constitutes a bounded shear layer flow. However, the upper and lower boundaries are placed sufficiently far away from the interface, as to have no further influence on the presented results, thus allowing comparisons with the theoretical results of the unbounded case. All simulations are performed in a \( B \times 2B \) box employing an \( \eta \)-grid of 256 \( \times \) 512 equidistant Cartesian grid cells. Due to the small amplitude of the disturbance, no level set correction method is required.

Figure 11 compares the growth rates \( w \),

\[
    w = \frac{1}{t_1} \int_0^{t_1} w(t) dt , \quad t_1 = 0.5,
\]

(3.8)

to the results obtained by linear theory for varying \( \text{We} \), Eq. (3.4). Table 2 lists the respective numerical values. For the lowest value of the spreading parameter, \( \varepsilon = 4/256 \), method \( \mathcal{M}_2 \), Eq. (2.6), slightly under-predicts the linear growth rate by about 3\%. This is due to the introduction of the numerical spreading function in Eq. (2.6) and the consequently theoretically reduced linear growth rate, cp. Eq. (3.5). Method \( \mathcal{M}_3 \), Eq. (2.7), on the other hand marginally over-predicts the linear growth rate for \( \varepsilon = 4/256 \), but gives slightly lower \( w \) than \( \mathcal{M}_2 \) for larger \( \varepsilon \). The reason for this behavior is not directly apparent, but it is most likely due to the lack of a consistent level set based interpolation step to calculate the vortex sheet induced velocity \( \mathbf{u} \), Eq. (2.9), (Herrmann 2004a).
Altogether, increasing $\varepsilon$ results in a consistent reduction of the growth rate for both $\mathcal{M}_2$ and $\mathcal{M}_3$.

In order to further analyze this behavior, Fig. 12 depicts the growth rate $w$ as a function of the shear layer thickness $d = \varepsilon$ in the limit of $\text{We} = \infty$ as compared to the analytical solutions, Eqs. (3.4) and (3.5). The corresponding numerical values are shown in Tab. 3. While the qualitative behavior of the simulations and the theory for a linear velocity profile is similar, both $\mathcal{M}_2$ and $\mathcal{M}_3$ exhibit overall larger growth rates and hence reach their neutrally stable solution at a larger shear layer thickness of $d = \varepsilon \approx 0.8$. This quantitative deviation is due to the different velocity profile of Eq. (3.5) and the LSVS method. The former assumes a linear profile, whereas the latter employs a rather complex profile due to the schemes outlined in section 2. In principle, it seems possible to change the velocity profile used in the LSVS method by modifying the numerical delta function $\delta_z$, Eq. (2.8). A detailed comparison with the viscous linear theory by Yecko et al. (2002) and Li et al. (2004) will reveal the necessary modifications to Eq. (2.8).
Figure 12. Growth rate \( w \) of the Kelvin-Helmholtz instability in the linear regime as function of the shear layer thickness \( d = \varepsilon \). Theory for linear velocity profile (---), theory for velocity discontinuity (--), methods \( M_2 \) (circle) and \( M_3 \) (box).

<table>
<thead>
<tr>
<th>Method / ( d = \varepsilon )</th>
<th>4/256</th>
<th>8/256</th>
<th>16/256</th>
<th>32/256</th>
<th>64/256</th>
<th>128/256</th>
<th>160/256</th>
<th>192/256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory Eq. (3.4)</td>
<td>3.142</td>
<td>3.142</td>
<td>3.142</td>
<td>3.142</td>
<td>3.142</td>
<td>3.142</td>
<td>3.142</td>
<td>3.142</td>
</tr>
<tr>
<td>Theory Eq. (3.5)</td>
<td>2.939</td>
<td>2.742</td>
<td>2.361</td>
<td>1.609</td>
<td>stable</td>
<td>stable</td>
<td>stable</td>
<td>stable</td>
</tr>
<tr>
<td>( M_2 )</td>
<td>3.034</td>
<td>2.899</td>
<td>2.698</td>
<td>2.281</td>
<td>1.489</td>
<td>0.380</td>
<td>0.133</td>
<td>0.032</td>
</tr>
<tr>
<td>( M_3 )</td>
<td>3.140</td>
<td>2.863</td>
<td>2.717</td>
<td>2.224</td>
<td>1.342</td>
<td>0.320</td>
<td>0.110</td>
<td>0.026</td>
</tr>
</tbody>
</table>

Table 3. Linear growth rates \( w \) of the Kelvin-Helmholtz instability for varying \( \varepsilon \) and \( \text{We} = \infty \).

4. Conclusions and future work

A method has been presented that addresses the problem of mass conservation inherent in the level set approach. This so-called Refined Level Set Grid (RLSG) method achieves mass conservation results comparable to other level set correction methods, like for example the particle correction method, but demonstrates clearly superior performance with respect to the convergence of higher derivatives of the level set scalar. In particular, the convergence of the interface curvature derivative is crucial within the context of the LSVS method and has been demonstrated in the case of vortex sheet roll-up.

Although the LSVS method has been derived for the limit of inviscid fluids, the numerical implementation necessitates the introduction of a finite shear layer thickness, representing an additional level of desingularization. The non-desingularized, inviscid limit of the Moore singularity can however be recovered, if the the extend of the desingularization is successively reduced.

The influence of the desingularization introduced by the finite shear layer thickness has been further analyzed in the case of the Kelvin-Helmholtz instability in the linear regime. It was found that the finite, constant shear layer thickness qualitatively mimicks certain features of viscous fluids. However, only a detailed comparison to the fully viscous theory by Yecko et al. (2002) and Li et al. (2004), planned for the future, will help quantify this effect and point to possible enhancements of the LSVS method.
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Accurate and efficient immersed-boundary interpolations for viscous flows

By S. Kang, G. Iaccarino and P. Moin

1. Motivation and background

The Immersed Boundary (IB) method is a technique for solving flow problems with irregular boundaries using a simple Cartesian grid solver. Specifically, the computational grid does not conform to all the boundaries of the domain and the numerical algorithm in the vicinity of these immersed surfaces is modified to enforce the desired boundary conditions. This greatly reduces the difficulties of generating meshes for complex boundaries. In addition, the IB method has the potential of high efficiency as the computational cost per grid cell is generally lower than that of general-purpose unstructured (body fitted) grid solvers.

There are numerous variants of the IB method, mainly in relation to the specific treatment of the computational cells crossing the immersed surfaces. Two major family of approaches can be distinguished: (i) based on strict finite volume discretization based on the cells cut by the IB (cut-cell approach) and (ii) based on forcing terms or solution interpolation in the vicinity of the IB.

The objective of the present study is to further develop an IB method based on forcing which has sufficient accuracy for Large Eddy Simulations (LES) at high Reynolds numbers with minimal increase in computational cost with respect to the simple, underlying Cartesian grid solver. The starting point for the present IB method is the interpolation method described in Fadlun et al. (2000). In addition to its simplicity, it has several advantages. The velocity boundary condition is enforced with implicit forcing, there is no severe limit on the time step, and the velocity components from the regions across the immersed boundary are decoupled. In the present study, revisions to this approach are introduced with the objective of increasing the accuracy and consistency of this method. In addition we analyze the practical importance of strict mass conservation.

In the next section, a general description of the numerical method used is given. The analysis of a various interpolation methods for the velocity field near the IB are presented in section 3. In addition, the issues of mass conservation and pressure accuracy are addressed. Results from numerical tests for laminar and turbulent flows are shown in section 4.

2. Numerical Method

The Navier-Stokes equations for an incompressible fluid are solved on a Cartesian grid using a staggered arrangement of the variables. A variant of the fractional step method (Kim & Moin 1985) is employed. The Crank-Nicholson scheme and the third-order Runge-Kutta scheme for the discretization of the diffusive and convective terms are used, respectively. An approximate ADI scheme is used to solve the momentum equation; to solve the Poisson equation for the pseudo-pressure either a direct method using the fast Fourier transform (FFT) or a multigrid method is used. In general, algorithms are
parallelized using MPI, and the parallel tridiagonal matrix solver developed by Mattor et al. (1995) is used.

3. Interpolation methods at the immersed surfaces

In the original approach of Fadlun et al. (2000) the velocity components at the first grid point off the IB are determined using a linear interpolation formula rather than the discretized Navier-Stokes equation. The method is equivalent to assuming a one-dimensional linear velocity profile near the boundary. As consequence of the interpolation the velocity components are independent of each other and each component is determined by a separate interpolation. In the present study, four different interpolation methods have been considered:

- Linear interpolation method (LIM)
- Revised linear interpolation method (RLIM)
- Quadratic interpolation method (QIM)
- Quadratic+momentum interpolation method (QMIM)

3.1. Linear interpolation method

Fig. 1 shows two IB configurations commonly found in practical problems. In Fig. 1 (a), since the IB is approximately parallel to grid lines, a linear interpolation with \( u_{IB}, u_c \), and \( u_2 \) is easily formed along the \( x_2 \) coordinate. In Fig. 1 (b), there are two velocity components \( (u_1 \) and \( u_2 \)) nearest in the horizontal and vertical directions to \( u_c \). Then, a triangle is constructed by using two adjacent velocity nodes and a point on the IB \( (u_{IB}) \) surrounding \( u_c \). Then, a linear interpolation stencil is built using the information available at the vertices of the triangle. The resulting interpolation formula has the following form:

\[
u_{i,c}^k = w_{i,1} u_{i,1}^k + w_{i,2} u_{i,2}^k + w_{i,IB} u_{i,IB}^k,
\]

where subscripts 1 and 2 denote adjacent velocity nodes in the \( x_1 \) and \( x_2 \) directions, and subscript \( IB \) denotes the point on the IB which is the boundary-normal projection of the velocity node \( c \). Superscript \( k \) denotes the next time step, and \( w_i \) is an interpolation coefficient determined by the geometric configuration. Extending this method to a three-
dimensional geometry is straightforward. In the framework of the fractional step method the linear interpolation can be applied to either \( \hat{u}_{i,c} \) or \( \Delta u_{i,c} = \hat{u}_{i,c} - u_{i,c}^{k-1} \).

Assuming a local coordinate system whose center is located at the velocity node \( c \), we can restate the linear interpolation method as:

\[
\begin{align*}
    u_i^k(x_1, x_2) &= a_{i,1}^k x_1 + a_{i,2}^k x_2 + u_i^k \\
    u_i^k &= u_{i,IB}^k \quad \text{at immersed boundary},
\end{align*}
\]

where \( a_{i,1} \) and \( a_{i,2} \) are coefficients determined by the geometry of the local IB and velocity components.

When comparing Eq. (3.1) with the discretized momentum equation it can be shown that the linear interpolation method does not explicitly account for effects of the some of the terms, i.e. the pressure forcing, the temporal variation, etc. It can be argued that through the use of the two velocity components, \( u_{i,1} \) and \( u_{i,2} \) (determined by the discretized momentum equation), the effects of these terms are indirectly included.

A notable feature of the linear interpolation method (Eq. (3.1)) is that there is no explicit contribution from the velocity field at the previous time step. Numerical errors, once generated, are accumulated and/or transferred to other regions by advection and diffusion. A problem we encountered in numerical experiments is the occurrence of abnormal pressure fluctuations around the volume cells crossed by the IB. This effect is equivalent to the so-called “checker-board effect” observed in a non-staggered grid system where the solution of the momentum equation does not reflect the local pressure gradient.

3.2. Revised linear interpolation method

It is possible to derive an interpolation formula based on both \( \hat{u}^k \) and \( \Delta u \). After some manipulations and introducing a blending factor \( \eta \) we obtain:

\[
\begin{align*}
    \hat{u}_{i,c}^k &= w_{i,1} \hat{u}_{i,1}^k + w_{i,2} \hat{u}_{i,2}^k + w_{i,IB} \hat{u}_{i,IB}^k \\
    &+ \eta \left( u_{i,1}^{k-1} - w_{i,1} u_{i,1}^k - w_{i,2} u_{i,2}^k - w_{i,IB} u_{i,IB}^k \right),
\end{align*}
\]

(3.3)

The effect of the local pressure gradient can be accounted for by using:

\[
\begin{align*}
    \hat{u}_{i,c}^k &= w_{i,1} \hat{u}_{i,1}^k + w_{i,2} \hat{u}_{i,2}^k + w_{i,IB} \hat{u}_{i,IB}^k \\
    &+ \eta \left( u_{i,1}^{k-1} - w_{i,1} u_{i,1}^k - w_{i,2} u_{i,2}^k - w_{i,IB} u_{i,IB}^k \right) \\
    &- (\gamma_k + \rho_k) \Delta t \left( \frac{\partial p^{k-1}}{\partial x_i} \right)_c - w_{i,1} \frac{\partial p^{k-1}}{\partial x_i} |_1 - w_{i,2} \frac{\partial p^{k-1}}{\partial x_i} |_2 - w_{i,IB} \frac{\partial p^{k-1}}{\partial x_i} |_{IB}.
\end{align*}
\]

(3.4)

where the coefficient \( \gamma_k \) and \( \rho_k \) are related to the time integration scheme. It is easy to prove that the numerical accuracy of Eq. (3.4) is the same as the original linear interpolation formula - second order in space. Also, note that what is interpolated is \( \hat{u}_{i,c}^k - u_{i,c}^{k-1} + (\gamma_k + \rho_k) \Delta t \frac{\partial p^{k-1}}{\partial x_i} \) when \( \eta = 1 \). Coupling between neighboring pressure points is then considered with this “simulated” momentum equation. This approach is referred to in the following as Revised Linear Interpolation Method (RLIM).

In practice, computing \( \frac{\partial p^{k-1}}{\partial x_i} \) at 1, 2 and \( c \) locations is straightforward since these points are existing velocity nodes at the cell faces, but interpolation is necessary to
compute $\partial p^k/\partial x_i$ at the IB location. Applying linear interpolation using $\partial p^k/\partial x_i$ at 1, 2 and c is not appropriate in this case. So, an additional point near c is used in interpolation.

Fig. 2 shows a schematic representation of the stencil used for the pressure interpolation. This form of extrapolation has second order accuracy but becomes unstable when the $c$ and IB points are close to each other. It is used only when $\eta$ is larger than user-defined $\eta_{crit}$. Other alternatives to $\partial p^k/\partial x_i$ at IB are $\partial p^k/\partial x_i$ at c location and $\partial p^k/\partial x_i = 0$. The former produces a smaller error in the present numerical experiments and it is used when $\eta$ is smaller than $\eta_{crit}$. This approximation produces a first order error term which is found not to affect the accuracy as shown in §4.1. For the problems tested in the present study, $\eta_{crit}$=0.4 is used.

3.3. Quadratic interpolation method

The quadratic interpolation formula considered in the present study is:

$$\hat{u}_i^k(x_1, x_2) = a_{i,1}^k x_1^2 + b_{i,1}^k x_1 + a_{i,2}^k x_2^2 + b_{i,2}^k x_2 + \hat{u}_{i,c}^k$$

(3.5)

where the origin of the local coordinate system is located at the position of $\hat{u}_{i,c}$ which is determined by the interpolation formula.
Fig. 3 shows two IB configurations of interest. The number of velocity points needed to construct the quadratic formula is six (including $\hat{u}_{i,c}$). We can select $\hat{u}_{i,c}$ and the four surrounding velocity points. In addition, another point (subscript $o$) is necessary to define the interpolation stencil. In Fig. 3 (a), we choose the additional point to be the third velocity point away from the IB. Then, the points to the the left and right of $\hat{u}_{i,c}$ are ignored and a quadratic formula is generated using the four points along the coordinate normal to the IB line. In Fig. 3 (b), we choose the additional point as the center of four additional velocity nodes near the IB line.

With this quadratic interpolation formula, it is possible for the local velocity to have a non-linear profile. Also, only the spatial accuracy is increased and temporal behavior remains the same of the LIM.

3.4. Quadratic+momentum interpolation method

In the quadratic interpolation formula described above, there are five unknowns (including $\hat{u}_{i,c}^6$) all determined using velocities at fluid points computed through the solution of the governing equations. It is possible to follow another approach which reduces the stencil required to close the interpolation formula. In Fig. 4 the four adjacent velocity points are used to define four equations to determine the coefficients. The fifth relation is obtained from enforcing the momentum equations with a second order finite difference. The pressure gradient at a velocity node can be easily computed in the present staggered grid system although if some of the pressure points used may be in the boundary region (shaded region in Fig. 4). Interpolation coefficients are determined dynamically depending on the spatial and temporal flow field rather than having fixed values depending on geometry. The quadratic+momentum interpolation method (QMIM) has similarity to the cut-cell approach as a formal discretization of the momentum equation that accounts for the physical location of the IB is used.

The QMIM is computationally more complex than the LIM due to explicit evaluation of the convective and viscous terms. The overhead is about 10~15% of the original computation time for the two-dimensional test cases presented afterward.
3.5. Enforcing mass conservation

The interpolation methods considered focus on the velocity and the momentum equation. There is another issue that plays a crucial role in practical calculations: mass conservation.

In IB approaches, the computational domain is divided into fluid regions where solutions to the Navier-Stokes equations are desired, and solid regions (e.g., shaded area in Fig. 1) where no solution is needed. The immersed surface separates these two regions. In Fadlun et al. (2000), the interpolation method determines the velocity components near the IB in the fluid region. These components are not directly related to the velocity field in the boundary region. But, the flow field in the fluid region is affected by the velocity field in the solid region, since conservation of mass is satisfied for all the computational cells regardless of the presence of the IB. Mass conservation is not satisfied for the virtual cells obtained from cutting the fluid cells with the IB, and the subsequent errors may not be negligible.

To address mass conservation, the basic idea is to build new computational cells formed by the IB and existing cell faces, and to completely decouple the solid region from the fluid region, that the velocity. This is closely related to the finite volume method for an unstructured polyhedral mesh, and it is similar to the mass forcing concept by Kim et al. (2001) and cut-cell approaches (Ye et al. (1999); Kirkpatrick et al. (2003), among others. The present IB method, therefore, uses an efficient interpolation method for the velocity components and a modified finite volume operator for mass conservation at the immersed surfaces.

The finite volume discretization for the cut-cells introduces substantial complexity and, moreover, the computational stencil requires the modification of the linear system solver with potential negative impact on the efficiency of the code. An alternative approach is to consider strict flux conservation only for the explicit terms in the discretization stencil, leaving the implicit matrix unchanged (lagged correction). We refer to the former approach as a strict conservation and the latter as approximate conservation.

3.6. Recovering the pressure field

The final aspect of the IB algorithm that we investigated is the compatibility between the pressure field and the velocity field after any of the interpolation operators is used.

The basic idea is to perform an additional correction step (solving an extra Poisson equation) after the standard pressure correction equation. This equation is obtained by inserting the interpolated field at IB (obtained using any of the previously described interpolation formula) in the momentum equation and taking its divergence.

The amount of correction is clearly different depending on the specific interpolation method used. Our numerical experiments show that the QMIM interpolation requires the least correction.

4. Numerical experiments: decaying vortex problem

The problem of decaying vortices in a periodic has been widely used as a benchmark case to test the accuracy of numerical schemes, since it is an unsteady problem with an analytic solution. The velocity and pressure fields are given as:

\[ u(x, y, t) = -\cos \pi x \sin \pi y e^{-2\pi^2 t/Re}, \]  \[ (4.1) \]

\[ v(x, y, t) = \sin \pi x \cos \pi y e^{-2\pi^2 t/Re}, \]  \[ (4.2) \]
\[ p(x, y, t) = -0.25 \left( \cos^2 \pi x + \cos^2 \pi y \right) e^{-4\pi^2 t/Re}. \]  

(4.3)

In the present study, the exact flow field at \( t = 0 \) is integrated in time. The Reynolds number is set to 10. The computed flow field at \( t = 0.2 \) is compared with the analytic solution. The order of accuracy is investigated by computing the maximum \( (L_{\infty}) \) error of the \( u_1 \) velocity and pressure fields with different grid sizes and time steps. A set of grid sizes \((\Delta x = 0.2, 0.1, 0.05 \text{ and } 0.025)\) is chosen with a set of time steps \((\Delta t = 0.02, 0.01, 0.005 \text{ and } 0.0025)\) as parameters. Both grid size and time step are halved to test the order accuracy of the numerical scheme in space and time at once.

4.1. Linear interpolation methods

In this section, results with the linear interpolation methods introduced in §3.1-3.2 are shown. The list of the tested cases are:

A. LIM for \( \mathcal{A}^h \), Eq. (3.1)
B. LIM for \( \Delta u_1 \), the delta form of Eq. (3.1)
C. Mixed LIM of A and B, Eq. (3.3)
D. RLIM, Eq. (3.4)

Tested IB geometries are the same as those used by Kim et al. (2001). In these geometries, grid lines in both directions and the IB lines meet at the edge points of the grid cells, which maintains a constant configuration between the grid and the IB lines independent of the number of grid points used. This problem setup allows for an effective investigation on the accuracy of IB methods. Fig. 5 shows the test geometries with the grid. Unless specified otherwise, the velocity field inside the IB geometry is solved and the velocity field outside of the IB is set to zero.

Fig. 6 shows the maximum error in \( u_1 \) and \( p \) with different numbers of grid points. When the IB line coincides with a grid line (square IB in Fig. 5 (a)), every interpolation method produces an acceptable result. In this case, the maximum absolute value of \( \nabla \cdot u \) is \( 10^{-3} \sim 10^{-4} \) without any special treatment for mass conservation. But, when the IB line is inclined by \( 45^\circ \) with respect to grid lines (rotated IB in Fig. 5 (b)), a large error \( (\sim 10^2) \) in the pressure is found for the LIM and mixed LIM cases (not shown in the figure). This indicates the occurrence of the local pressure build-up mentioned earlier. Interestingly, the accuracy of the velocity field is still acceptable. The LIM for \( \Delta u \) and the RLIM (Eq. (3.4)) show relatively reasonable pressure error. Between the LIM for \( \Delta u \) and Eq. (3.4), the accuracy of the pressure is shown to be better for the latter,
which justifies the revision made by accounting for the local pressure gradient. Notably, with the LIM for $\Delta u$, the accuracy of the flow field is shown to decrease as the mesh becomes finer. For these cases, $\partial \phi / \partial n$ is not zero at the IB since the approximation to the discretized Poisson equation is used. Thus, every velocity component is modified by the velocity projection step including the boundary conditions. If $\Delta u$ at the IB is used as the boundary condition at the next time step, pre-existing error will not be reduced and will accumulate. The order of accuracy of the velocity field with the other interpolation methods is shown to be second order in Fig. 6.

Fig. 7 shows the maximum error with the pressure recovery scheme introduced in § 3.6. For the square IB, all error curves of the pressure collapse except for the LIM for $\Delta u$. 
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\includegraphics[width=\textwidth]{figure6a}
\caption{Maximum error in $u_1$ and $p$ at $t=0.2$ with the linear interpolation schemes: $\cdots$, LIM for $\hat{u}^k$; $\cdots$, LIM for $\Delta u$; $\cdots$, mixed LIM; $\cdots$, RLIM. The symbol denotes the pressure.}
\end{minipage}
\begin{minipage}[c]{0.45\textwidth}
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\includegraphics[width=\textwidth]{figure6b}
\caption{Maximum error in $u_1$ and $p$ at $t=0.2$ with the linear interpolation schemes and the pressure recovery scheme: $\cdots$, LIM for $\hat{u}^k$; $\cdots$, LIM for $\Delta u$; $\cdots$, mixed LIM; $\cdots$, RLIM. The symbol denotes the pressure.}
\end{minipage}
\end{figure}
Accurate and efficient IB interpolations

For all cases, the pressure accuracy is increased. There is no noticeable change in the accuracy of the velocity.

Fig. 8 (a) shows the maximum error with the pressure recovery scheme and strict mass conservation introduced in §3.5 for the rotated IB case. The maximum value of $|\nabla \cdot u|$ is kept less than $10^{-5}$ at every time step. The accuracy of the velocity is not increased except when the LIM for $\Delta u$ is used. For this method, however, the deterioration of the accuracy on finer meshes disappeared. With strict mass conservation, $\partial \phi / \partial n = 0$ is satisfied at the IB, and there is no accumulation of error. The pressure accuracy is slightly different for the different interpolation methods.

In order to further investigate the importance of mass conservation for the accuracy of the present IB method, two additional simulations without the mass conservation corrections of §3.5 are tested. In this case the flow fields on both sides of the IB are coupled. The first set of results corresponds to the specification of the velocity and pressure outside the computational domain based on the exact solution. In the second calculation, on the other hand, the initial exact field (corresponding to $t = 0$) is used at all late times. Fig. 8 (b) shows the maximum error with the RLIM and the different option for mass conservation described above. The results indicates that the flow field in the flow region is affected to a large extent by the flow field in the boundary region if mass conservation for the IB cells is not properly satisfied. Also, the difference between the approximate and strict mass conservation cases is shown to be small.

To summarize, the IB method based on the LIM shows second order accuracy in time and space. Among the linear interpolation variants, the RLIM (Eq. (3.4)) is found to be most viable in the different IB geometries, even without strict mass conservation. In order to reduce the error in the pressure, the pressure recovery scheme is found to be more effective than strict mass conservation for the IB cells.
Figure 9. Grid and IB configuration for a decaying vortex problem: (a) IB lines inclined by 45° with respect to the grid lines; (b) IB line of a circular shape.

Figure 10. Maximum error in $u_1$ and $p$ at $t=0.2$ with the different interpolation methods: , RLIM; - - - , RLIM with the pressure recovery scheme; . . . , QMIM; , QMIM with the pressure recovery scheme. The symbol denotes the pressure.

4.2. Quadratic interpolation method

Quadratic interpolation method is here compared with the most accurate linear scheme presented in the previous section: the RLIM. These interpolation methods are tested with two IB geometries shown in Fig. 9. Fig. 9 (a) shows the rotated IB geometry identical to that in Fig. 5 (b). Fig. 9 (b) shows a circular IB geometry. This last configuration is more realistic as the intersection between the grid and the IB lines changes with the number of grid points. Considering that the error of an IB method is a function of distance between the fluid points and the IB, this configuration may cause some fluctuations in the observed accuracy. Fig. 10 shows the maximum error in $u_1$ and $p$ with and without the pressure recovery scheme. In the rotated IB geometry, all cases show second order accuracy for the velocity. In the circular IB geometry, the QMIM (in §3.4) shows second order accuracy for the velocity, while the RLIM (Eq. (3.4)) shows second order accuracy only when the grid spacing $\Delta z$ is less than 0.05. The accuracy of the pressure is close to first order for the QMIM. The RLIM produces a higher order of accuracy for the
pressure, but the magnitude of the pressure error is larger than the QMIM for the grid spacings used.

With the pressure recovery scheme, velocity and pressure error is reduced in most cases. Also, the result confirms that the pressure recovery scheme is effective in reducing pressure error in a coarse mesh. It is noteworthy that the pressure recovery scheme seems to be less helpful in combination with the QMIM than with the RLIM.

Fig. 11 shows the maximum error in $u_1$ and $p$ with the different additional treatments in the circular IB. ——, no additional treatment; ———, pressure recovery scheme; ••••, strict mass conservation; ———, both treatments. The symbol denotes the pressure.

In summary, the QMIM scheme is observed to be more viable than the other interpolation methods in a practical IB configuration. One weakness it showed is the lower order of accuracy in the pressure than the RLIM.

4.3. Comparison of instantaneous flow fields

As shown in the previous sections, all the interpolation methods considered in the present study show acceptable accuracy of the velocity and pressure, but some methods may result in spurious local pressure oscillations. Fig. 12 shows the instantaneous pressure contours obtained when using the LIM for $\hat{u}^k$ (Eq. (3.1)), revised LIM (Eq. (3.4)), and QMIM scheme (§3.4) for the circular IB geometry. The pressure recovery scheme is not used for these cases. A grid spacing of $\Delta x=0.1$ is used and the grid lines are shown in the figures. Large pressure oscillations and build-up at the cells crossed by the IB are clearly visible in the case of the LIM for $\hat{u}^k$. Much smaller errors are found in the pressure contours from the RLIM case; the results obtained with the QMIM are clean with no distortions.

Fig. 13 shows the instantaneous pressure contours from the different interpolation methods with the pressure recovery scheme. The pressure contours for all cases are now
Figure 12. Instantaneous pressure contours computed using the different interpolation methods without the pressure recovery scheme: (a) LIM for \( \hat{u}_h \); (b) RLIM; (c) QMIM.

Figure 13. Instantaneous pressure contours computed using the pressure recovery scheme: (a) LIM for \( \hat{u}_h \); (b) RLIM; (c) QMIM.

clean and look very similar. It must be pointed out that clean pressure contours are obtained for the LIM for \( \hat{u}_h \) and RLIM as the grid resolution becomes very fine, even if the pressure recovery scheme is not used. This result confirms that a fine mesh resolution or the special treatment is necessary to get an acceptable pressure field when the LIM is used.

5. Conclusions

The immersed boundary method is a promising numerical method for flow problems with complex boundaries as it relaxes the difficulties associated with mesh generation. The major issues to be addressed are sufficient accuracy for LES or DNS and numerical efficiency. To this end, several revisions to the method of Fadlun et al. (2000) were considered in the present study.

In spite of second order accuracy shown theoretically as well as numerically, the simple linear interpolation method (LIM) was found to have incompatibilities with the time-marching scheme. This incompatibility is expressed as local error accumulated in the pressure field. In order to mitigate this problem, a revised version of the LIM was proposed. A few additional corrections were added by handling the contributions from some of the terms in the decoupled momentum equation explicitly. The decaying vortex test problem indicated that the RLIM is effective in reducing error in the pressure field while maintaining the accuracy of the original LIM. Another interpolation method was devised
by combining a quadratic interpolation formula and the momentum equation. The resulting scheme, QMIM, simulates the discretized Navier-Stokes equation more directly than the LIM, and is similar to the cut-cell approach in that a formal discretization of the momentum equation is used. In the numerical tests, the QMIM scheme produces smaller errors especially when for coarse grid resolutions. Second order accuracy for the velocity and higher than first order accuracy for the pressure were observed for both interpolation methods. Computational overhead was found to be less than 15% of the original computation time for the test case considered.

Another approach for addressing the incompatibility between the interpolation method and the time-marching scheme was introduced. A condition for the intermediate velocity field was enforced to obtain proper accuracy for the pressure. In order to satisfy this condition, a correction to the intermediate velocity field was considered. This additional correction, referred to as a pressure recovery scheme, reduced the velocity and pressure error in most cases. The pressure recovery scheme is especially effective for coarse meshes. The practical importance of mass conservation for the IB method was another issue addressed. The additional treatments for mass conservation are closely related to the finite volume method for an unstructured mesh. The different levels of mass conservation for new volume cells formed by the IB and existing cell faces were considered. This revision is very useful when the velocity boundary condition is not zero. In the numerical test, we observed that the flow field can be affected to a large extent by the boundary region if mass conservation for the IB cells is not carefully considered. Various approaches have been considered to solve this problem.
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A computational and experimental investigation of flow inside branched coral colony

By S. Chang †, G. Iaccarino, C. Elkins ‡, J. Eaton ‡ AND S. Monismith †

1. Motivation and objective

Coral reefs have the highest biodiversity of any marine ecosystem. Though they cover only 15 percent of the ocean surface between the depth of 0 to 30 meters (Smith, 1978), coral reefs shelter nearly a quarter of all marine life. The host of organisms that thrive in the reef system, of which only about 10 percent have been described, bears tremendous potential for modern medicine (Serageldin 1998). Furthermore, coral reefs are important economic resources, serving as fisheries and breakwaters for coastal communities. In spite of their ecological and economic significance, 30 percent of the world’s coral reefs are severely damaged, and 60 percent are projected to be lost by 2030 (Wilkinson 2002). Overfishing, agricultural pollution, and coastal development alter the species and nutrient balance in the water, making corals less competitive against fleshy seaweed (Hughes 1994; McClanahan et al. 2002). Warming of the seawater caused by global climate change overheats the coral, which is extremely temperature sensitive. The coral, in response, expels its symbiotic algae, zooxanthellae, such that the coral itself becomes white, or bleached. Prolonged bleaching episodes, which have been observed to increase in frequency and magnitude in the last 30 years (Hughes et al. 2003), cause coral death throughout reef systems.

Given both the importance and the fragile state of coral reefs, understanding the mechanisms for coral growth is crucial to the survival and possible recovery of the remaining reef systems around the world. Corals are able to flourish in low-nutrient, oligotrophic waters because of their ability to efficiently use their limited resources for growth. In this work we hope to explore the role of hydrodynamics in coral growth through innovative computational and experimental methods.

Hydrodynamics directly affect coral growth, energetics, and health. Sessile organisms such as corals rely on water flow to deliver their nutrients, and consequently the nature of the flow plays an important role in determining nutrient availability. Coral has two metabolic roles that have functional dependence on flow: one as a zooplankton-ingesting heterotroph, another as a benefactor of symbiotic autotrophs. As heterotrophs, the coral polyps capture zooplankton that is carried by the flow for sustenance. As autotrophs, the symbiotic algae zooxanthellae depend on the concentration gradient of inorganic nutrients established by the diffusive boundary layer. Additionally, the structural integrity of the coral is susceptible to the amount of force the moving fluid imposes on the geometry. Clearly, hydrodynamics plays a crucial role in coral subsistence.

Corals live in a variety of hydrodynamic conditions, with flow velocities ranging from 5 cm/s in the fore reef up to 100 cm/s in the surf zone (Sebens 1997). Consequently, corals have adapted structurally, resulting in morphologies that vary in branch-spacing
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and width (Fig. 1), from plate-like to massive. For instance, coral geometries with denser branching tend to divert more flow to the exterior, establishing a larger stagnant region in the core of the geometry and greater shear above the colony due to a higher exterior velocity. For the same flow condition, coral geometries with sparser branching will allow more flow through the interior, resulting in greater force imposed upon the interior branches by the flow. Quantifying the functional dependence of the resulting flow field on coral morphology and hydrodynamic environment will significantly contribute to understanding nutrient transport.

Hydrodynamics also directly affect the corals’ requirements for structural stability. As the large-scale physical damages to coral reefs by hurricane-driven waves attest, the structural integrity of the coral structure is susceptible to damage due to the amount of force the moving fluid places on it (Sebens 1997). Corals that live in wavy, high-energy environments need more robust branches and lower surface area to volume ratios in order to prevent breakage. In slower flows, corals can afford structurally weaker morphologies to optimize for nutrient and feeding priorities. Conversely, some species take advantage of periodic storm events by having thin branches that break off, and then recolonize elsewhere on the seafloor (Sebens 1997). No matter what the adaptive behavior is, the force that the flow imparts on the coral structure deems particular morphologies more suitable for one versus another hydrodynamic environment.

Additional complexity arises from the fact that the hydrodynamics throughout the colony, defined as one skeletal unit, e.g. one head, are locally variable and therefore cannot be adequately modeled with bulk flow and roughness parameters at the scale important for these processes. The coral geometry acts as a bluff body that perturbs the flow, resulting in recirculation zones and regions of localized acceleration, deceleration, and stagnation (Chamberlain & Graus 1975). Such spatially and temporally variable flow
in turn leads to differential local nutrient concentrations and boundary layer thicknesses throughout a coral colony, which, after a long enough time, may induce localized calcification for a single coral head resulting in a specific preferential growth form (Oliver et al. 1983; Lesser et al. 1994; Bruno and Edmunds 1997). The resulting new geometry then interacts with the flow in a slightly different way, which once again has direct consequences on local nutrient availability and coral growth (Kaandorp & Kfibler 2001).

To better address this complex interaction, we believe that it is possible to create a comprehensive model of corals based on first principles, i.e. a virtual coral. This model would simulate numerically the flow and mass transfer in and around a coral colony, given the specific geometry of the coral. Since the geometry of the coral itself depends on local calcification rates, the rates would be calculated using model representations of the chemistry of calcification and of photosynthesis by the zooxanthellae. This comprehensive approach would require models of the light field incident on the coral surfaces, including among other physics the focusing effects of surface waves. When complete, this model should be capable of testing hypotheses relating changes in flow, morphology, nutrient, light level, and temperature to the coral’s physiological response, e.g. calcification rates and pattern, photosynthesis rates, or bleaching. As the first step in the development of the virtual coral model, we will perform detailed calculations of flow through a single coral head, allowing for the explicit computation of local stresses, forces, and mass transfer rates at every point on the surface of a coral head. Specifically, we propose to:

- Compute and validate through comparisons with experiments the variability of stress and velocity fields throughout a single colony, including the interstitial area between the branches.
- Assess the effect of the flow conditions (e.g. variable velocities, unidirectional versus oscillatory flow) on mass transport.
- Assess the effect of roughness on mass transport, considering both
  - large-scale geometric roughness as characterized by morphologies from different species and flow regimes;
  - small-scale surface roughness as characterized by the mucus membrane and polyps attached to the large-scale geometry.

To achieve these goals, we will use a numerical simulation technique based on the Immersed Boundary (IB) method to calculate the flow and mass transfer around a single coral colony. The IB technique has proven to be effective and efficient for computing flows around complex geometries (Iaccarino et al. 2003; Iaccarino & Verzicco 2003; Grigoriadis et al 2004). The coral morphology and flow conditions can be varied in the simulations to determine the effects on the flow field and on nutrient transport. The results will be validated using a combination of Magnetic Resonance Velocimetry (MRV) for the interstitial flow and Particle Image Velocimetry (PIV) for the wake region of the coral.

2. Experimental setup

2.1. Coral geometry acquisition

In order to mimic the flow around corals in the field conditions, we need to incorporate realistic geometries in our experiments. For this purpose we have selected *Stylophora pistillata*, a Red Sea coral found more commonly in slower, unidirectional flow regimes, for this purpose.

The coral need to be digitally represented so that the geometry can be built using rapid prototyping manufacturing and imported into the computational flow domain.
The digital format is obtained by scanning the coral skeletons using x-ray computed tomography (CT). This medical technology is ideal for our purpose; the method is able to effectively image calcium carbonate, the basis for both bones and coral skeletons, and render occlusions in the contorted coral geometries. Two-dimensional images (Fig. 2a) are constructed from linear projections of x-rays taken at many different angles along a single plane, which then are shifted by a small distance (thickness) perpendicular to the image plane to acquire the next set of projections (Bushberg et al. 1994). Each image then has an associated thickness.

2.2. Coral model and setup

The size of the experimental facility is limited by the MRV system. In order to accommodate the restriction, a 75% model of the coral colony was built by Dr. Ryan Wicker at University of Texas at El Paso (UTEP) using a fused deposition manufacturing system (Figure 8 shows the 100% model, Figure 9 shows the 75% model in the channel). MRV-compatible resin manufactured by DSM Somos was layered with water-soluble supports for the overhanging branches. The supports were then dissolved to create the final model. To house the model, a unidirectional flow laboratory setup (3) has been designed and constructed to create an inlet flow condition that is as uniform as possible (see e.g. Vogel, 1983). To fit inside the 26 cm diameter head coil, the channel is confined to the maximum size of 19 cm wide by 17 cm tall. Attached to the front of the channel is a diffuser with three differential pressure drops (50% void ratio in the center region, 75% around the perimeter) to prevent the flow from stalling. The inlet contains two additional screens and a baffle for the same purpose. The outflow releases into a reservoir, which is connected to a pump and then recirculates to the inflow. The velocity in the channel with the current set up is approximately 5 cm/s.

3. Computational study

The Immersed Boundary (IB) technique enables numerical simulations of the flow around very complex geometries to be performed on simple Cartesian grids with local grid refinement. In the present application the coral is not physically present in the computational domain when the mesh is generated and its presence is accounted for via modifications to the governing equations. These modifications take the form of a forcing
term which mimics the effect of the physical boundary conditions enforced on the coral surface. In the present implementation of the IB approach the solution in the vicinity of the coral is reconstructed on the basis of the computed flow away from the body and the no-slip condition on the surface. Inverse distance interpolation is used (Iaccarino & Verzicco 2003). Although the objective is to ultimately perform Large Eddy Simulation with the IB technique, we have carried out some preliminary simulations with a Reynolds Averaged Navier-Stokes (RANS) model to gather initial solutions to be compared to experiments and to investigate the grid resolution requirements for capturing the details of the flow. The computation code used, namely IBRANS, is based on the solution of the three-dimensional, steady-state RANS equations using a finite volume, collocated discretization where all the flow variables (e.g. pressure and velocity) are defined at the center of each grid cell (see Iaccarino et al. 2003 and Iaccarino & Verzicco 2003 for details). The SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) pressure-correction algorithm is used. The continuity equation is converted into a discrete Poisson equation which subsequently is used to correct the momentum equations. A second-order accurate discretization is used to solve the governing equations; the solution is computed iteratively using a fully implicitly scheme. The boundary conditions are treated explicitly, where no slip is assumed along the immersed boundary of the solid surface.
Computational grids are generated automatically starting from the CAD definition of the coral geometry (in stereo-lithography format); the duct described previously is modeled without the inlet diffuser; the flow is assumed to be uniform at the inlet and no-slip boundary conditions are specified on the duct walls. The mesh size is specified on the coral surface and grid resolution is achieved through local grid refinement. Three grids have been generated and their cross-sections (corresponding to a longitudinal plane halfway through the duct) are reported in Fig. 4.

4. Experimental study

MRV is a non-invasive experimental technique which allows the acquisition of the entire three-component mean velocity field in a three-dimensional flow domain a medical Magnetic Resonance Imaging (MRI) scanner. MRI is a medical technology that uses magnetic field and sequences of radio frequency pulses to extract images inside an object. The method relies on the atomic structure of the object being imaged. In the absence of a magnetic field, the spin and charge distribution of the individual atoms result in magnetic dipoles that is randomly oriented due to thermal energy. The MRI coil imposes an external gradient magnetic field such that the net magnetic moment of the atoms in the sampled object aligns itself with the field, while each individual dipole precesses around the orientation of the magnetic field such that at any given time its position can be described by a phase. When motion is present, the location of fluid parcels are marked based on their phase, which then can be reconstructed with Fourier transform. This method has been used to measure turbulent flow in a highly complex internal flow geometry modeling the internal cooling passage of a gas turbine engine blade (Elkins et al. 2003). The data have been validated against PIV measurements on selected planes and have also been used to validate a numerical simulation of the same geometry using the IB technique (Iaccarino et al. 2003).

The setup shown in Fig. 3 was placed in the MRI chamber and preliminary measurement were collected. The flow-meter indicated the flowrate as 81 L/min, which is equivalent to 5.2 cm/s for the channel. The resolution is approximately 1.25 mm by 1.25 mm in the \(xy\) plane, with 1 mm thick slices along the \(z\) axes. Total scan time was 9.35
Figure 5. MRV velocity result at approximately 1/3 of the height of the coral. The images are scans flow off, flow on, and flow off subtracted from flow on, respectively. Flow is going from bottom to top. The color gradation is an indication of streamwise velocity in mm/s. The velocities are inverted; negative velocity indicate upward direction, and conversely, positive velocity indicate downward or reverse direction.

minutes. A 0.5% by volume gadolinium solution was used to enhance the signal. An example of the results is shown in Fig. 5. The MR signal of the setup with the pump on and off were recorded, such that the flow off condition can be subtracted from the flow on condition such that the signal would only be from the flow.

The preliminary result clearly show a wake behind the coral geometry as a whole, as well as effects of the coral branches itself. Because of the size of the channel, which in effect occupy the entire space in the magnet coil, the edges of our domain, where the magnetic field lines curve, require more refined reconstruction.

5. Preliminary analysis of the flow field

Preliminary calculations and measurements are compared in a vertical plane corresponding to the duct mid-span and in an horizontal plane at 1/3 of the coral height (in Fig. 6 and Fig. 7, respectively). The Reynolds number, based on the coral height and the inflow bulk velocity, is $Re = 4,700$. The (steady-state) calculations indicate the presence of a rather large wake with maximum negative velocities twice $v_{inflow}$. The structure of the wake is highly three-dimensional and the branch distribution is clearly visible through the presence of high velocity spots. The comparison between MRV and IB data is, at this point, not satisfactory. It must be noted that from visual observation during the measurements, the flow has a strong unsteady nature. This is neglected by the current steady-state calculations and can lead to substantial overpredictions of the wake
strength and size (Durbin, 1995). In addition, the MRV data are collected in frequency space over $\approx 10$ minutes. For this reason, the collected data might not represent correctly neither the time-averaged or the instantaneous flow field. Moreover, flow rate measurements show large discrepancies during the testing. These difficulties in the acquisition of satisfactory experimental and simulation data are currently being addressed.
6. Conclusion

Coral reefs are clearly of great ecological significance, and as is often the case with ecosystems of importance, the health and survival of coral reefs are threatened. In order to diminish the degree of degradation and even possibly facilitate the recovery of coral reefs, a better understanding of coral biology must be developed, within context of the environment that so greatly influences its fate. As shown repeatedly in the literature, basic aspects of coral ecology, growth, and health, can strongly depend on flow.

In order to examine this dependence, this work has spanned a wide array of techniques. The acquisition of a real coral geometry in digital format required scanning the coral skeleton using CT; the same model is then used for both the computations and the measurements as a physical model of the coral (not the actual skeleton) must be used. For the construction of this model, a complex rapid-prototyping technique (Iyengar et al. 2004) was utilized due to the very complex geometry with many occlusions and overhangs. The model was placed in a channel built for this experiment and the velocities were extracted using MRV. The numerical technique IB was used for its efficiency with complex geometries, resulting in some preliminary computational results to compare with the experimental results.

These innovative computational and experimental methods will elucidate previously unresolved dynamics on the scales important to mass transfer. As hydrodynamics continue to change due to increased storm events resulting from climate change and continued human manipulation of the coastline by dredging and building infrastructures such as breakwaters, understanding the interactions between hydrodynamics and coral will be crucial for preserving the remaining coral reefs.
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Numerical issues and freestream behavior of the $v^2-f$ model.

By G. Kalitzin

1. Motivation and objectives

The numerical method used to solve the equations of a turbulence model is of comparable importance to the concerns about the representation of the flow physics, as its efficiency and robustness determines the overall performance of the flow solver. The $v^2-f$ model by Durbin (1995) has shown to reproduce mean flow and turbulence quantities accurately for a large number of turbulent flows (Durbin 1995; Parneix & Durbin 1997; Kalitzin 1999). However, the stiffness of the equations and, in particular, of the wall boundary condition that results from the strong near-wall coupling of the $v^2$ transport equation and the elliptic relaxation equation for $f$, hindered its application to large scale industrial flow applications.

Lien & Durbin (1996) proposed a 'code-friendly' version of the $v^2-f$ model. In this version, source terms have been introduced in the $v^2$ and $f$ equations and $f = 0$ is imposed at the wall. This model allowed a segregated solution of the turbulence field equations and it has found widespread use in many commercial CFD codes. Although this version of the model was constructed to reproduce the results obtained with the 1995 version of the model, it has been found, that the introduced modifications lead to larger deviations in certain flow regimes. In general, the modified model predicts a delayed laminar-turbulent transition. For low-Reynolds number flows this may actually improve flow field predictions. However, the model prediction mechanism of transition is not fully understood and it is undesirable as it also affects flow predictions at high-Reynolds numbers.

In the search for robustness, Laurence et al. (2004) proposed another 'code-friendly' version of the $v^2-f$ model. This model is based on the substitution of the ratio $v^2/k$ with a variable $\phi$ and the alteration of the governing equation by neglecting source terms in the $f$-equation. The developers of this model have tested the model on channel, diffuser flow and flow over periodic hills. Results reported reproduce the results of the 1995 version of $v^2-f$, while retaining the easier convergence properties of this 'code-friendly' version.

Kalitzin (2002) presents a numerical scheme for the solution of the 1995 version of the $v^2-f$ model. That scheme solves the implicit, pairwise coupled discretized equations of the model using a Diagonally Dominant Alternating Direction Implicit (DDADI) solver. For steady state computations, local time stepping is utilized for the advancement of the turbulence equations.

The present paper proposes a modification to that scheme. It is argued that the robustness of the DDADI algorithm applied to the $v^2-f$ model can greatly be improved when local time stepping is substituted with explicit under-relaxation. The resulting scheme has some very desirable properties and shows a very efficient and robust behavior.

In addition, the paper also conducts an analysis of the freestream behavior of the $v^2-f$ model. It is shown, that under certain flow conditions the model provides a negative solution for the turbulent kinetic energy in the freestream. This may lead to numerical
instabilities if not prevented by minimum limiters for the turbulence variables. A modification of the model is proposed that eliminates this problem and no such limiters are required.

The new DDADI scheme with explicit under-relaxation is applied to the prediction of flow over a wing that generates a large wing-tip vortex. For this case, the turbulence field is strongly coupled with the mean flow. Comparisons with the model by Spalart & Allmaras (1994) reveal significant differences in the prediction of the wing-tip vortex.

2. Improvement of the solution algorithm for the \( \nu^2 - f \) model

The \( \nu^2 - f \) turbulence model by Durbin (1995) consists of, in addition to the usual transport equation for the turbulent kinetic energy \( k \) and dissipation \( \varepsilon \), a transport equation for the scalar \( \nu^2 \) and an elliptic relaxation equation for \( f \):

\[
\begin{align*}
\partial_t k + u \cdot \nabla k &= \frac{1}{\rho} \nabla \cdot \left[ \left( \mu + \mu_t \right) \nabla k \right] + P_k - \varepsilon \\
\partial_t \varepsilon + u \cdot \nabla \varepsilon &= \frac{1}{\rho} \nabla \cdot \left[ \left( \mu + \mu_t \right) \nabla \varepsilon \right] + \frac{C_{\varepsilon_1} P_k - C_{\varepsilon_2} \varepsilon}{T} \\
\partial_t \nu^2 + u \cdot \nabla \nu^2 &= \frac{1}{\rho} \nabla \cdot \left[ \left( \mu + \mu_t \right) \nabla \nu^2 \right] + k f - \frac{\varepsilon}{k^2} \\
f &= L^2 \nabla^2 f + \frac{C_1}{T} \left[ \frac{2}{3} \frac{\nu^2}{k} \right] + \frac{C_2 P_k}{k} \quad (2.1)
\end{align*}
\]

where the eddy-viscosity is defined as:

\[ \nu_t = \mu T \nu^2 \quad (2.2) \]

The stiffness of the model results mainly from the \( f \) wall boundary condition:

\[ f_w = -20 \nu^2 \nu_t^2 / (\varepsilon_w y^*_f) \quad (2.3) \]

Kalitzin (2002) describes the implementation of this model in the compressible, structured multiblock code TFLO. The model is solved in a separate set of subroutines, segregated from the mean flow. In each block, multigrid is used for the mean flow and at each multigrid cycle the model’s subroutines are called on the finest grid. They return an updated value of the eddy-viscosity and turbulent kinetic energy. These two quantities are passed to the mean flow solver for the determination of the Reynolds stresses.

The model equations are solved in an implicit, pairwise coupled manner, with a cell centered finite difference scheme. The pairwise coupled solution of the field equations allows an implicit treatment of the wall boundary conditions. The implicit matrices are factorized with a DDADI scheme. The treatment of the boundary conditions as source terms prior to factorization allows an implicit treatment of the boundary conditions in each sweeping direction of the scheme, decreasing the sensitivity of the factorization scheme to the order of the sweeping directions. The diffusion terms are discretized with second order central differences. First order upwind differences are used for the discretization of the convective terms.

In Kalitzin (2002) steady state solutions are achieved by marching in time from an initial guess. The time step was determined by scaling the local time step obtained from the mean flow with a constant factor. This factor was obtained by numerical experimentation. Another way of advancing the turbulence equations is by means of implicit under-relaxation. Implicit under-relaxation is equivalent of local time stepping with the
\[ \Delta t = \frac{\alpha}{(1 - \alpha)B} \quad (2.4) \]

where \( \alpha \) is the relaxation parameter \( (0 < \alpha < 1) \). \( B \) is the diagonal element of the implicit matrix that depends on the solution and grid. The advantage of implicit under-relaxation is that the time step for the turbulence equations is determined by the numerical properties of the discretized turbulence equations rather than through mean flow criteria and numerical experimentation for the scaling factor.

However, there are some disadvantages when implicit under-relaxation is applied to the \( v^2 \)-\( f \) equations. When implicit under-relaxation is employed it introduces automatically an unsteady term in the \( f \)-equation changing its elliptic nature. Following equation (2.4) it also introduces local time stepping when a constant under-relaxation parameter is used. Local time stepping has been found to worsen the convergence of the \( v^2 \)-\( f \) model for certain flows with strong shock-boundary layer interaction.

A way to avoid the introduction of an unsteady term in the \( f \)-equation is to use explicit under-relaxation. Here, the solution of the discretized model (2.1) in delta-form is weighted and added to the previous iterate:

\[ \phi^{n+1} = \phi^n + \alpha \Delta \phi \quad (2.5) \]

where \( \alpha \) is again the relaxation parameter with \( 0 < \alpha < 1 \).

Computations show that explicit under-relaxation works well when a DDADI factorization scheme is used. The factorization error, that is usually scaled by the time step, seems to have no significant impact. Further work needs to be done to assess this error.

3. Freestream solutions

In the freestream the velocity is \( u = u_\infty \). By neglecting diffusion and production the equations of the model (2.1) simplify for the steady state as:

\[ u_\infty \frac{\partial k}{\partial z} = -\varepsilon \quad (3.1) \]
\[ u_\infty \frac{\partial \varepsilon}{\partial z} = -\frac{C_2}{T} \varepsilon \quad (3.2) \]
\[ u_\infty \frac{\partial \bar{v}^2}{\partial z} = k f - \frac{\varepsilon - \bar{v}^2}{k} \quad (3.3) \]
\[ f = \frac{C_1}{T} \left[ \frac{2}{3} - \frac{\bar{v}^2}{k} \right] \quad (3.4) \]

The turbulence time scale is bounded at the lower end with the Kolmogorov scale as:

\[ T = \max \left[ \frac{k}{\varepsilon}, 6 \sqrt{\frac{\nu}{\varepsilon}} \right] \quad (3.5) \]

For \( T = k/\varepsilon \) the analytical solutions of the differential equations (3.1)-(3.3) are:

\[ k = k_0 \hat{z} \frac{v_0}{\epsilon_0} \hat{z} \quad (3.6) \]
\[ \varepsilon = \epsilon_0 \hat{z} \frac{v_0}{\epsilon_0} \hat{z} \quad (3.7) \]
\[ \bar{v}^2 = k \left[ \frac{2}{3} - \left( \frac{2}{3} - \frac{v_0^2}{k_0} \right) \hat{z} \frac{v_0}{\epsilon_0} \hat{z} \right] \quad (3.8) \]
with \( \bar{z} = \frac{C_{\infty}^2 \sqrt{\nu}}{u_\infty} (x - x_0) + 1 \).

For \( T = 6\sqrt{\nu/\varepsilon} \) the equations (3.1)-(3.2) decouple and the analytical solutions are:

\[
k = k_0 - \frac{12\varepsilon_0 \nu}{C_{\varepsilon^2}} (1 - \frac{1}{\bar{z}}) \tag{3.9}
\]

\[
\varepsilon = \frac{\varepsilon_0}{\bar{z}^2} \tag{3.10}
\]

\[
\bar{v}^2 = k \left[ \frac{2}{3} - \left( \frac{2}{3} \frac{\bar{v}^2_0}{k_0} \right) \bar{z} - \frac{1}{C_{\varepsilon^2}} \right] \tag{3.11}
\]

with \( \bar{z} = \frac{C_{\varepsilon^2} \sqrt{\nu}}{u_\infty} (x - x_0) + 1 \). In contrast to equation (3.6), the equation (3.9) gives negative values for \( k \) for certain values of \( \varepsilon_0 \) and a computational domain that exceed a critical length.

Turbulence at the inflow boundary of the computational domain can be specified through the turbulence intensity, \( T_\kappa \), and the ratio of eddy to molecular viscosity, \( \nu_0/\nu \):

\[
k_0 = \frac{3}{2} (T_\kappa u_\infty)^2, \quad \varepsilon_0 = 0.09\beta \frac{k_0^2}{\nu_0} \tag{3.12}
\]

The dissipation is here specified using the standard eddy-viscosity definition and equation (2.2). The coefficient is \( \beta = C_{\mu} \bar{v}^2 T_\kappa / (0.09 k_0^2 / \varepsilon_0) \). In the freestream the factor \( \beta \) is about \( \beta \approx 1.4 \) assuming that \( T_\kappa = k_0 / \varepsilon_0 \) and \( \bar{v}^2_0 = 2k_0 / 3 \). The coefficient \( C_{\mu} \) is 0.19.

In equation (3.9), \( \bar{z} = 1 \) for \( x = x_0 \). At this location, \( k \) has its maximum. The minimum of \( k \) is located at \( z \to \infty \) which corresponds to \( x \to \infty \). For it to be positive the initial value \( k_0 \) has to be:

\[
k_0 > \frac{12 \sqrt{\varepsilon_0} \nu}{C_{\varepsilon^2}} \tag{3.13}
\]

Substituting \( \varepsilon_0 \) with the relation (3.12) a minimum bound for the ratio of eddy to molecular viscosity can be derived as:

\[
\frac{\nu_0}{\nu} > \left( \frac{3.6}{C_{\varepsilon^2}} \right)^2 \beta \approx 3.61 \beta \tag{3.14}
\]
This bound guarantees $k > 0$ for any $x$.

The solution of equations (3.6) and (3.9) are plotted in Figure 1a. The figure includes the analytical and the numerical solutions obtained by solving the full $u^2-f$ model (2.1) for uniform flow. The chosen flow conditions are: $u_\infty = 58m/s, \nu = 1.55 \times 10^{-5}m^2/s, T_u = 0.01$ and $\nu_t/\nu = 3.6$. The computational domain is 10m long. The coefficient $C_{\varepsilon 2}$ is equal 1.9. It can be seen that the solutions for $k$ are very similar and positive for both cases with $T = k/\varepsilon$ and $T = 6\sqrt{\nu/\varepsilon}$.

Figure 2 shows the solution for $\nu_t/\nu = 3.0$. Equation (3.9) gives now negative values for $k$. Comparing Figures 1b and 2b it is interesting to note the large change in $k$ while the $\varepsilon$ distribution (3.10) hardly changed.

It can be shown that the turbulence time scale (3.5) is eventually bounded with the Kolmogorov scale independently of the values of $k_0$ and $\varepsilon_0$ at the inflow. When $T = k/\varepsilon$, the turbulent kinetic energy is related to the dissipation following equations (3.6) and (3.7) as:

$$k = k_0 \left( \frac{\varepsilon}{\varepsilon_0} \right)^{1/C_{\varepsilon 2}}$$

(3.15)

The turbulence time scale, defined by equation (3.5), hits the lower bound when

$$k = 6\sqrt{\nu \varepsilon}$$

(3.16)

The two functions (3.15) and (3.16) intersect for

$$\varepsilon_1 = \left( \frac{\varepsilon_0^{2/C_{\varepsilon 2}} \varepsilon^{36\nu}}{k_0^{2/C_{\varepsilon 2}}} \right) = \frac{C_{\varepsilon 2}}{k_0^{2/C_{\varepsilon 2}}}$$

(3.17)

The corresponding location is according equation (3.7):

$$x_1 = x_0 + \left( \frac{\varepsilon_1}{\varepsilon_0} \right)^{1-C_{\varepsilon 2}} - 1 \left( \frac{u_\infty k_0}{(C_{\varepsilon 2} - 1) \varepsilon_0} \right) \left( \frac{u_\infty k_0}{(C_{\varepsilon 2} - 1) \varepsilon_0} \right)$$

(3.18)

Once the bound is reached, the turbulence variables are given by equations (3.9)-(3.11) whereby the values at $x_1$ are used as initial values.
The behavior of $\bar{v_T}$ in the freestream is given by equations (3.8) and (3.11) for the unbounded and bounded case, respectively. Note that the variable $\bar{v_T}$ behaves like $k$ when $\bar{v_T}/k_0 = 2/3$. In this case $f$ in the freestream is identical zero.

3.1. Discretization error

For robustness, the convection terms are usually discretized with an upwind scheme. It can be shown that the numerical dissipation resulting from the upwind treatment of the convection terms aggravates the problem of negative turbulent kinetic energy in the freestream. For this, we analyze the transport equation for the turbulence kinetic energy in the freestream discretized for cell $i$ with first order upwind. For $u_\infty > 0$ the discretized equation (3.1) becomes:

$$u_\infty \frac{k_i - k_{i-1}}{\Delta x} = -\varepsilon_i$$

(3.19)

A Taylor series expansion gives

$$k_{i-1} = k_i - \left( \frac{\partial k}{\partial x} \right)_i \Delta x - \left( \frac{\partial^2 k}{\partial x^2} \right)_i \frac{\Delta x^2}{2}$$

(3.20)

which leads to:

$$u_\infty \left( \frac{\partial k}{\partial x} \right)_i = -\varepsilon_i - u_\infty \left( \frac{\partial^2 k}{\partial x^2} \right)_i \frac{\Delta x}{2}$$

(3.21)

The second derivative of $k$ is positive according to equation (3.9). The second term on the right hand side of equations (3.21) acts as negative source term. Results for different grids and discretizations are shown in Figure 3 for the same flow conditions as used for Figure 1. Clearly, for both time scale definitions the numerical error deteriorates the solution. However, the lack of coupling between the $k$ and $\varepsilon$ equation for $T = 6\sqrt{\nu/\varepsilon}$ prevents $\varepsilon$ to decrease for lower values of $k$ as shown for the case $T = k/\varepsilon$ in Figure 3a.
Spalart-Allmaras model

\[ v^2 - f \] model

**Figure 4.** Wing-tip vortex visualized with λ2-surface colored with pressure contours and eddy-viscosity contour-lines in selected planes

4. **Model modification**

The lower bound for the turbulence time scale has been designed by Durbin (1995) to enforce the correct asymptotic behavior of the \( k-\varepsilon \) equations near the wall. Thus it should be applied only in the near wall region. There are several ways to eliminate the lower bound in the freestream. The simplest way is to define a large value for the eddy-viscosity at the inflow. One can also define a distance from the wall which specifies the near wall region and thus the region where the limiter (3.5) is active. More sophisticated solutions include the use of an interpolation function similar to that used by Durbin (1995) for the coefficient \( C_{\varepsilon 4} \) or the one used by Menter (1993) for the switch between the \( k-\omega \) and \( k-\varepsilon \) models. The latter two possibilities require testing to avoid the situation that the bound is not active when it is needed. At the current stage we utilize a larger ratio of \( \nu_{h0}/\nu \) at the inflow.

5. **Wing-tip vortex**

The goal of this test case is the accurate prediction of a wing tip vortex generated by a low aspect ratio wing. The flow conditions are: \( Re_a = 4.6 \times 10^6, M = 0.15 \) and \( \alpha = 10^\circ \) for which extensive experimental data is available by Dades-Mariani et al. (1995). To reduce the influence of the inflow and outflow boundaries, the computational domain has been extended both upstream and downstream by one cord length. The wall normal grid spacing is such that \( y^+ < 0.5 \). The wind tunnel walls are treated as inviscid walls to reduce the grid size. The computations were carried out with TFLO with a low dissipative Roe’s approximate Riemann solver in combination with a second order reconstruction scheme and several turbulence models.

Preliminary results obtained with the Spalart-Allmaras and \( v^2-f \) turbulence models are shown in Figure 4. The wing-tip vortex is visualized with a \( \lambda_2 \approx 0 \) surface as described by Jeong & Hussain (1995). The \( \lambda_2 \) surface is colored with pressure contours. Eddy-viscosity contours are plotted in selected planes.

The eddy-viscosity contours show that the level of turbulence in the vortex is much less for \( v^2-f \) than for Spalart-Allmaras. The lower levels of eddy-viscosity mean that there is less diffusion in the vortex and therefore it is preserved over a longer distance. As demonstrated in Figure 4, the diameter of the vortex core grows much slower when \( v^2-f \) is used.
6. Conclusion and future work

The first part of the paper describes a modification to the DDADI scheme developed earlier by Kalitzin (2002) for the solution of the $v^2$-$f$ turbulence model. A significant improvement in robustness can be achieved when explicit under-relaxation is used instead of (local) time stepping when solving the turbulence equations. The described solution algorithm makes computation with the 1995 version of Durbin's $v^2$-$f$ model comparable efficient and robust as with other RANS turbulence models like the Spalart-Allmaras or Menter's SST model.

The second part of the paper describes the freestream behavior of the $v^2$-$f$ model. It concludes that a modification of the lower bound for the turbulence time scale is needed to prevent its use in the freestream where it may cause negative values for the turbulent kinetic energy. These may also be prevented when large values for the eddy-viscosity are specified at the inflow.
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A turbulence model for polymer flows

By Y. Dubief, G. Iaccarino and S. K. Lele

1. Motivation and background

Recent advancements in the modeling of polymer drag reduction in the context of RANS simulation are discussed. The present model is derived from the current understanding of the mechanism of near-wall turbulence in drag reduced polymer flows described in Dubief et al. (2004) and adapted to the $v^2 - f$ turbulence model introduced by Durbin (1995) for Newtonian flows. Results for channel flows with homogeneous polymer concentrations prove to be very satisfactory. The model captures accurately the behavior of the mean velocity profiles for the two main regimes, called LDR and HDR, Low and High Drag Reduction, respectively.

1.1. LDR and HDR

For drag-reduced flows with polymers, turbulent statistics have been extensively characterized by experiments. Warholic et al. (1999) established the existence of two distinct statistical regimes. For a given polymer molecule, the mean velocity profile experiences an upward shift of its log-law region for the smallest concentration, up to a drag reduction ($DR$) of the order of 40%. This regime is referred to as the Low-Drag Reduction (LDR) regime. A further increase in concentration leads to a change in the slope of the log-law which defines the High-Drag Reduction (HDR) regime. As more polymers are added, the flow tends toward an asymptotic state, called the Maximum Drag Reduction (MDR) regime, for which drag is slightly higher than the laminar state Virk & Mickley (1970). The components of the Reynolds stress tensor $\overline{u_i u_j}$ decrease in magnitude when scaled with outer variables (here, the centerline mean velocity of the Poiseuille flow $U_c$ and the channel half-width $h$) as $DR$ increases. Yet the diminution of the rms $u'$ of the streamwise velocity fluctuations is small compared to $v'$, $w'$ or $\overline{uw}$ and it results in an increase of the maximum of $w^+$ in the wall region ($^+$ denotes the scaling by inner variables based on the skin-friction velocity $u_*$ and the viscosity $\nu$). LDR produces the largest maximum values of $u^+$ whereas the peak seems to reduce back to the $DR = 0\%$ case at HDR and MDR. The latter regime is still not completely understood from a physical point of view and will not be further discussed here.

1.2. Conceptual model for the mechanism of polymer drag reduction

Using Brownian dynamics simulation, Terrapon et al. (2004) showed that polymers experience significant stretching in upwash and downwash flows generated by vortices. Dubief et al. (2004) completed Terrapon’s work by studying how polymers interact with coherent structures. The viscoelastic simulations performed in this latter article confirmed that polymers extract energy from vortices causing them to weaken. In the meantime, a significant part of the energy stored by polymers that are caught in downwash flows is released in high-speed streaks where viscous forces dominate. The damping of streamwise velocity fluctuations by Newtonian forces is therefore countered by viscoelastic forces. Dubief et al. (2004) then proceeded to incorporate polymers in the regeneration cycle of near-wall turbulence as proposed by Jiménez & Pinelli (1999), as sketched in Fig. 1. For
a Newtonian flow, the mean shear gives birth to streaks through instabilities. Perturbations and instabilities then produce vortices which transfer momentum vertically and sustain the mean shear. According to the dynamics introduced earlier, polymers sit at the center of this regeneration cycle as shown in Fig. 1.

2. Governing equations and numerical method

2.1. Polymer model

The evolution of polymers is represented on the basis of bead-spring (dumbbell) models. Each dumbbell is subject to the hydrodynamic forces exerted by the flow on the beads, the spring force and Brownian forces. The balance of forces gives an evolution equation for the end to end dumbbell vector \( \mathbf{q} \), known as the FENE model (Finitely Extensible Nonlinear Elastic). A constitutive approach is obtained by taking into account the Brownian motion using a phase average of the product of the \( \mathbf{q} \)-components, which defines the conformation tensor \( e_{ij} = \langle q_i q_j \rangle \). The hydrodynamic and relaxation (spring) forces are explicitly simulated; the latter force can be estimated with various models. The model used here is the FENE-P model, where P stands for the Peterlin function, \( f \), defining the following set of equations

\[
\partial_t e_{ij} + u_k \partial_k e_{ij} = c_{ij} \partial_k u_i + c_{ik} \partial_k u_j - \frac{1}{\lambda} (f c_{ij} - \delta_{ij}) , \quad (2.1)
\]

\[
f = \frac{1}{1 - c_{kk}/L^2} . \quad (2.2)
\]

The parameter \( L \) is the maximum polymer extension and \( \lambda \) is the relaxation time of the polymers. The relevant non-dimensional quantity to describe a polymer solution is the Weissenberg number, \( We \), the ratio of the polymer to the flow time scales which can be the outer or inner scales:

\[
We = \frac{\lambda U_c}{h} \quad \text{or} \quad We_r = \frac{\lambda u_r^2}{\nu} , \quad (2.3)
\]

where \( u_r \) is the skin-friction velocity of the Newtonian flow, unless specified otherwise. \( U_c \) and \( h \) are the integral scales for a channel flow, namely the centerline velocity and the channel half-width. Finally the contribution of polymers to the flow is brought in the momentum equations via the divergence of the polymeric stress tensor \( \tau_{ij} \),

\[
\tau_{ij} = \frac{1}{\lambda} (f c_{ij} - \delta_{ij}) , \quad (2.4)
\]
yielding the viscoelastic momentum equations,
\[ \partial_t u_i + u_j \partial_j u_i = -\partial_i p + \beta \nu \partial_j \partial_j u_i + (1 - \beta) \nu \partial_j \tau_{ij}, \tag{2.5} \]
where $\beta$ is the ratio of the solvent viscosity $\nu_s$ to the total viscosity $\nu$. The last term in the rhs of Eq. (2.5) is the contribution of the viscoelastic stress to the flow.

### 2.2. Reference DNS solutions

The model development and validation is performed using a series of DNS solutions in a channel flow. The numerical method for the DNS calculations is described in Dubief et al. (2005).

The Reynolds number based on the bulk velocity is $Re_M = 5000$, $Re_x = 300$ based on the skin-friction velocity. The flow is driven by conservation of the mass flow. The runs used for the present study are summarized in Table 1.

### 2.3. Statistical properties of LDR and HDR

A RANS model is based on statistical equations derived from the momentum equations (Eq. 2.5). In the case of interest here, the balance of stresses is:
\[ -\overline{u'v'} + \beta \nu \frac{\partial \overline{v'}}{\partial y} + T_{xy} = -\frac{\partial \overline{\tau}}{\partial x} \left(1 - \frac{y}{h}\right), \tag{2.6} \]
where $T_{xy}$ is the polymer stress

$$T_{xy} = (1 - \beta)\nu \frac{\partial \sigma_{xy}}{\partial y}$$  \hspace{1cm} (2.7)$$

Hereafter, the instantaneous quantities are decomposed in a mean and fluctuating part, $u = \overline{u} + u'$. The Reynolds shear stress, viscous stress and polymer stress are plotted in Fig. 2 for LDR (DR=30%, run 1) and HDR (DR=60%, run 3). The polymer stress increases with increasing DR to become comparable to (or larger than) the Reynolds shear stress at HDR.

The second equation to be modeled is usually the turbulent kinetic energy budget,

$$\partial_t u'_i u'_j + \overline{u'_k \partial_k u'_i u'_j} = -\overline{u'_i u'_k \partial_k \overline{u'_j}} - \overline{\partial_k u'_i u'_k u'_j} - \beta \nu \overline{\partial_k \partial_k u'_i u'_j} - 2\beta \nu \overline{\partial_k u'_i \partial_k u'_j}$$

$$- \frac{(u'_i \partial_j p' + u'_j \partial_i p')}{\Gamma} + (1 - \beta)\nu \overline{(u'_i \tau_{jk} + u'_j \tau_{ik})} - (1 - \beta)\nu \overline{\partial_k u'_j \partial_k u'_i}$$  \hspace{1cm} (2.8)$$

Even though, the $v^2 - f$ model incorporates closures for all the Newtonian terms, it is of interest to get an indication of the behavior of production ($P$), dissipation ($\varepsilon$) and turbulent transport ($\Gamma$), relative to the additional viscoelastic terms as shown in Fig. 3. The superscripts $N$ and $V$ denote Newtonian and viscoelastic dissipation and transport, respectively. For clarity, the velocity pressure gradient term and the diffusion term are not plotted. The role of polymers is observed to increase relatively to the production and Newtonian dissipation as DR increases. The near-wall behavior is further discussed in the modeling section.

2.4. $v^2 - f$ model

The model used for polymer drag reduction is the $v^2 - f$ model developed by Durbin (1995). This model is an extension of the classical $k - \varepsilon$ model to correctly represent the near-wall behavior (and viscous damping) of the turbulent quantities. This is realized by a modification of the eddy-viscosity formulation and by solving two additional partial
differential equations: a transport equation for the turbulent intensity of the velocity fluctuations $\overline{\nu'^2}$ normal to the streamlines and an elliptic relaxation equation for $f$. The latter represents the effect of the turbulence redistribution. The major advantage of $\nu'^2 - f$ over $k-\varepsilon$ is the absence of wall-damping function. The model solves the following equations:

- **turbulent viscosity**

  \[ \nu_l = 0.22\overline{\nu'^2}T_l \]  

- **kinetic energy transport equation**

  \[ \partial_t k_l + \overline{u_i \partial_i k_l} = P_l - \varepsilon + \partial_j \left( \nu_l \partial_j k_l \right) \]  

- **dissipation transport equation**

  \[ \partial_t \varepsilon + \overline{\nu_j \partial_j \varepsilon} = \partial_j \left( \frac{\nu_l}{1.3} \partial_j \varepsilon \right) + \frac{1}{T_l} \left( -1.4\sqrt{1 + 0.045k/\overline{\nu'^2}P_l} - 1.9\varepsilon \right) \]  

- **$\nu'^2$ transport equation**

  \[ \partial_t \overline{\nu'^2} + \overline{\nu_j \partial_j \overline{\nu'^2}} = k_l f - 6\overline{\nu'^2}k_l + \partial_j \left( (\nu + \nu_l) \partial_j \overline{\nu'^2} \right) \]  

- **elliptic relaxation equation for $f$**

  \[ f - L^2_t \partial_i \partial_j f = 1.4\frac{2/3 - \overline{\nu'^2}/k_l}{T_l} + 0.3\frac{P_l}{k_l} + \frac{5\overline{\nu'^2}/k_l}{T_l} \]  

- **turbulent production ($S$ is the mean strain rate tensor, $S_{ij} = (\partial_i \overline{\nu_j} + \partial_j \overline{\nu_i})$)**

  \[ P_l = \nu_l S^2 \]  

- **turbulent length and time scales**

  \[ T_l = \max \left[ \frac{k_l}{\varepsilon}, 6 \left( \frac{\nu_l}{\varepsilon} \right)^{1/2} \right], \quad L_l = 0.3 \max \left[ \frac{k_l^{3/2}}{\varepsilon}, 70 \left( \frac{\nu_l^{3/2}}{\varepsilon} \right)^{1/4} \right] \]
3. \( v^2 - f - p \) model

3.1. Modeling the polymer dynamics in turbulent flows

The tensorial nature of the FENE-P model makes it complex and unattractive in the context of a simple eddy-viscosity based closure. The modeling of the stretching term is non-trivial as shown by Fig. 4 where the individual components of the tensor

\[
\Lambda_{ij} = \frac{c_i^j}{\lambda} \partial_k u^j_k + \frac{c_i^j}{\lambda} \partial_k u^j_k .
\]  

(3.1)

Of particular importance is the modeling of the near-wall behavior of \( \Lambda_{xx} \). The negative peak marks the region where polymers inject energy into turbulence, which explains why this phenomenon is more pronounced at HDR. Note that \( \Lambda_{kk} \) and the viscoelastic dissipation (3) have similar behavior, yet opposite in sign. Using the quantities available from \( v^2 - f \), \( k_t, u_i, u^j_k \) and \( S_{ij} \), did not yield satisfactory models. This approach required individual constants per components and failed to reproduce the near-wall behavior so important to the transfer of energy from the polymers to turbulence.

The difficulty of modeling \( \Lambda_{ij} \) has motivated the development of an algebraic model capable of capturing the energy transfer between polymers and turbulence. Instead of focusing on the stretching term alone, a simpler measure of this energy exchange is considered: the polymer elongation, \( c_{ii} \). When turbulence stretches polymers, turbulent energy is stored by the polymers. When polymers coil, elastic energy is released in turbulence. Fig. 5 outlines the difference between LDR and HDR in terms of the distribution of \( c_{ii} \) in the near wall region where local extrema can be interpreted as relative stretching (local maximum) or recoil (local minimum). The dip close to the wall defines therefore the region where elastic energy goes to streaks (see the model of polymer drag reduction, Fig. 1). Further away from the wall, the local maximum located in the buffer region denotes the vortex damping action of the polymers.

The evolution equation for polymer elongation can be recast as

\[
D_t c_{ii} = 2c_{ij} \partial_j u_i - \frac{1}{\lambda} (f c_{ii} - 3) ,
\]  

(3.2)

where \( D_t = \partial_t + u_j \partial_j \). The stretching term is analogous to a production term, while the relaxation term effectively destroys elongation. In this framework familiar to RANS modeling, we can develop models based on our physical understanding of the phenomenon. Note that Eq. (3.2) is unclosed due to the cross terms present in the production term. The modeling is developed here only for steady-state channel flow with homogeneous concentration of polymers for which the transport terms in \( D_t c_{ii} \) vanish. In the destruction term, the first order approximation \( f c_{ii} = \bar{f} c_{ii} \) is reasonable as shown in Fig. 5 and will be used in the following. Using our conceptual model of the mechanism of polymer drag reduction (Fig. 1), we decompose the production into two contributions: contribution from the mean shear and contribution from turbulence, which, in our schematic representation in Fig. 1, would be the vortices.

If the polymers were subject to the mean shear only, the FENE-P model would reduce to:

\[
\bar{c}_{ik} \partial_k u_j + \bar{c}_{kj} \partial_k u_i - \frac{1}{\lambda} (\bar{f} c_{ij} - \delta_{ij}) = 0 .
\]  

(3.3)

For the steady-state channel flow, the system reduces to a single equation, third-order
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**Figure 5.** Approximation of $\tau_{kk}$ by $\frac{1}{\lambda}(f \tau_{kk} - 3)$ of LDR and HDR. (runs 1 and 3 of Tab. 1, respectively). --- : exact, HDR; ----- : exact, LDR; ---- : approximation, HDR; ---- : approximation, LDR.

**Figure 6.** Modeling of the mean polymer extension $\bar{\varepsilon}_{ii}$ for LDR (left) and HDR (right). (runs 1 and 3 of Tab. 1, respectively). --- $\bar{\varepsilon}_{ii}$; ----- $\bar{\varepsilon}_{ii}^M$ obtained from the mean shear only (Eq. 3.4); --- $\bar{\varepsilon}_{ii} - \bar{\varepsilon}_{ii}^M$; -- model for $\bar{\varepsilon}_{ii} - \bar{\varepsilon}_{ii}^M$; o model for $\bar{\varepsilon}_{ii} - \bar{\varepsilon}_{ii}^M$.

polynomial in $f$:

$$0 = 2\frac{\lambda S^2}{f^2} - \frac{1}{\lambda}\left(\frac{f \tau_{kk} - 3}{f}\right),$$

(3.4)

where $S^2$ reduces to $(\partial_y \Pi)^2$. The solution of this polynomial is shown in Fig. 6 for LDR and MDR regimes. The wall value of $\tau_{kk}$ is accurately predicted by Eq. (3.4) since turbulent velocity fluctuations vanish at the wall, leaving the mean shear as the only stretching source for the polymers.

The turbulent contribution to stretching, difference between the total elongation and the solution to Eq. (3.4), is very similar to the profile of kinetic energy across the channel flow, as shown in Fig. 6. This resemblance has prompted a model based around $k_1 \lambda$ which can be interpreted as a *turbulent viscoelastic viscosity*, $\nu_{tp}$. The effect of turbulence on polymers is so far described as a linear function of the polymer length $b$. The proper scaling of this model imposes the introduction of a turbulent length scale $h$. The choice for this length scale is still not clear and in the following, $h$ is chosen as the channel half-width. Polymers can only be stretched by turbulent eddies only if the time scales of the eddies is larger than the relaxation time scale. Therefore, under the approximations considered for the present study, the trace of the conformation tensor is governed by the
following equation:

\[ 0 = 2 \lambda S^2 \frac{\partial}{\partial f} + \gamma_1 k_l \frac{h}{h^2} - \frac{1}{\lambda} \left( \overline{f r_{kk}} - 3 \right) . \]  

(3.5)

3.2. Modeling the effect of polymers on turbulent structures

In the recent extensive statistical studies performed using viscoelastic DNS, it was observed that most turbulent quantities decrease with increasing drag reduction (see Dimotopoulos et al., 2001, for instance). From a RANS viewpoint, the pressure-strain term decrease needs to be accurately modeled since it determines the level of anisotropy of the flow and has a direct effect on the behavior of the mean velocity, especially in the log-region. Our first attempt was to add a term in the elliptic equation (2.13) which is the effective pressure redistribution mechanism in the \( v^2 - f \) model. This addition was inspired by Leighton et al. (2003) who developed a Reynolds-stress model for LDR flows. We found the term to be able to reproduce the upward shift in the log-law but the solution is extremely sensitive to the user-defined constant related to this term. By increasing the constant, the flow becomes laminar without even showing any HDR characteristics.

It was then suggested to us (P. Durbin, private communication) that Eq. (2.13) is controlled by the turbulent length scale \( L_t = \frac{C_L k_l^{3/2}}{\varepsilon} \). We can then argue that the drop in pressure-strain is a mere consequence of the increase of the typical length scale of turbulent structures (vortices and streaks), which translates into an augmentation of \( L_t \). This increase must be a function of the polymer concentration, \( \beta \) in the case of the FENE-P model, the relaxation time \( \lambda \) or \( We \) and the local polymer stretching. We propose a linear dependence on these quantities as a first approximation yielding

\[ L_t = C_L \left( 1 + \gamma_L (1 - \beta) \frac{\varepsilon}{b} \right) \frac{k_l^{3/2}}{\varepsilon} \]  

(3.6)

where \( We \) is used instead of \( \lambda \) to satisfy the non-dimensionality of the viscoelastic function.

The modeling of the interaction between polymers and turbulence uses an approach similar to the one developed for the polymer dynamics. In the balance of stresses, the viscoelastic stress \( \overline{T_{xy}} = (1 - \beta) \overline{r_{xy}} \) is decomposed in its solution for the mean shear and a model for the contribution of turbulence. The viscoelastic stress can then be written in a Boussinesq-like form:

\[ T_{ij} = (1 - \beta) \left( \frac{\nu}{f} + \gamma_\nu k_l \frac{h}{h^2} \right) S_{ij} \]  

(3.7)

The viscoelastic contribution to the kinetic energy equation is then modeled using the turbulent viscoelastic viscosity in the form of a production term:

\[ \partial_t k_l + \overline{u_i} \partial_i k_l = P_t + P_{tp} - \varepsilon + \partial_j \left[ (\nu + \nu_l) \partial_j k_l \right] \]  

(3.8)

with

\[ P_{tp} = \nu_{tp} S^2 . \]  

(3.9)
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Figure 7. Comparison between \( v^2 - f - p \) and DNS for \( Re_M = 5000, \ b = 10000 \) at LDR (\( We_r = 36 \): ∙, DNS; \(--\), \( v^2 - f - p \)) and HDR (\( We_r = 120 \): ∨, DNS; \----\), \( v^2 - f - p \))

Upper left: mean velocity profiles. \(--\), \( v^2 - f - p \) (Newtonian flow); \----\), Newtonian log-law \( (U^+ = 2.5 \ln(y^+) + 4.1) \); ∨, Virk’s asymptote \( (U^+ = 11.7 \ln(y^+) - 17) \). Upper right: Polymer elongation. Lower left: Turbulent kinetic energy. Lower right: Wall-normal velocity fluctuations.

4. Channel flow predictions

The calibration and validation of our model is based on our database of viscoelastic DNS runs performed in a channel flow at \( Re_M = 5000 \), described in Table 1. These runs cover most of the physical parameters for realistic polymer simulations. The three constants entering the model \( v^2 - f - p \) are adjusted using run 1 (LDR, DR=35%) and 3 (HDR, DR=60%) only. The mean velocity profiles for these two runs (Fig. 7) are found to exhibit the expected behavior, namely a shift of the log-law for LDR and the right change of slope for HDR. The mean polymer elongation is overestimated, however, \( v^2 - f - p \) captures the maximum away from the wall, critical feature of HDR. The kinetic energy and wall-normal velocity fluctuations are also overpredicted, nevertheless they are shown to decrease with increasing DR. Finally the comparison for the calibration runs and the remaining runs is depicted in Fig. 8. The agreement is very good with DR (%) predicted with a ±5% accuracy.

5. Conclusion and future work

The prediction of drag-reduced turbulent polymer flows has been shown to be within reach using the \( v^2 - f \) model. The current model \( v^2 - f - p \) is simple and robust:
only three additional constants and no ad-hoc wall functions are introduced. It proves to accurately reproduce drag reductions computed from channel flow direct numerical simulations. More importantly, the model predicts the right change of slope of the mean velocity profile in the log-law region, for the first time without any direct assumption on the slope change in the tuning of the coefficients.

The model is nevertheless at its very early stage. Although the results are extremly encouraging, the closure for the production term of the polymer elongation transport equation (Eq. 3.5) is not satisfactory, since it involves one arbitrary length scale and there is no dependence on a turbulent time scale. The linearity in the closure for the turbulent length scale also needs to be investigated especially toward MDR. The future work will include the development of a closure for the transport term for \( \tau_{t} \) and the addition of the transport equation for the polymer concentration in order to simulate turbulent boundary layers subject to injection of polymers from a slot.
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Flux corrected finite-volume scheme for preserving scalar boundedness in large-eddy simulations

By M. Herrmann, G. Blanquart, and V. Raman

1. Motivation and objectives

Large-Eddy Simulation (LES) has emerged as the next generation simulation tool for handling industrially relevant turbulent reacting flows. Of particular interest is the use of LES for modeling complex combustors used both in power-production and aircraft engines (Ham et al. 2003; di Mare et al. 2004). Similarly, the chemical processing industry deals with a variety of turbulent flows that involve interaction of mixing and reaction with the final aim of controlling product selectivity and optimizing yield. As LES technique moves from being an academic tool to a practical simulation strategy, robustness of the LES solvers is a key issue to be answered. In low-mach number combustion, the staggered representation of the primary variables combined with an energy conserving scheme for the momentum equations has been shown to be a stable methodology for a wide variety of flows (Morinishi et al. 1998). In spite of the vast advancement in solving the momentum equations, the scalar transport equations that represent the species distribution inside the geometry and is thus key to predicting combustor performance, have not been studied in detail.

Numerical schemes for scalar transport equations are challenging from the viewpoint of stability. The advection equation solved using central difference based schemes can lead to oscillations and instabilities (Pierce 2001). To counter this problem, all known explicit schemes use an upwind bias that reduces numerical oscillations. As can be expected, this upwind bias reduces the numerical accuracy of the scheme and leads to artificial diffusion. In spite of this drawback, such schemes are widely used to their robust numerical stability. Many of these schemes suffer from one another drawback in that the species values are not bounded. In principle, a scalar transport equation solved using bounded initial and boundary conditions should preserve the boundedness (Pope 2000). In the present study, we consider the simulation of a conserved scalar, namely mixture fraction. Common combustion models use mixture-fraction to parameterize all species composition and is thus relevant to reactive flows. By definition, the solution to the mixture-fraction transport equation should always be in the set $[0, 1]$. The source of error in low-mach number formulations come from the staggering of the velocity and scalar variable locations. Usually, the velocity is defined at the cell-faces while the scalar is defined at the cell center. To compute the face based fluxes, an interpolative scheme is used based on a fixed stencil to obtain scalar values at the cell faces. Such interpolations do not impose a constraint on the scalar bounds which lead to oscillations around the local maximum and minimum values of the scalar.

Recently, a new class of schemes called Weighted Essentially Non-Oscillatory (WENO) schemes have been introduced that devise a total variation bounded (TVB) non-oscillatory scheme for advection type equations (Jiang & Peng 2000). Though these methods can be
extended to higher-order accuracy, the interpolative coefficients need to be reconstructed at each iterative loop. Again, extensions to complex unstructured grids are not straightforward and could be computationally expensive. In this work, a well-tested numerical scheme for scalars, namely the Quadratic-Upwind biased Interpolative Convective scheme (QUICK) (Leonard 1979) will be used. By switching between two interpolative functions, it will be shown that scalar boundedness as well as reduced oscillatory nature can be ensured. In addition, through detailed analysis of the numerical errors, it will be illustrated that the numerical accuracy is equivalent to the QUICK scheme.

2. Bounded QUICK scheme
   
   It is known that a first-order upwind based interpolation is unconditionally bounded (within CFL restrictions) but can lead to large dissipative errors. In this work, we utilize the boundedness property of the first-order upwind scheme to formulate a dual valued stencil for the scalar. Each time-step is split into two sub-steps that can be constructed as a predictor-corrector algorithm. The predictor step moves the solution from the previous time-step to a predicted step. Locally, in cells where the predicted scalar solution is outside physical or acceptable boundaries, the interpolative scheme is switched to the full first-order upwind scheme while the rest of the domain uses the original QUICK stencil. Using this new stencil and the initial scalar field before the predictor step, the corrector step advances the scalar field to the next time level. This modified method is termed Bounded QUICK (BQUICK) scheme. In spite of the added local dissipation it is observed that the overall accuracy is not degraded and that the the boundedness is ensured to within velocity field divergence errors.

3. Numerical implementation

   For clarity, the discussion in the following is limited to the one-dimensional case. Extension to two and three dimensions is straightforward.

   The underlying numerical scheme of BQUICK is the original QUICK method (Leonard 1979) which has been implemented in both uniform and stretched grids. The advection time-stepping consists of two sub-steps termed predictor and corrector steps. In the predictor step the solution is advanced to the next time step using,

   \[ \phi^0(t) \xrightarrow{\text{QUICK}} \phi^0(t + \Delta t), \]

   using cell face values \( \phi^0_{i-1/2} \) calculated with the original QUICK scheme. Then, in the corrector step, all cells whose predicted values \( \phi^0 \) are outside their acceptable bounds \( \phi_{\min} \) and \( \phi_{\max} \) are discarded and recalculated using a first order approximation for the cell face values \( \phi^1_{i-1/2} \) and \( \phi^1_{i+1/2} \). All other cell faces retain their values from the predictor step. Figure 1 summarizes the algorithm of the BQUICK corrector step.

   In practical LES computations, several sub-iterations are carried out in each time-step iteration to ensure numerical stability. In such cases, the above predictor-corrector step is executed in each sub-iteration with the initial scalar values determined by the field at the previous sub-iteration. The next section describes numerical tests to illustrate the performance and accuracy of the new scheme.
for all control volumes $V_i$ do
\[ \phi_{i-1/2}^1 = \phi_{i-1/2}^0 \]
end for

for all control volumes $V_i$ do
\[ \text{if } \phi_0^i > \phi_{\text{max}} \text{ or } \phi_0^i < \phi_{\text{min}} \text{ then } \{ \text{revert cell update to first order} \} \]
\[ \text{if } u_{i-1/2} \geq 0 \text{ then} \]
\[ \phi_{i-1/2}^1 = \phi_{i-1}^0 \]
else
\[ \phi_{i-1/2}^1 = \phi_i^0 \]
end if
\[ \text{if } u_{i+1/2} \geq 0 \text{ then} \]
\[ \phi_{i+1/2}^1 = \phi_i^0 \]
else
\[ \phi_{i+1/2}^1 = \phi_{i+1}^0 \]
end if
end if
end for

FIGURE 1. BQUICK corrector step.

4. Numerical tests

A series of tests are used to compare the new scheme with the original QUICK scheme and, in order to make a comparison with TVB based schemes, a 3rd order WENO scheme.

4.1. 1D tests

To determine the order of accuracy, a sine wave function extending over a domain of $[0, 2\pi]$ is convected using a constant velocity and imposing periodic boundary conditions. Since the sine wave is a smooth function, numerical dispersion errors are minimized. Two different functions are used to test the effect of sharper curves. The first test uses as initial condition

\[ Z(x) = \frac{1}{2} (\sin (\pi x) + 1) . \]  \hfill (4.1)

The simulations are carried out on increasing resolution up to a grid of 1024 points. Using the exact solution, $L_1$, $L_2$ and $L_\infty$ errors in the predictions are computed. Table 1 shows the errors in each simulation for the three different numerical schemes. It is seen from the $L_2$ error that the BQUICK and QUICK scheme both show slightly more than second order accuracy while the WENO scheme shows more than 4th order accuracy. The second function uses a sharper profile for the initial conditions.

\[ Z(x) = \sin^4 (\pi x) . \]  \hfill (4.2)

Table 2 shows the errors as well as the accuracy estimates for the different numerical schemes. The QUICK and BQUICK scheme have retained second order accuracy for this profile. In fact, the BQUICK scheme shows almost identical results as for the previous test case. However, the WENO scheme shows a dramatic reduction in accuracy. The order of the scheme has dropped from over 4 in the previous case to between 2.5-3.5. As explained in the previous section, the WENO scheme uses an arbitrary smoothness factor that determines the extent of influence of the upwind biased correction. The weighting factor is determined by the gradients at the location which increases the lower order flux correction leading to reduction of the overall accuracy of the scheme.

Though the above test reveals the truncation error, scalar profiles in turbulent flow are rarely smooth and involve strong gradients. To test such a scenario a canonical 1-D
Table 1. Accuracy for $Z(x) = \frac{1}{2} (\sin(\pi x) + 1)$

<table>
<thead>
<tr>
<th>Method</th>
<th>N</th>
<th>$L_\infty$ error</th>
<th>$L_\infty$ order</th>
<th>$L_1$ error</th>
<th>$L_1$ order</th>
<th>$L_2$ error</th>
<th>$L_2$ order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quick</td>
<td>128</td>
<td>1.07E-04</td>
<td></td>
<td>6.81E-05</td>
<td>6.69E-06</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>2.56E-05</td>
<td>2.06</td>
<td>1.63E-05</td>
<td>2.06</td>
<td>1.13E-06</td>
<td>2.56</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>6.33E-06</td>
<td>2.02</td>
<td>4.03E-06</td>
<td>2.02</td>
<td>1.98E-07</td>
<td>2.52</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>1.58E-06</td>
<td>2.00</td>
<td>1.00E-06</td>
<td>2.00</td>
<td>3.49E-08</td>
<td>2.50</td>
</tr>
<tr>
<td>Bquick</td>
<td>128</td>
<td>1.15E-04</td>
<td></td>
<td>7.27E-05</td>
<td></td>
<td>6.97E-06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>2.85E-05</td>
<td>2.01</td>
<td>1.75E-05</td>
<td>2.06</td>
<td>1.18E-06</td>
<td>2.57</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>7.24E-06</td>
<td>1.98</td>
<td>4.27E-06</td>
<td>2.03</td>
<td>2.04E-07</td>
<td>2.53</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>1.92E-06</td>
<td>1.92</td>
<td>1.05E-06</td>
<td>2.03</td>
<td>3.56E-08</td>
<td>2.52</td>
</tr>
<tr>
<td>WENO-3</td>
<td>128</td>
<td>7.00E-03</td>
<td></td>
<td>1.40E-03</td>
<td></td>
<td>2.10E-04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>1.28E-03</td>
<td>2.45</td>
<td>1.61E-04</td>
<td>3.12</td>
<td>2.01E-05</td>
<td>3.39</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>8.94E-05</td>
<td>3.84</td>
<td>1.16E-05</td>
<td>3.80</td>
<td>8.84E-07</td>
<td>4.51</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>3.11E-06</td>
<td>4.85</td>
<td>1.27E-06</td>
<td>3.19</td>
<td>4.45E-08</td>
<td>4.31</td>
</tr>
</tbody>
</table>

Table 2. Accuracy for $Z(x) = \sin^4(\pi x)$

<table>
<thead>
<tr>
<th>Method</th>
<th>N</th>
<th>$L_\infty$ error</th>
<th>$L_\infty$ order</th>
<th>$L_1$ error</th>
<th>$L_1$ order</th>
<th>$L_2$ error</th>
<th>$L_2$ order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quick</td>
<td>128</td>
<td>3.55E-03</td>
<td></td>
<td>1.81E-03</td>
<td>1.83E-04</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>6.54E-04</td>
<td>2.44</td>
<td>3.29E-04</td>
<td>2.46</td>
<td>2.38E-05</td>
<td>2.95</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>1.45E-04</td>
<td>2.18</td>
<td>7.20E-05</td>
<td>2.19</td>
<td>3.71E-06</td>
<td>2.68</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>3.49E-05</td>
<td>2.05</td>
<td>1.73E-05</td>
<td>2.06</td>
<td>6.32E-07</td>
<td>2.55</td>
</tr>
<tr>
<td>BQuick</td>
<td>128</td>
<td>3.59E-03</td>
<td></td>
<td>1.77E-03</td>
<td></td>
<td>1.86E-04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>6.51E-04</td>
<td>2.47</td>
<td>3.27E-04</td>
<td>2.43</td>
<td>2.42E-05</td>
<td>2.94</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>1.45E-04</td>
<td>2.17</td>
<td>7.22E-05</td>
<td>2.18</td>
<td>3.74E-06</td>
<td>2.70</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>3.49E-05</td>
<td>2.05</td>
<td>1.74E-05</td>
<td>2.05</td>
<td>6.34E-07</td>
<td>2.56</td>
</tr>
<tr>
<td>WENO-3</td>
<td>128</td>
<td>6.70E-02</td>
<td></td>
<td>1.49E-02</td>
<td></td>
<td>2.02E-03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>2.41E-02</td>
<td>1.48</td>
<td>3.27E-03</td>
<td>2.19</td>
<td>4.06E-04</td>
<td>2.32</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>6.35E-03</td>
<td>1.92</td>
<td>5.15E-04</td>
<td>2.67</td>
<td>5.73E-05</td>
<td>2.83</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>9.03E-04</td>
<td>2.81</td>
<td>5.35E-05</td>
<td>3.27</td>
<td>4.26E-06</td>
<td>3.75</td>
</tr>
</tbody>
</table>

convection Jiang & Shu (1996) problem is used. As initial conditions, a profile consisting of several shapes with sharp gradients are distributed across the domain. A uniform velocity field is imposed with periodic boundaries. A fourth-order Runge-Kutta based time-integration is used to minimize temporal errors. The simulation is carried out for
Figure 2. 1-D convection test case. Comparison of numerical schemes after 4 rotations. Lines indicate exact result while symbols denote numerical computation.

4 rotations where each rotation is defined as the time taken for the initial profile to be convected back to its initial location. Figure 2 compares the results from the QUICK, BQUICK and WENO schemes. It can be seen that the QUICK scheme locally exceeds the initial bounds of the scalar. In addition, it exhibits oscillations near regions of sharp gradients. The BQUICK scheme on the other hand maintains the boundedness accurately while also reducing the unphysical oscillations. Interestingly, the BQUICK scheme performs better at capturing the peaks as compared to the WENO scheme. This clearly illustrates the negative effects of TVB type damping of scalar fluctuations that are crucial in LES simulations.
4.2. Mixing layer tests

The second set of tests consists of an actual multi-dimensional implementation of the three schemes (QUICK, BQUICK and WENO). Two configurations are investigated: a spatially evolving mixing layer using LES and a temporal mixing layer using DNS. The equations for both of these simulations are solved in non-dimensional units using a domain decomposition based parallel solver. Further details of the code as well as the sub-filter models used (in the case of LES) can be found in Pierce (2001).

4.2.1. Spatial mixing layer

The inflow bulk velocities of the two streams are set to a ratio of 1:2.5 with laminar profiles. A splitter plate initially divides the streams and the mixing layer starts at X=0. The domain, including the splitter plate stretches for 80 units while the width is set at 20 units. Figure 3 shows the instantaneous scalar concentration using the three schemes. The QUICK scalar field has been clipped between 0 and 1 while the BQUICK and the WENO scalar field maintain the bounds. Visually the differences between the QUICK and BQUICK schemes are not noticeable. On the other hand the WENO scalar field is smoother than the other two schemes. To better understand the effect of the BQUICK scheme, crosswise scalar profiles are plotted (Fig. 4). It is seen that the BQUICK main-
Figure 4. Cross-stream profile of mixture fraction obtained in the mixing layer at an arbitrary downstream location. Dashed lines show the QUICK profile, solid lines show the BQUICK profile and, dotted lines show the WENO profile.

tains the same profile as the QUICK scheme away from the bounds of the scalar while closer to 0 and 1, the BQUICK adjusts itself to maintain the bounds. The WENO profile is also bounded but it is much smoother than the BQUICK profile and does not show the same scalar gradient. The lower-order correction for the BQUICK at the bounds in composition space has limited impact on the physical transport. To further substantiate this argument, time-averaged profiles of both the scalar as well as the scalar RMS value are plotted in Fig. 5. Increased numerical diffusion will reduce the RMS fluctuations. However, the profiles indicate that the BQUICK correction has no substantial effect on the accuracy of the scheme. The upwind correction does not lead to substantial numerical diffusion that is characteristic of the first-order upwind scheme. As such, the corrections are applied in a very small fraction of the computational domain and hence the RMS fluctuations are not damped by dispersion errors. On the other hand the time-averaged WENO profile of scalar RMS shows much more dissipation than the BQUICK scheme; the RMS fluctuations of the scalar are damped by about 20% compared to the QUICK/BQUICK RMS fluctuations.

4.2.2. Temporal mixing layer

The computational domain used for the simulation of the temporal mixing layer was initially divided into two streams separated by an interface located at $Y = 0$. The initial mean velocity distribution is given by a hyperbolic tangent velocity profile. Three dimensional perturbations with wavelength of up to a quarter of the domain length were superimposed on the mean velocity profile. The different variables were non-dimensionalized
using the initial vorticity thickness ($\delta_\omega$) and the mean velocity difference between the two streams. Based on these definitions, the initial Reynolds number was $Re_{\omega,0} = 435$. The simulation was performed on a grid with $256 \times 256 \times 256$ control volumes. Figure 6 shows the one-dimensional streamwise energy spectrum of the streamwise velocity component at $t = 92$. For reference, the slope of the inertial range is indicated. The energy spectrum is in good agreement with previous work (Vreman 1995).

To better isolate the effect of numerical dissipation by the different schemes, the scalar transport equation was solved without molecular diffusion. In such a configuration the energy cascade still occurs but the energy should not be dissipated at the lowest length scales. However numerical dissipation introduced by the schemes will prevent the energy from piling up at the smallest length scales. Figure 7 shows the one-dimensional energy spectra of the scalars. The inertial range is accurately captured by the three schemes. However numerical dissipation damps out the energy at the highest wave numbers. As is can be observed, the WENO scheme introduces more numerical dissipation than the QUICK and BQUICK schemes. This result can be further ascertained by considering the RMS fluctuations of the scalar (Fig. 8). The upwind correction of the BQUICK scheme has little effect on the RMS fluctuations. Once again the fraction of computational domain where the correction is applied is very small. On the other hand the WENO profile shows lower RMS value (of about 15%) compared to QUICK/BQUICK profiles. The additional numerical dissipation introduced by the the WENO scheme also affects the shape of the material interface. The WENO scheme does not only dissipate more than the BQUICK scheme it also reduces the total surface area of the interface. Figure 9 show the iso-surface
$E(k) \sim k^{-5/3}$

**Figure 6.** One-dimensional (planar averaged) streamwise energy spectrum of the streamwise velocity component at $Y = 0$ ($t = 92$).

**Figure 7.** One-dimensional (planar averaged) streamwise energy spectrum at $Y = 0$ and $t = 92$ of the QUICK scalar (squares), the BQUICK scalar (crosses) and WENO scalar (circles).

$Z = 0.5$ for the BQUICK and WENO schemes. It is seen that the WENO does not show the small structures as the BQUICK scheme does. As a consequence this scheme is not able to capture small packets of low mixture fraction surrounded by high mixture fraction and vice versa. Consistent resolution of these situations will have a significant impact in increasing the predictive capability of LES.
5. Conclusion

In conclusion, these tests have clearly shown that the flux-corrected third-order scheme, BQUICK, is clearly superior to TVB based formulations or the original QUICK scheme without scalar bounds. This new scheme will be especially useful in combustion simulations with lean fuel mixture. The low stoichiometric mixture fraction associated with such fuel mixtures leads to very strong density gradients in the mixture-fraction space close to mixture-fraction value of 0. The QUICK scheme leads to extended excursions below 0 that can cause large and unphysical temporal change of density. This feeds itself into the continuity equation thereby leading to algorithmic instability. The BQUICK scheme has been successfully implemented in constant and variable density flows for both structured and unstructured grid based LES solvers. Preliminary calculations follow the
same trend as the simulations shown here. Results from this work will be communicated in the near future.
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Stability for the Wall-Pierce-Moin implicit scheme

By B. Gustafsson †

1. Motivation and Objectives

Explicit schemes are not well suited for simulation of low Mach number flow, due to the severe restriction on the time-step. Implicit schemes on the other hand, give rise to large non-linear systems coupling all dependent variables. Iterative methods have to be used for solving these systems, but iteration to full convergence in each time-step may be time-consuming. One way to reduce the work, is to limit the number of iterations, such that the system is not fully solved, but still has a reasonable accuracy. Sometimes such a method is called semi-implicit.

In Wall et al. (2002) a new method for the Navier-Stokes equations was introduced. It uses a staggered grid as suggested in Pierce (2001), and it is semi-implicit in the sense mentioned above. There is a stability analysis in Wall et al. (2002) for the simplified case where the system has been reduced to the acoustic wave equation with constant speed of sound and periodic solutions on a uniform staggered grid. In this analysis, it is assumed that the system of equations is solved exactly in each step, i.e., the fully implicit scheme is analyzed. It is shown that the scheme is not only unconditionally stable, but also energy conserving in the sense that the Fourier modes are propagated without any change in magnitude.

The purpose with this paper is to generalize the stability analysis for the fully implicit scheme in two ways. The first generalization is that we allow for nonzero advective velocity. The second one is that we start from the full non-linear difference scheme, and linearize from there. We will assume constant coefficients, and use Fourier analysis to prove unconditional stability and energy conservation even in this case.

2. The model equation and the linearization

The simplified model problem is obtained by disregarding the viscous terms, and substitute the enthalpy equation by an equation of state \( p = p(\rho) \) connecting the density \( \rho \) and the pressure \( p \). With \( u \) denoting the advective velocity, the system of differential equations is

\[
\begin{align*}
g_t + (\rho u^2)_x + p_x &= 0, \\
\rho_t + g_x &= 0,
\end{align*}
\]

where \( g = \rho u \) and \( p = p(\rho) \). The speed of sound \( a \) is defined by \( a^2 = dp/d\rho \). The system can be expressed in terms of the two variables \( g \) and \( \rho \). With

\[
U = \begin{bmatrix} g \\ \rho \end{bmatrix}, \quad F(U) = \begin{bmatrix} g^2/\rho + p(\rho) \\ g \end{bmatrix},
\]

we have

\[
U_t + (F(U))_x = 0.
\]
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Let $U' = (g', \rho')^T$ be a perturbation around the state $U = [g, \rho]^T$. The linearized system is obtained as

$$U_i' + \frac{\partial F}{\partial U} U_i' = 0,$$

where the Jacobian matrix is given by

$$\frac{\partial F}{\partial U} = \begin{bmatrix} 2g/\rho & -g^2/\rho^2 + a^2 \\ 1 & 0 \end{bmatrix} = \begin{bmatrix} 2u & a^2 - u^2 \\ 1 & 0 \end{bmatrix}.$$  \hspace{1cm} (2.1)

The eigenvalues of $\frac{\partial F}{\partial U}$ are $u \pm a$.

For the discretization on the staggered grid, we use here a slightly different notation compared to Wall et al. (2002), such that subscripts and superscripts denote the location of the variables, see Fig 1. The notation is

$$g_i^{n+1/2} = g(x_i, t_{n+1/2}) = g(i \Delta x, (n + 1/2) \Delta t),$$

$$\rho_i^{n+1/2} = \rho(x_{i+1/2}, t_n) = \rho((i + 1/2) \Delta x, n \Delta t).$$

For averages, the sub/super-scripts denote the location where the average is centered. For example,

$$\overline{\rho_i^{n+1/2}} = \frac{1}{4}(\rho_{i+1/2}^{n+1} + \rho_{i-1/2}^{n+1} + \rho_{i+1/2}^n + \rho_{i-1/2}^n)$$

denotes the average centered at $(x_i, t_{n+1/2})$, see Fig 2.

With $\lambda = \Delta t/\Delta x$, the scheme is

$$g_i^{n+1/2} - g_i^{n-1/2} + \lambda(g_{i+1/2}^n - g_i^{n+1/2}) + \frac{\lambda^2}{4}(g_i^{n+1/2} - 2g_{i+1/2}^{n+1} + g_{i+1/2}^n - g_i^{n+1/2} - 2g_{i-1/2}^{n+1} + g_{i-1/2}^n) = 0,$$  \hspace{1cm} (2.2)

$$\rho_i^{n} - \rho_{i-1/2}^{n-1} + \lambda(g_i^{n-1/2} - g_{i-1}^{n-1/2}) = 0.$$
Here

\[
\begin{align*}
\tilde{u}^n_i &= \frac{g_i^{n+1/2}}{\rho_i^{n+1/2} + \rho_i^{n+1/2} + \rho_i^{n+1/2} + \rho_i^{n+1/2}} + \frac{g_i^{n+1/2}}{\rho_i^{n+1/2} + \rho_i^{n+1/2} + \rho_i^{n+1/2} + \rho_i^{n+1/2}} \\
&\quad + \frac{g_i^{n+1/2}}{\rho_i^{n+1/2} + \rho_i^{n+1/2} + \rho_i^{n+1/2} + \rho_i^{n+1/2}} + \frac{g_i^{n+1/2}}{\rho_i^{n+1/2} + \rho_i^{n+1/2} + \rho_i^{n+1/2} + \rho_i^{n+1/2}}, \\
\tilde{g}_i^n &= \frac{1}{4} \left( g_i^{n+1/2} + g_i^{n+1/2} + g_i^{n+1/2} + g_i^{n+1/2} \right),
\end{align*}
\]

and \( p_j^k = p(\rho_j^k) \) for all \( j, k \).

We make a few remarks concerning the method (2.2).

We first note that the second equation by itself is explicit. However, the first equation involves not only the \( g^{n+1/2} \)-values, but also the \( \rho^{n+1} \)-values via the \( p^{n+1} \) and \( \tilde{u}^n \)-expressions. This means that the scheme is fully implicit in the sense that the solution \( \{g^{n+1/2}, \rho^{n+1}\} \) at the highest time level is coupled across several points in space, and depends on all the values behind.

Secondly we note that (2.2) is effectively a one-step scheme, even if the first equation couples three time levels for \( \rho \). It is easily seen by the fact that only one level for each of the variables \( \rho \) and \( g \) are required to start the scheme. Assume that \( \rho^0 \) and \( g^{1/2} \) are known. The second equation is first advanced one step providing the \( \rho^1 \)-values. After that we let \( n = 2 \) in the second equation and couple it to the first equation with \( n = 1 \). This provides the \( \rho^2 \)- and \( g^{3/2} \)-values, and the scheme is then advanced by stepping up \( n \) and repeating the last part of the algorithm.

We next turn to the linearization. As seen in Fig 1, there are 18 different variables occurring in the discrete equations, and by lining them up in a vector \( V \), the scheme can be written in the form \( G(V) = 0 \). Then the linearized equations are

\[
\frac{\partial G}{\partial V}(V) V' = 0.
\]

In the evaluation of the Jacobian \( \partial G/\partial V \), it is assumed that all values are independent of \( x \) and \( t \), such that

\[
g_i^n = g, \quad u_i^n = u, \quad dp/d\rho|_{i,n} = a^2
\]
for all $i, n$. As an example, we get

$$
\frac{\partial}{\partial g_{i+1}^{n+1/2}}(\bar{u}^n_{i+1/2} \bar{u}^n_{i+1/2}) = \frac{\partial \bar{u}^n_{i+1/2}}{\partial g_{i+1}^{n+1/2}} \bar{u}^n_{i+1/2} + \bar{u}^n_{i+1/2} \frac{\partial \bar{u}^n_{i+1/2}}{\partial g_{i+1}^{n+1/2}} = \frac{1}{4} u + g \frac{1}{4 \rho} = \frac{u}{2}.
$$

For completeness we list all the derivatives for the convection term, the other ones are simpler.

\[
\begin{array}{ccc}
\partial/\partial g_{i+1}^{n+1/2} & u/2 & 0 \\
\partial/\partial g_{i+1}^{n+1/2} & u/2 & u/2 \\
\partial/\partial g_{i-1}^{n+1/2} & 0 & u/2 \\
\partial/\partial g_{i+1}^{n-1/2} & u/2 & 0 \\
\partial/\partial g_{i-1}^{n-1/2} & u/2 & u/2 \\
\partial/\partial g_{i-1}^{n-1/2} & 0 & u/2 \\
\partial/\partial \rho_{i+1}^{n+1/2} & -\frac{u^2}{16} & 0 \\
\partial/\partial \rho_{i+1}^{n+1/2} & -\frac{u^2}{8} & -\frac{u^2}{16} \\
\partial/\partial \rho_{i-1}^{n+1/2} & -\frac{u^2}{16} & -\frac{u^2}{8} \\
\partial/\partial \rho_{i-1}^{n+1/2} & 0 & -\frac{u^2}{16} \\
\partial/\partial \rho_{i+1}^{n-1/2} & -\frac{u^2}{8} & 0 \\
\partial/\partial \rho_{i+1}^{n-1/2} & -\frac{u^2}{4} & -\frac{u^2}{8} \\
\partial/\partial \rho_{i-1}^{n-1/2} & -\frac{u^2}{8} & -\frac{u^2}{4} \\
\partial/\partial \rho_{i-1}^{n-1/2} & 0 & -\frac{u^2}{8} \\
\partial/\partial \rho_{i+1}^{n-1/2} & -\frac{u^2}{16} & 0 \\
\partial/\partial \rho_{i+1}^{n-1/2} & -\frac{u^2}{8} & -\frac{u^2}{16} \\
\partial/\partial \rho_{i-1}^{n-1/2} & -\frac{u^2}{16} & -\frac{u^2}{8} \\
\partial/\partial \rho_{i-1}^{n-1/2} & 0 & -\frac{u^2}{16}
\end{array}
\]

We drop the $'$ notation for the new variables, and arrive at the complete linearized
system

\[ g_{i}^{n+1/2} + \frac{\lambda u}{2}(g_{i+1}^{n+1/2} - g_{i-1}^{n+1/2}) - \frac{\lambda u}{16}(p_{i+3/2}^{n+1} + \rho_{i+1/2}^{n+1} - \rho_{i-1/2}^{n+1} - \rho_{i-3/2}^{n+1}) + \frac{\lambda a^2}{4}(\rho_{i+1/2}^{n+1} - \rho_{i-1/2}^{n+1})\]

\[ - g_{i}^{n-1/2} + \frac{\lambda u}{2}(g_{i+1}^{n-1/2} - g_{i-1}^{n-1/2}) - \frac{\lambda u^2}{8}(p_{i+1/2}^{n} + \rho_{i-1/2}^{n} - \rho_{i-1/2}^{n-1} - \rho_{i-3/2}^{n-1}) + \frac{\lambda a^2}{2}(\rho_{i+1/2}^{n} - \rho_{i-1/2}^{n})\]

\[ \lambda(g_{i}^{n-1/2} - g_{i-1}^{n-1/2}) + \rho_{i-1/2}^{n} - \rho_{i-1/2}^{n-1} = 0. \]

Here \( \lambda, u, a \) are all constants. Note that the system is consistent with the linear system (2.1).

3. Stability analysis

For the stability analysis, we Fourier transform the system by substituting 
\( g_{j}^{n+1/2} = \hat{g}^{n+1/2}e^{i\omega_{j}x} \) etc. With \( \xi = \omega\Delta x \), we get

\[
(1 + \lambda u\sin\xi)\hat{g}^{n+1/2} - \frac{\lambda a^2}{8}i(\sin\frac{\xi}{2} + \sin\frac{3\xi}{2})\hat{\rho}^{n+1} + \frac{\lambda}{2}a^2i\sin\frac{\xi}{2}\hat{\rho}^{n+1} \\
+ (-1 + \lambda u\sin\xi)\hat{g}^{n-1/2} - \frac{\lambda a^2}{4}i(\sin\frac{\xi}{2} + \sin\frac{3\xi}{2})\hat{\rho}^{n} + \lambda a^2i\sin\frac{\xi}{2}\hat{\rho}^{n} \\
- \frac{\lambda u^2}{8}i(\sin\frac{\xi}{2} + \sin\frac{3\xi}{2})\hat{\rho}^{n-1} + \frac{\lambda}{2}a^2i\sin\frac{\xi}{2}\hat{\rho}^{n-1} = 0,
\]

\[
2\lambda i\frac{\xi}{2}\hat{g}^{n-1/2} + \hat{\rho}^{n} - \hat{\rho}^{n-1} = 0.
\]

Let

\[
\hat{V}^{n} = \begin{bmatrix} \hat{g}^{n-1/2} \\ \hat{\rho}^{n} \end{bmatrix}.
\]

With the notation

\[
s_{1} = \sin\frac{\xi}{2}, \quad s_{2} = \sin\xi, \quad s_{3} = \sin\frac{3\xi}{2},
\]

the system can be written in two-step form

\[
Q_{2}\hat{V}^{n+1} + Q_{1}\hat{V}^{n} + Q_{0}\hat{V}^{n-1} = 0,
\]

where

\[
Q_{2} = \begin{bmatrix} 1 + \lambda uis_{2} & -\frac{\lambda}{8}i(s_{1} + s_{3})u^{2} - 4s_{1}a^{2} \\ 0 & 0 \end{bmatrix},
Q_{1} = \begin{bmatrix} -1 + \lambda uis_{2} & -\frac{\lambda}{8}i(s_{1} + s_{3})u^{2} - 4s_{1}a^{2} \\ 2\lambda is_{1} & 1 \end{bmatrix},
Q_{0} = \begin{bmatrix} 0 & -\frac{\lambda}{8}i(s_{1} + s_{3})u^{2} - 4s_{1}a^{2} \\ 0 & -1 \end{bmatrix}.
\]
Looking for the amplification factor $z$ of this two-step scheme, we substitute $\hat{V}^n = z^n \hat{V}$, and put the determinant equal to zero. We get
\[
\text{Det}(Q_2 z^2 + Q_1 z + Q_0) = \text{Det} \left[ \frac{(1 + \lambda us_2)z^2 + (-1 + \lambda us_2)z - \frac{3i}{4}((s_1 + s_3)u^2 - 4s_1 a^2)(z^2 + 2z + 1)}{2\lambda_is_1} \right] = \frac{\lambda^2}{2} - \frac{1}{2} \frac{1 + \beta}{1 + i\alpha - \beta} z + \frac{1 - i\alpha - \beta}{1 + i\alpha - \beta} = 0,
\]
with the solutions
\[
z = \frac{1 + \beta \pm \sqrt{4\beta - \alpha^2}}{1 + i\alpha - \beta},
\]
where
\[
4\beta - \alpha^2 = \lambda^2 [(s_1^2 + s_1 s_3 - s_2^2)u^2 - 4s_1 a^2].
\]
The coefficient multiplying $u^2$ is identically zero, which is seen by introducing the notation $\theta = \xi/2$ and expanding:
\[
s_1^2 + s_1 s_3 - s_2^2 = -\frac{1}{4}[(e^{i\theta} - e^{-i\theta})^2 + (e^{i\theta} - e^{-i\theta})(e^{3i\theta} - e^{-3i\theta}) - (e^{2i\theta} - e^{-2i\theta})^2]
\]
\[
= -\frac{1}{4}(e^{2i\theta} - 2 + e^{-2i\theta} + e^{4i\theta} - e^{-4i\theta} - e^{2i\theta} + e^{-2i\theta} + e^{4i\theta} - e^{-4i\theta} + 2 - e^{-4i\theta}) = 0.
\]
Hence, $4\beta - \alpha^2 = -4\lambda^2 s_1^2 a^2 \leq 0$, and
\[
|z|^2 = \left| \frac{1 + \beta \pm i\sqrt{\alpha^2 - 4\beta}}{1 - \beta + i\alpha} \right|^2 = \frac{1 + 2\beta + \alpha^2 - 4\beta}{1 - 2\beta + \beta^2 + \alpha^2} = 1.
\]
The only possibility for a multiple root $z$ is $4\beta - \alpha^2 = 0$, i.e., $\xi = 0$, but this is the trivial case with a constant solution being forwarded without any change. Hence, we have shown unconditional stability. Furthermore, we note that both roots of the characteristic equation have modulus one, which means that there is energy conservation for the periodic case.

4. Future plans

The analysis above is done for a quite simplified case, and for generalization there are several directions to go:
Stability for the Wall-Pierce-Moin implicit scheme

- Analyze the effect of not solving the equations to full convergence in each time-step (making the scheme “semi-implicit”).
- Introduce non-periodic boundary conditions.
- Include also the enthalpy equation in the analysis.
- Treat the multidimensional case.

The first item is important, but very difficult if applied to the full system. An analysis of a simpler model problem could give some indications.

Regarding the non-periodic boundary conditions, there is first of all a question of how to impose the boundary conditions for the full system of differential equations. For solid walls, the conditions are given on physical grounds, but for open boundaries there are still many difficulties to overcome. Furthermore, the method analyzed here has a quite wide computational stencil as illustrated by Fig 1. Therefore, extra numerical boundary conditions must be constructed in order to get the algebraic system well defined at each time level. Stability has to be secured, but in addition, a special challenge here would be to keep energy conservation in the case this holds for the system of differential equations.
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A formulation of incompressible Navier-Stokes equations in a quasi-generalized coordinate system

By D. You AND M. Wang

1. Motivation and objectives

In large-eddy simulation (LES) of flows in complex geometries, the generation of a high quality mesh and the large memory requirement for the metric quantities of coordinate transformation are often major obstacles, when a three-dimensional structured, body-fitted mesh is employed. The problem is particularly severe for flow solvers employing the staggered mesh arrangement, which is strongly preferred in non-dissipative LES codes for stability and discrete energy conservation (e.g. Mittal & Moin 1997; Nagarajan, Lele & Ferziger 2003). For instance, at least 80 (8 positions with 10 variables (metric coefficients plus Jacobian) per mesh element) three-dimensional arrays are required, compared to 10 three-dimensional arrays for collocated meshes. This makes LES impractical on large grids. In addition, the increase of partial derivative terms in the transformed governing equations cause a significant increase in computational cost.

On the other hand, many geometries in engineering and scientific applications can be handled using a two-dimensional curvilinear mesh with mild variations along the remaining third direction. Frequently observed variations are shift, rotation, magnification/contraction, and skewing of the curvilinear plane along a perpendicular direction to that plane. The airplane wing is an example of the shift and contraction of the airfoil section, and the axial compressor or turbine blades are observed to be twisted along the radial direction maintaining the blade section profile.

The objective of this study is to exploit these geometric simplification in the design of a numerical method, which is applicable to a wide class of problems while minimizing the memory requirement and computational cost. To this end, a formulation of incompressible Navier-Stokes equations based on a quasi-generalized coordinate system which consists of two-dimensional generalized curvilinear coordinates and a reasonably smooth variation along the perpendicular remaining direction is proposed. Using such an approach, one can efficiently treat geometric difficulties, and, at the same time, alleviate problems associated with a fully generalized coordinate transformation.

The incompressible Navier-Stokes equations are transformed to present a quasi-generalized coordinate system in Section 2. Then, in Section 3, formulae for some example geometric variations and the corresponding metric coefficients and Jacobians are given. In Section 4, an implementation of the present formulation is evaluated by considering the flow over a tapered circular cylinder, and this is followed by a brief summary in Section 5.

2. Transformation of governing equations

The incompressible Navier-Stokes equations based on Cartesian coordinates are as follows:

\[
\frac{\partial u_i}{\partial t} + \frac{\partial}{\partial x_j} u_i u_j = - \frac{\partial p}{\partial x_i} + \frac{1}{Re} \frac{\partial}{\partial x_j} \frac{\partial u_i}{\partial x_j},
\]  

(2.1)
\[
\frac{\partial u_i}{\partial x_i} = 0,
\]
\( (2.2) \)

All the coordinate variables, velocity components, and pressure are nondimensionalized by the length scale \( L \), the reference velocity \( U_{ref} \), and \( \rho U_{ref}^2 \), respectively. The time is normalized by \( L/U_{ref} \).

Equations (2.1) and (2.2) can be rewritten in the conservative form in a generalized coordinate system as
\[
\frac{\partial q^i}{\partial t} = -N^i(q) - G^i(p) + L^i(q),
\]
\( (2.3) \)
\[
D^i q^i = 0,
\]
\( (2.4) \)

where \( q = (q^1, q^2, q^3) \), \( N^i \) is the nonlinear convection term, \( G^i(p) \) is the pressure gradient term, and \( L^i \) represents the diffusion term, respectively. \( D^i \) denotes the divergence operator. Generalized coordinates are introduced in figure 1 as
\[
(x_1, x_2, x_3; u_1, u_2, u_3) \rightarrow (\eta^1, \eta^2, \eta^3; q^1, q^2, q^3).
\]
\( (2.5) \)

The variable \( q^i \) is the volume flux across the faces of the cells, which is equivalent to the contravariant velocity components on a staggered grid multiplied by the Jacobian of the coordinate transformation. Then, the terms in (2.3) are expressed in generalized coordinates as
\[
N^i(q) = \frac{1}{J} \gamma^i_\mu \frac{\partial}{\partial \eta^\mu} \frac{1}{J} \epsilon^m_k q^k q^i,
\]
\( (2.6) \)
\[
G^i(p) = \alpha^{ij} \frac{\partial p}{\partial \eta^j},
\]
\( (2.7) \)
\[
L^i(q) = \frac{1}{J} \gamma^i_\mu \frac{\partial}{\partial \eta^\mu} \alpha^{kj} \frac{1}{Re} \frac{\partial}{\partial \eta^j} \frac{1}{J} \epsilon^m_l q^l,
\]
\( (2.8) \)

where
\[
q^i = \gamma^i_k u_k, \quad c^i_k = \frac{\partial x_j}{\partial \eta^k}, \quad \gamma^i_k = J(c^j_j)^{-1}, \quad \alpha^{ij} = J(c^m_j c^m_k)^{-1},
\]
and \( J = \left( \sqrt{c_j^m c_m^n} \right) \) for \( j, k, l, m, n = 1, 2, 3 \).

When the fully three-dimensional curvilinear coordinate system is used, the number of partial derivative terms in the transformed governing equations and the required memory for three-dimensional metric coefficients and Jacobians severely limit the applicability of this approach to a relatively small number of mesh points. Here, we propose an approach which drastically reduces the memory requirement and computational cost by imposing a constraint which requires the planes to be parallel along a perpendicular direction (\( \eta^3 \) direction in the present formulation). This results in \( c_1^3 = c_2^3 = \gamma_1^3 = \gamma_2^3 = 0 \).

Quasi-generalized coordinate formulation

\[
\frac{\partial q^1}{\partial t} = -\frac{1}{J} \gamma_1^1 \frac{\partial}{\partial \eta^1} \int c_k^k q^j - \frac{1}{J} \gamma_1^2 \frac{\partial}{\partial \eta^2} \int c_k^k q^j - \frac{1}{J} \gamma_1^3 \frac{\partial}{\partial \eta^3} \int (c_1^3 q^1 + c_2^3 q^2 + c_3^3 q^3)q^j = 0
\]

\[
+ \alpha^{ij} \frac{\partial p}{\partial \eta^i}
\]

\[
+ \frac{1}{J} \gamma_1^1 \frac{\partial}{\partial \eta^1} \alpha^{k_j \nu} \frac{\partial}{\partial \eta^1} \int c_k^1 q^j + \frac{1}{J} \gamma_1^2 \frac{\partial}{\partial \eta^2} \alpha^{k_j \nu} \frac{\partial}{\partial \eta^2} \int c_k^2 q^j
\]

\[
+ \frac{1}{J} \gamma_1^3 \frac{\partial}{\partial \eta^3} \alpha^{k_j \nu} \frac{\partial}{\partial \eta^3} \int (c_1^3 q^1 + c_2^3 q^2 + c_3^3 q^3), \quad (2.9)
\]

for \( i = 1, 2 \) and \( j, k, l = 1, 2, 3 \), and

\[
\frac{\partial q^3}{\partial t} = -\frac{1}{J} \gamma_1^3 \frac{\partial}{\partial \eta^1} \int c_k^k q^j - \frac{1}{J} \gamma_1^3 \frac{\partial}{\partial \eta^2} \int c_k^k q^j - \frac{1}{J} \gamma_1^3 \frac{\partial}{\partial \eta^3} \int (c_1^3 q^1 + c_2^3 q^2 + c_3^3 q^3)q^j = 0
\]

\[
+ \alpha^{3j} \frac{\partial p}{\partial \eta^j}
\]

\[
+ \frac{1}{J} \gamma_2^3 \frac{\partial}{\partial \eta^1} \alpha^{k_j \nu} \frac{\partial}{\partial \eta^1} \int c_k^1 q^j + \frac{1}{J} \gamma_2^3 \frac{\partial}{\partial \eta^2} \alpha^{k_j \nu} \frac{\partial}{\partial \eta^2} \int c_k^2 q^j
\]

\[
+ \frac{1}{J} \gamma_2^3 \frac{\partial}{\partial \eta^3} \alpha^{k_j \nu} \frac{\partial}{\partial \eta^3} \int (c_1^3 q^1 + c_2^3 q^2 + c_3^3 q^3), \quad (2.10)
\]

The total number of derivative terms is only about one half of that in the fully generalized curvilinear coordinate system.

Compared to the formulation with two-dimensional generalized curvilinear coordinates and a nonuniform Cartesian third direction (e.g. You et al. 2004), the above formulation which allows the third coordinate to be mildly curvilinear does not change the computational cost significantly, since the computations needed for both approaches are based on a fractional-step method. The computational cost is dominated by the inversions of factored matrices and multigrid operations for solving the pressure Poisson equation, which are not much altered by this change.

The three-dimensional metric coefficients in the present coordinates can be expressed as products of metric coefficients in a two-dimensional plane and one-dimensional functions along its perpendicular direction, with decoupled Jacobians \( J = (c_1^1 c_2^2 - c_1^2 c_1^1) \frac{1}{c_1^3} \). These decoupled metric coefficients and Jacobians, with smooth variations of the plane mesh
along the perpendicular third direction, as exemplified in the following section, result in a significant reduction of required memory.

3. Plane variations and metric coefficients

In this section, we present several examples of grid topology in which variations along one direction is given by an algebraic relationship. Note that non-algebraic but smooth variations are also allowed in the present formulation, as long as the mesh planes perpendicular to that direction are parallel to one another. In addition, more flexibility in the geometry can be achieved by combining some of the variations.

(a) Shift (Fig. 2(a))

\[
\begin{align*}
  x_{1,i,j,k} &= x_{1,i,j} + x_{1}^i \\
  x_{2,i,j,k} &= x_{2,i,j} + x_{2}^k,
\end{align*}
\]

(b) Magnification/Contraction (Fig. 2(b))

\[
\begin{align*}
  x_{1,i,j,k} &= a_k(x_{1,i,j} - x_{1m,jm,1}) + x_{1m,jm,1} \\
  x_{2,i,j,k} &= b_k(x_{2,i,j} - x_{2m,jm,1}) + x_{2m,jm,1},
\end{align*}
\]

(c) Rotation (Fig. 2(c))

\[
\begin{align*}
  x_{1,i,j,k} &= \cos \phi_k(x_{1,i,j} - x_{1r,jr,1}) - \sin \phi_k(x_{2,i,j} - x_{2r,jr,1}) + x_{1r,jr,1} \\
  x_{2,i,j,k} &= \sin \phi_k(x_{1,i,j} - x_{1r,jr,1}) + \cos \phi_k(x_{2,i,j} - x_{2r,jr,1}) + x_{2r,jr,1},
\end{align*}
\]

(d) Skewing to \textit{x} \textit{1} direction (Fig. 2(d))

\[
\begin{align*}
  x_{1,i,j,k} &= (x_{2,i,j} - x_{2,i,j,1}) \tan^2 \varphi_{xk} + x_{1,i,j} \\
  x_{2,i,j,k} &= (x_{2,i,j} - x_{2,i,j,1})(1 + \tan^2 \varphi_{xk}) + x_{2,i,j,1},
\end{align*}
\]

(e) Skewing to \textit{x} \textit{2} direction (Fig. 2(e))

\[
\begin{align*}
  x_{1,i,j,k} &= x_{1,i,j} \\
  x_{2,i,j,k} &= (x_{1,i,j} - x_{1is,j,1}) \tan \varphi_{yk} + x_{2,i,j,1}.
\end{align*}
\]

In the formulae (a)-(e), \( x_{1}^1(2) \) is the amount of shift in \( x_{1}(x_{2}) \) direction. \( x_{1m,jm,1}, x_{1r,jr,1}, x_{2m,jm,1}, \) and \( x_{1is,j,1} \) denote reference points for magnification, rotation, and skewing variations in \( x_{1} \) and \( x_{2} \) directions, respectively. \( a_k \) and \( b_k \) are the magnification/contraction factors in \( x_{1} \) and \( x_{2} \) directions, while \( \phi_k, \varphi_{xk}, \) and \( \varphi_{yk} \) are the rotation and skewing angles. Other needed formulae can also be derived to meet any geometric need.

These algebraic variations, as well as combinations of the variations, result in not only geometric flexibility but also decoupled metric coefficients, which allow a great reduction of memory. For example, the magnification and rotation operations can be combined using formulae (b) and (c) to give

\[
\begin{align*}
  x_{1,i,j,k} &= p_k^1 x_{1,i,j,1} + p_k^2 x_{1r,jr,1} + p_k^3 x_{1m,jm,1} + p_k^4 x_{2,i,j,1} + p_k^5 x_{2r,jr,1} \\
  x_{2,i,j,k} &= p_k^6 x_{1,i,j,1} + p_k^7 x_{1r,jr,1} + p_k^8 x_{2,i,j,1} + p_k^9 x_{2r,jr,1} + p_k^{10} x_{2m,jm,1},
\end{align*}
\]
Quasi-generalized coordinate formulation

\[ (x_{1i,j,k}, x_{2i,j,k}) \]

\[ (x_{1i,j,1}, x_{2i,j,1}) \]

\[ x_{s1} x_{s2} a_k l x (x_{1im,jm,1}, x_{2im,jm,1}) \]

\[ (x_{1i,j,k}, x_{2i,j,k}) \]

\[ \phi_k (x_{1i,j,1}, x_{2i,j,1}) \]

\[ \phi y_k (c) \cdot (d) \]

\[ \begin{align*}
  p_1^1 &= a_k(1 + \cos \phi_k) \\
  p_2^2 &= -a_k \cos \phi_k \\
  p_3^3 &= 1 - a_k \\
  p_4^4 &= -b_k \sin \phi_k \\
  p_5^5 &= b_k \sin \phi_k
\end{align*} \]

In this example, the metric coefficients for the coordinate transformation become

\[ \begin{align*}
  \frac{\partial x_1}{\partial \eta_1}_{i,j,k} &= p_1^1 \frac{\partial x_1}{\partial \eta_1}_{i,j,1} + p_4^4 \frac{\partial x_1}{\partial \eta_4}_{i,j,1} \\
  \frac{\partial x_1}{\partial \eta_2}_{i,j,k} &= p_1^1 \frac{\partial x_1}{\partial \eta_1}_{i,j,1} + p_4^4 \frac{\partial x_1}{\partial \eta_4}_{i,j,1} \\
  \frac{\partial x_2}{\partial \eta_1}_{i,j,k} &= \frac{\partial x_2}{\partial \eta_1}_{i,j,1} + \frac{\partial x_2}{\partial \eta_1}_{ir,jr,1} + \frac{\partial x_2}{\partial \eta_4}_{i,j,1} + \frac{\partial x_2}{\partial \eta_4}_{ir,jr,1} \\
  \frac{\partial x_2}{\partial \eta_2}_{i,j,k} &= \frac{\partial x_2}{\partial \eta_2}_{i,j,1} + \frac{\partial x_2}{\partial \eta_2}_{ir,jr,1} + \frac{\partial x_2}{\partial \eta_4}_{i,j,1} + \frac{\partial x_2}{\partial \eta_4}_{ir,jr,1}
\end{align*} \]
Figure 3. A twisted compressor blade generated by mesh rotation and skewing: (a) compressor blade; (b) mesh around the blade.

Figure 4. An airplane wing generated by contraction and shift: (a) airplane wing; (b) mesh around the wing.

Any metric coefficients and Jacobians can be expressed as multiples of those in the base grid at $k = 1$ and variational functions along the $k$-direction. This results in a great reduction of computational memory requirements with a small increase in computational operations.
Figures 3 and 4 are examples of the geometries which can be represented using the present formulation. Figure 3 shows a compressor blade which is twisted along the blade span while the blade cross-section profile is maintained. For this geometry, the base mesh is rotated and skewed along the blade wall normal direction with angles of up to 30°, and the skewing allows a periodic boundary condition to be applied in that direction in a simulation of flow in a blade passage. An airplane wing can be meshed by contraction and shift operations of the base grid, as shown in Fig. 4.

Enhanced geometric flexibility can be achieved by combining partially or approximately body-fitted meshes with an immersed boundary method. This method has been successfully applied to the rotor tip-clearance flow found in axial turbomachines (You et al. 2004).

4. Implementation and evaluation

Numerical simulation of vortex shedding behind a linearly tapered cylinder is performed to evaluate the present methodology and implementation. The configuration, shown in Fig 5(a), is the same as that studied experimentally by Piccirillo & Van Atta (1993). The taper ratio, $R_T = L/(D_2 - D_1)$, is set to 50, where $L$ is the cylinder length, and $D_1$ and $D_2$ are the diameters of the small and large ends of the cylinder, respectively. The Reynolds numbers based on the diameters and freestream velocity are 60 and 180 at the small and large ends, respectively.

The base grid of 257 × 257 mesh points is shown in Fig. 5(b), and parallel mesh planes are generated along the perpendicular spanwise direction by contraction and expansion operations. 33 points are allocated uniformly along the span. A uniform laminar inflow is used and convective and no-stress boundary conditions are employed at the exit and each side wall, respectively. About 110 seconds on 4 CPUs of SGI Origin 300 are used per time step, and this is only about 10% more than that measured by the solver based on the two-dimensional generalized curvilinear coordinate coupled with a straight third direction and with the same number of mesh points.

Figure 6 shows snap-shots of instantaneous vortical structures behind the tapered cylinder observed in both experiments (Piccirillo & Van Atta 1993) and the present
Figure 6. Instantaneous vortical structures behind a tapered circular cylinder: (a) water tunnel flow visualization (Piccirillo & Van Atta 1993); (b) $\lambda_2$ vortex identification from computational results.

Figure 7. (a) Time-history and (b) frequency energy-spectrum of the vertical velocity at $x/D_2 = 1, y/D_2 = 0, z/D_2 = 13.5$.

numerical simulation. The oblique vortex shedding is a hallmark of this flow observed experimentally, and the present numerical approach is shown to capture this phenomenon. In contrast to the laminar vortex shedding observed behind a straight cylinder, phase differences of the vortex shedding along the spanwise direction is clearly observed, and this complicates the downstream vortical structures. This phase difference accelerates the decay of downstream vortices due to enhanced mixing.

Figure 7 shows a typical velocity time-history and its auto-spectrum as a function of nondimensional frequency. The main Strouhal number is 0.203, which in good agreement with the experimental result ($fD_2/U_\infty = 0.204$) of Piccirillo & Van Atta (1993).

5. Summary

The incompressible Navier-Stokes equations have been formulated in a two-dimensional, generalized curvilinear coordinate system complemented by a third coordinate which varies smoothly. By requiring all the two-dimensional planes to be parallel in the perpendicular direction, the proposed approach significantly improves the geometric capability needed for treating complex flows. In particular, it alleviates the huge memory
requirement for metric coefficients and Jacobians in the use of structured meshes for fully three-dimensional geometries. The formulation can be easily adapted to an existing solver based on a two-dimensional generalized coordinate system coupled with a Cartesian third direction, with only a small increase in computational cost.
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Appendix. Quasi-generalized cylindrical transformation
The proposed quasi-generalized coordinate formulation can be extended to a cylindrical base coordinate system which can be particularly effective for treating rotating blades in turbomachines. Using the following transformation (see Fig. 8)

\[(x_1, x_2, x_3; \eta^1, \eta^2, \eta^3) = (z, l \cos \phi, l \sin \phi; x, \theta, r)\]

with the geometric constraint of \(z = z(x, \theta, r), l = l(r),\) and \(\phi = \phi(x, \theta, r),\) we can calculate the metric quantities as:

\[c^j_i = \begin{pmatrix}
  c^1_1 & c^1_2 & c^1_3 \\
  c^2_1 & c^2_2 & c^2_3 \\
  c^3_1 & c^3_2 & c^3_3
\end{pmatrix},\]

\[\gamma^j_i = \begin{pmatrix}
  \gamma^1_1 & \gamma^1_2 & \gamma^1_3 \\
  \gamma^2_1 & \gamma^2_2 & \gamma^2_3 \\
  \gamma^3_1 & \gamma^3_2 & \gamma^3_3
\end{pmatrix},\]

and

\[(x_1, x_2, x_3; \eta^1, \eta^2, \eta^3) = (z, l \cos \phi, l \sin \phi; x, \theta, r)\]

Figure 8. Schematic diagram of coordinate transformation from Cylindrical coordinates to curvilinear coordinates. Note that planes along the third directions \((r)\) are aligned in parallel.
where the numbers of partial derivative terms in $j, k$.

The constant $\Delta r$ or constant $l$ between each $x-\theta$ or $z-\phi$ planes results in the decoupled Jacobian (such that $J = \text{function}(r) \times \text{function}(x, \theta)$):

$$J = ll_r(z_\theta \phi_x - z_x \phi_\theta).$$

Geometric variation along the radial ($r$) direction can be implemented as considered in Section 3 so that the memory requirement is kept small.

In addition, similarly to the quasi-generalized coordinates based on a Cartesian coordinate system, the vanishing $\gamma_j^3$ and trigonometric relations significantly reduce the number of partial derivative terms in the transformed governing equations. Here we consider the equation for $i = 3$ to illustrate how the geometric constraint reduces computational cost compared to the fully generalized coordinate system.

$$\frac{\partial q^3}{\partial t} = \left( -\frac{1}{J} \gamma_1^3 \frac{\partial}{\partial \eta_j} J \frac{\partial}{\partial \eta_j} \right) \nu \frac{\partial}{\partial \eta_j} \frac{1}{J} c_k q_k q_j - \frac{1}{J} \gamma_3^3 \frac{\partial}{\partial \eta_j} \frac{1}{J} c_k q_k q_j = A$$

$$= 0$$

$$+ \alpha_{i j} \frac{\partial p}{\partial \eta_j}$$

$$+ \frac{1}{J} \frac{\partial}{\partial \eta_j} \alpha_{k j} \nu \frac{\partial}{\partial \eta_j} \frac{1}{J} c_k q_j$$

$$+ \frac{1}{J} \frac{\partial}{\partial \eta_j} \alpha_{i j} \nu \frac{\partial}{\partial \eta_j} \frac{1}{J} c_k q_k q_j$$

where the numbers of partial derivative terms in $A$ can be significantly reduced by the cancellation:

$$A = -\frac{1}{J} d_2^2 \left\{ \frac{\partial}{\partial \eta_j} \left[ \left( \cos \phi \cdot c_j^3 + \sin \phi \cdot c_j^3 \right) q^3 \frac{1}{J} q^j \right] - \frac{1}{J} \phi_{\eta j} q^j q^k \left( -\sin \phi \cdot c_j^3 + \cos \phi \cdot c_j^3 \right) \right\}$$

$$= -\frac{1}{J} d_2^2 \left\{ \frac{\partial}{\partial \eta_j} \left( l_r \frac{1}{J} q^j q^j \right) - \frac{1}{J} \phi_{\eta j} q^j l \left( \phi_j q^j + \phi_\theta q^2 + \phi_r q^3 \right) \right\},$$

where $j, k = 1, 2, 3$.

Similar cancellations can be achievable in the equations for $q^j$ and $q^2$. Therefore, the present quasi-generalized coordinate transformation also provides significantly reduced number of partial derivative terms as well as lower memory requirement in the cylindrical-base coordinates. However, it is worth to note that this reduction makes it difficult to keep the governing equations in the (weak) conservative form (c.f. the Navier-Stokes equations in cylindrical, non-curvilinear coordinates are expressed as non-conservative forms).
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On LES outflow conditions for integrated LES-RANS computations

By J. U. Schlüter and X. Wu

1. Motivation and objectives

For the numerical prediction of turbulent flows of industrial relevance two approaches are currently in use. One is based on the Reynolds-Averaged Navier Stokes (RANS) approach, which computes essentially an ensemble-average of the flow and uses a turbulence model to approximate all scales of turbulence. The other approach is that of Large-Eddy Simulations (LES), where the large scales of motion are resolved in time and space and only the smallest scales are modeled. Although LES is considered the more accurate approach, its application to a number of flow applications is prohibited by the increased computational costs. One way to combine both methods is the integrated LES-RANS approach, where two separate flow solvers, one RANS flow solver and one LES flow solver, are executed simultaneously, each computing a portion of a given domain (Schlüter et al. 2003; Schlüter et al. 2004a). This approach has been used for the computation of flows in gas turbines (Schlüter et al. 2004b; Schlüter et al. 2004c; Schlüter et al. 2004d). In these previous studies of flows in complex geometries, the RANS domain is upstream of the LES domain, and hence the LES has to use the RANS data to define its inflow.

For the following study we want to concentrate on the reverse case, where the LES domain is upstream of the RANS domain. The RANS solver receives flow data from the LES solver to define its inflow boundary conditions. In return, the upstream LES solver has to receive flow information from the downstream RANS flow solver. This last step is necessary in order to take into account the influence of the downstream flow development onto the flow in the LES domain. In previous years, we have developed LES outflow boundary conditions for integrated LES-RANS computations and tested these using a structured LES flow solver (Schlüter et al. 2002; Schlüter et al. 2004d). It has been demonstrated that the downstream flow can have a significant effect on the upstream flow features, and we have shown that the previously developed method of body forces can transfer the necessary flow information to the LES domain.

Here, we first recapitulate the method of body forces for integrated LES-RANS computations. We will then elaborate on the determination of the body force constant. Finally, we will report the implementation and validation of this method for unstructured flow solvers.

2. Body force method

In integrated LES-RANS computations we consider overlapping grids between the upstream LES and the downstream RANS. In the LES portion of the overlap region we can use virtual body forces to drive the LES solution to a RANS solution delivered by the downstream flow solver. This body force is employed on the right hand side of the momentum equations.
\[ F_1(x) = \sigma \left( \mathbf{u}_{i, \text{RANS}}(x) - \mathbf{u}_{i, \text{LES}}(x) \right) . \]  

(2.1)

In Eq. (2.1) \( \mathbf{u}_{i, \text{RANS}} \) is the vector of target velocities obtained from the RANS computation, \( \mathbf{u}_{i, \text{LES}} \) is the vector of time-averaged velocities from the LES computation, and \( \sigma \) is the body force constant.

This body force term is defined using a temporal mean velocity of the LES solution. This temporal mean can be determined by a trailing time-window over which the LES solution is time-averaged. This allows to correct the mean velocity of the LES solution while allowing for temporal fluctuations due to fine scale turbulence. This preserves the resolved turbulence in the body force volume.

The choice of \( \sigma \) controls the characteristic response time of the LES solution to a change in the outlet boundary condition. If \( \sigma \) tends to zero, the body force becomes essentially ineffective resulting in a drift of the outflow mean velocity profile towards the unforced solution. High values of \( \sigma \) lead to faster change to the desired velocity field, but may lead to numerical instabilities.

3. Estimation of body force constant \( \sigma \)

Previously, we gave a crude estimate for \( \sigma \) from the bulk velocity and the length of the forcing region (Schlüter et al. 2002). We now want to provide a more accurate estimate for the choice of \( \sigma \). This is carried out using a 1D analysis of the stationary Euler equations:

\[ \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = -\frac{\partial p}{\partial x} + \sigma \left( \langle u \rangle_{\text{RANS}} - \langle u \rangle_{\text{LES}} \right) . \]  

(3.1)

To simplify the equation, we assume a zero pressure gradient and a constant convection velocity \( u_B \). Furthermore, we assume that the flow is stationary, which makes \( \langle u \rangle_{\text{LES}} = u \). With \( \langle u \rangle_{\text{RANS}} = u_t \), the target velocity Eq. 3.1 becomes:

\[ u_B \frac{\partial u}{\partial x} = \sigma (u_t - u) . \]  

(3.2)

This ordinary differential equation can be solved analytically and leads to the following expression for \( u \):

\[ u(x) = u_t + (u_0 - u_t) \exp \left( -\frac{\sigma}{u_B} x \right) \]  

(3.3)

with \( u_0 \) being the velocity at the beginning of the forcing region.

We now want to determine \( \sigma \) so that at the end of the forcing region \( (x = l_F) \) the velocity difference is smaller than the relative error

\[ \epsilon = \left| \frac{u(l_F) - u_t}{u_t} \right| . \]  

(3.4)

Then, Eq. 3.3 leads to

\[ \sigma_{\text{min}} = \frac{u_B}{l_F} \ln \left( \frac{|u_0 - u_t|}{\epsilon u_t} \right) . \]  

(3.5)

Although this estimate for \( \sigma \) ensures the accuracy of the approach for steady flows, in truly unsteady coupled computations a higher value for \( \sigma \) should be used in order to decrease the time-lag in which the flow solution adjusts to the target velocity obtained from an unsteady downstream computation.

On the upper end, \( \sigma \) is limited by numerical stability considerations. Here, it is useful
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Figure 1. Geometry of the pipe test-case

to write $\sigma$ as an inverse time-scale $\tau_F$. The upper limit is then defined corresponding to the CFL-condition:

$$\sigma_{\text{max}} = \left(\frac{1}{\tau_F}\right)_{\text{max}} = \frac{u_c}{\Delta x_F}$$

with $\Delta x_F$ being the size of the smallest cell in the forcing region and $u_c$ is the local convection velocity in this cell.

4. Assessment of body force constant

In the following section we want to assess the influence of this constant. For this purpose we consider a pipe flow with diameter $D$, and length $5D$. The virtual body force is applied in a volume of length $2.5D$ at the end of the pipe flow and is used to force the flow to a solution which would not naturally occur in this flow. This setup corresponds to the original investigation of the body force method (Schlüter et al. 2001).

For this investigation we use a structured LES flow solver (Pierce & Moin 1998). The flow solver solves the filtered momentum equations with a low-Mach number assumption on an axisymmetric structured mesh. A second-order finite-volume scheme on a staggered grid is used (Akselvoll & Moin 1996). The subgrid stresses are approximated with an eddy-viscosity approach. The eddy viscosity is determined by a dynamic procedure (Germano et al. 1991; Moin et al. 1991). For numerical purposes a convective boundary condition is applied at the outlet plane of the LES domain.

The mesh for the pipe flow consists of $128 \times 32 \times 64$ cells. We consider a laminar flow at Reynolds-number $Re = 1000$.

Fig. 2 shows the results for a series of computations. The solid-crossed line shows the parabolic inlet profile corresponding to the solution of a fully-developed pipe flow. Without forcing, this would be the solution at any downstream location in the pipe. The circles denote an arbitrarily-chosen velocity profile, with the same mass flow rate as the inlet profile, which is to be matched at the outlet. Considering these two velocity profiles as the initial and the target velocity. For a desired accuracy of 1% ($\epsilon = 0.01$) this leads to:

$$\sigma_{\text{min}} = \frac{1.0}{2.5} \cdot \ln \left( \frac{\left| 2.0 - 0.75 \right|}{0.01 \cdot 0.75} \right) = 2.05$$

and

$$\sigma_{\text{max}} = \frac{1.0}{128} = 25.6$$

In order to show the robustness of the method to the choice of $\sigma$, several computations were performed with varying $\sigma$. Fig. 2 shows that with increasing $\sigma$ the accordance of
Figure 2. Laminar pipe flow: profiles of axial velocity at the outlet ($x/D = 5.0$) in dependance of body force constant $\sigma$. Solid lines with crosses: inlet profile. Symbols: imposed profiles. All other lines: LES solution at the outlet plane using different values of $\sigma$.

Figure 3. Laminar pipe flow: temporal development of body force in the outlet plane in dependance of body force constant $\sigma$.

The LES solution with the imposed profile improves. The solutions using $\sigma \geq \sigma_{\text{min}}$ show satisfactory results. Computations using a $\sigma = 35.0 > \sigma_{\text{max}}$ resulted in a diverging solution.

The temporal development of the body force dependent on the $\sigma$ is shown in Fig. 3. Here, the spatial average of the body force in the outlet plane is computed and normalized with the bulk velocity and the diameter. Above the minimum $\sigma$ the body force converges to the same residual body force that is needed to uphold the enforced velocity distribution. A higher body force allows the solution to converge in a shorter period of time.
5. Body force method for unstructured flow solvers

In order to prepare for integrated LES-RANS simulations of complex geometries, we implemented and validated the body force method in the unstructured LES flow solver CDP. Even though the underlying organization of an unstructured LES solver is more complex than a structured LES code, the local nature of the definition of the boundary treatment requires little additional work in for the porting process to unstructured solvers.

The LES flow solver used for this study is the CDP code (Ham et al. 2003; Moin & Apte 2004). The filtered momentum equations are solved on a cell-centered unstructured mesh and are second-order accurate. An implicit time-advancement is applied. The subgrid stresses are modeled with a dynamic procedure.

We want to validate the flow solver and the body force method on a swirl flow. Swirl is an important feature in combustor fluid dynamics, since it determines the mixing behavior as well as the evolving pressure field in the combustor. Its complexity and sensitivity to small changes makes it a challenging test-case.

The considered test-case corresponds to that of the experimental investigation of Dellenback et al. (Dellenback et al. 1986; Dellenback et al. 1988). The geometry is a pipe with a sudden axisymmetric expansion with a ratio in diameters of 1:2 leading to a area ratio of 1:4. The Reynolds-number is \( Re = 30,000 \) and the swirl number \( S = 0.6 \) with \( S \) defined as:

\[
S = \frac{1}{R} \frac{\int_0^R r^2 \langle \tilde{u} \rangle_x \langle \tilde{u} \rangle_\phi \, dr}{\int_0^R r \langle \tilde{u} \rangle_x^2 \, dr},
\]

where \( u_x \) is the axial velocity component, \( u_\phi \) the azimuthal velocity component, and \( R \) the radius of the nozzle. The LES inflow in the simulation was generated by using a swirling pipe flow database (Pierce & Moin 1998).

First, we will compute a reference LES solution using a computational domain sufficiently large to simulate this flow. This geometry will reach from \( x/D = -0.5 \) to \( x/D = 10 \) with the origin of the coordinate system at the center of the expansion. The comparison with experimental data will demonstrate the accuracy of the LES solver.

Then, we will compute a smaller domain by truncating the flow domain behind the expansion at \( x/D = 1.5 \). We will show that this domain is not sufficiently large to simulate this flow, since the influence of the outlet will disturb the flow solution.

Next, we will use a body force volume from \( x/D = 1.1 \) to \( x/D = 1.5 \) to drive the LES solution to the mean flow field as determined by the reference solution. We will show that the body force method is able to simulate the effect of the downstream domain.

Two different methods are used to determine the time-averaged LES solution \( \overline{u}_{i,\text{LES}} \) for Eq. 2.1. The first method uses an overall time-average using all available time-steps. This is the most accurate description for \( \overline{u}_{i,\text{LES}} \) for a statistically steady flow. However, we want to apply the integrated LES-RANS approach also to statistically unsteady flows. Hence, we will also use an average over a trailing time-window to determine \( \overline{u}_{i,\text{LES}} \), which allows for unsteadiness in the target solution.

Figure 4 shows the results of the reference solution. The LES solution (solid lines) matches well with the experimental data (symbols).

Figure 5 shows the axial velocity component for the simulations with the truncated domain. We can see that the simulations using a truncated domain without the body force (dashed lines) is disturbed by the proximity of the outflow and deviates from the reference solution. Using a body force (dotted lines and dashed dotted lines) corrects this
behavior and the solution tends towards the reference solution. We can also determine that the use of a trailing time-window for the determination of $\bar{u}_{f,LES}$ is as accurate as the use of the overall mean.

Figure 6 shows the tangential velocity component for these simulations. The effect of the domain truncation and the correction using a body force are even more apparent.

The results demonstrate that the influence of the downstream flow development on the upstream flow can be simulated using the body force method.

6. Conclusions

For integrated LES-RANS simulations the body force method has been previously developed in order to modify the LES outflow to take the flow development downstream of the LES domain into account.

Here, we gave an estimate for the body force constant $\sigma$ based on a 1D Euler analysis. We tested the influence of the body force constant on a simple test-case. Furthermore, we implemented the body force method into an unstructured LES solver. The implementation allows to move towards the computation of complex geometries with the integrated LES-RANS approach.
Figure 5. Influence of body force on flow development: axial velocity component. Solid lines: reference solution using full geometry. Dashed lines: geometry truncated at $x=1.5$, no body force used. Dotted lines: geometry truncated at $x=1.5$ using body force scheme with trailing time window. Dash-dotted lines: geometry truncated at $x=1.5$ using body force scheme without trailing time window. Results are for $x=-0.49, 0.25, 0.5, 0.75$ and $1.0$, respectively (row major).
Figure 6. Influence of body force on flow development: azimuthal velocity component. Solid lines: reference solution using full geometry. Dashed lines: geometry truncated at x=1.5, no body force used. Dotted lines: geometry truncated at x=1.5 using body force scheme with trailing time window. Dash-dotted lines: geometry truncated at x=1.5 using body force scheme without trailing time window. Results are for x=0.49, 0.25, 0.5, 0.75 and 1.0, respectively (row major).
These are important steps toward the use of integrated LES-RANS to applications of industrial relevance.
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Integrated RANS-LES of a realistic gas turbine compressor/combustor assembly

By J. U. Schlüter, X. Wu, S. Kim, J. J. Alonso and H. Pitsch

1. Motivation and objectives

In the development of a gas turbine, computational fluid dynamics (CFD) is usually used to predict the flow in single components of the engine, such as the compressor, the combustor, or the turbine. The simulation of the entire flow path of a gas turbine engine using today’s flow solvers is prohibited by the enormous computational costs. However, the increasing computational resources and the improved efficiency of future flow solvers puts the simulation of an entire engine within reach. In order for such a simulation to be useful in the design process, it has to deliver accurate results within a reasonable turnover time.

The goal of the Advanced Simulation and Computing (ASC) program of the Department of Energy (DoE) at Stanford is to develop high-performance flow solvers which are able to use highly parallel super-computers for the simulation of the entire flow path in an aircraft engine. However, considering the wide variety of the flow phenomena, which have to be simulated in the flow path of the engine, it is obvious that only the use of multiple specialized flow solvers, one for the turbo-machinery parts and one for the combustor, can guarantee appropriate efficiency and accuracy of a simulation. The reason for this is that the flow regimes and the turbulent scales vary dramatically in these two components. Most flow solvers used nowadays in the engine design process are specialized for one of the two tasks.

The flow field in the turbomachinery portions of the domain is characterized by both high Reynolds-numbers and high Mach-numbers. The accurate prediction of the flow requires the precise description of the turbulent boundary layers around the rotor and stator blades, including tip gaps and leakage flows. A number of flow solvers that have been developed to deal with this kind of problems have been in use in industry for many years. These flow solvers are typically based on the Reynolds-Averaged Navier-Stokes (RANS) approach. Due to the complexity of the flows in turbo-machinery, various parameters in the required turbulence models have to be adapted in order to provide accurate solutions. For turbomachinery flows, these parameters are usually well known, and hence, the flow solvers deliver reasonably good results.

The flow in the combustor, on the other hand, is characterized by detached flows, chemical reactions and heat release. The prediction of detached flows and free turbulence is greatly improved using flow solvers based on Large-Eddy Simulations (LES). While the use of LES increases the computational cost, LES has been the only predictive tool able to simulate these complex flows consistently. LES resolves the large scale turbulent motions in time and space and only the influence of the smallest scales, which are usually more universal and hence, easier to represent, has to be modeled (Ferziger 1996; Sagaut 2002). Since the energy containing part of the turbulent scales is resolved, a more accurate description of scalar mixing is achieved, leading to improved predictions of the combustion process (Veynante & Poinset 1996). LES flow solvers have been shown in the past to be
able to model simple flames and are currently adapted for use in gas turbine combustors (Poinset et al. 2001; Constantinescu et al. 2003).

Here, we want to predict multi-component effects, such as compressor-combustor instabilities, combustor-turbine hot-streak migration and combustion instabilities. The flow solvers describing the different components in the gas turbine have to run simultaneously, each computing a part of the domain, and periodically exchanging flow information at the interface (Fig. 1). The simultaneous execution of multiple parallel flow solvers requires the definition of an interface which allows for the exchange of flow information and a framework for well-posed boundary conditions in order to process the exchanged data.

The approach to couple multiple simulation codes has already been applied in different fields, most notably in global climate simulations (Trenberth 1992), and found recently more attention in other areas of mechanical engineering (Adamis et al. 1998). However, coupling RANS and LES flow solvers is a very recent approach and a unique method to construct an LES-RANS hybrid. While other LES-RANS hybrid approaches, such as Detached-Eddy Simulations (DES) (Spalart 2000) and Limited-Numerical Scales (LNS) (Batten et al. 2002) combine LES and RANS in a single flow solver, the approach to couple two existing flow solvers has the distinct advantage to build upon the experience and validation that has been put into the individual codes during their development, and also to run simulations in different domains at different time-steps.

In the current study we are presenting the coupling approach and apply it to a compressor-prediffuser geometry of a real Pratt & Whitney aircraft gas turbine engine. The interface between compressor and combustor constitutes the upstream interface of a full engine simulation (Fig. 1). The flow leaving the compressor enters first into the prediffuser of the combustor. The function of the prediffuser is to decelerate the flow with a maximum of pressure gain (Klein 1995). For this reason, prediffusers are operated close to the point of flow separation. The flow conditions in the prediffuser ultimately
influence the flow split in the combustor and determine the amount of air entering the combustion chamber through the fuel injector. Although the performance of the diffuser is influenced by the flow field leaving the compressor (Barker & Carrotte 2001a; Barker & Carrotte 2001b), little is known about the exact flow features at this location during the design phase of an engine. The reason for this is that the two components are usually developed in isolation and combined tests are done only in the final prototype assembly.

Here, we will apply the approach of multiple flow solvers to study the flow interactions between these two components. A RANS flow solver computing the final stage of the compressor is coupled with a LES flow solver computing the combustor. The flow in the turbomachinery parts is compressible and governed by the flow around the blades. Hence, a RANS flow solver is an appropriate tool to assess the flow in this section. On the other hand, the prediction of flow separation is facilitated in the LES approach. And while the flow in the current design is not separated, predictions of design modifications have to be able to assess these flow features accurately.

The present paper is organized in the following way:
(a) First, we describe the RANS and LES flow solvers as well as the interface and the boundary conditions.
(b) Then, the application of this approach to a generic compressor/diffuser geometry is shown.
(c) Finally, the approach is applied to a real Pratt & Whitney gas turbine engine geometry.

2. Flow Solvers and Interface

In the following we briefly present the computational framework of this study consisting of the flow solvers and the interface. A more comprehensive description of the interface can be found in Schlüter et al. (2003b) and Schlüter et al. (2004d).

2.1. RANS Flow Solver

The RANS flow solver used for this investigation is the TFLO code developed at the Aerospace Computing Lab (ACL) at Stanford. The flow solver computes the unsteady Reynolds Averaged Navier-Stokes equations using a cell-centered discretization on arbitrary multi-block meshes (Yao et al. 2000). The solution procedure is based on efficient explicit modified Runge-Kutta methods with several convergence acceleration techniques such as multi-grid, residual averaging, and local time-stepping. These techniques, multi-grid in particular, provide excellent numerical convergence and fast solution turnaround. Turbulent viscosity is computed from a $k - \omega$ two-equation turbulence model. The dual-time stepping technique (Jameson 1991; Alonso et al. 1995; Belov et al. 1996) is used for time-accurate simulations that account for the relative motion of moving parts as well as other sources of flow unsteadiness.

2.2. LES Flow Solver

The LES flow solver used for the current study is the CDP code developed at the Center for Turbulence Research (CTR) at Stanford. The filtered momentum equations are solved on a cell-centered unstructured mesh and are second-order accurate. An implicit time-advancement is applied. The subgrid stresses are modeled with a dynamic procedure.
2.3. Interface

Part of the efforts to integrate these flow solvers is the definition of the interface. The optimization of the communication and the processing of the exchanged data to meaningful boundary conditions are some of the challenges encountered. In previous work interface routines have been established and validated with simple geometries (Shankaran et al., 2001; Schlüter et al. 2003c; Schlüter et al. 2004d).

The interface used for establishing a connection between the flow solvers consists of routines following an identical algorithm in all flow solvers. The message passing interface MPI is used to create communicators, which are used to communicate data directly between the individual processors of the different flow solvers. This means that each processor of one flow solver can communicate directly with all of the processors of the other flow solvers. This requires the interface routines to be part of the source code of all flow solvers. A detailed description of the common algorithms can be found in Schlüter et al. (2003a) and Schlüter et al. (2004d).

In a handshake routine, each processor determines whether its domain contains points on the interface. The location of these points are sent to all processors of the other peer flow solvers. The processors of the peer flow solvers then determine and communicate back, whether the received points are within their own domain. During the actual flow computation all processors communicate data for a common point directly with each other.

The approach of embedding the interface into the source code of each flow solver has been chosen for its efficiency in the communication process. Alternative solutions would be to use a third code, which organizes the communication between the flow solvers, or to limit the peer-to-peer communication to the root processes of each flow solver. While the latter two solutions are usually easier to implement, they cause more communication processes and slow down the computation.

2.4. Boundary Conditions

The definition of the boundary conditions requires special attention, especially on the LES side, due to the different physical modeling approaches. Since on the LES side a part of the turbulent energy spectrum is resolved, the challenge is to regenerate and preserve the turbulence at the boundaries. At the LES outflow, a body force method has been developed to impose RANS solutions at the outflow of the LES domain (Schlüter et al., 2002a; Schlüter et al. 2004b).

At the LES inflow boundary, the challenge is to prescribe transient turbulent velocity profiles from ensemble-averaged RANS data. Simply adding random fluctuations to the RANS profiles miss the temporal and spatial correlations of real turbulence and are dissipated very quickly. Instead, a data-base of turbulent fluctuations is created by an auxiliary LES computation of a periodic turbulent pipe flow. The LES inflow boundary condition can then be described by scaling the data base solution to the RANS mean profiles and velocity fluctuations (Schlüter et al., 2004a).

On the RANS side, inlet and exit boundary condition are applied using the time-averaged solution from the LES side. More advanced boundary conditions are under investigation (Kim et al. 2004).
2.5. Validation

In the past, we have reported the validation of the flow solvers and the interface. The multi-block RANS flow solver TFLO has been in use for turbomachinery applications for several years. The description of the flow solver and some validation studies have been reported by Yao et al. (Yao et al. 1998; Yao et al. 2000). The unstructured LES flow solver CDP has been validated separately with a focus on combustor simulations (Ham et al. 2003; Moin & Apte 2004; Wu et al. 2004). The validation for the interface has been performed for integrated simulations on simplified geometries (Schlüter & Pitsch 2002b; Schlüter et al. 2003b; Schlüter et al. 2004d). The necessary boundary conditions for integrated simulations have been validated in detail (Schlüter et al. 2004a; Schlüter et al. 2004b; Kim et al. 2004).

3. Integrated RANS-LES of the NASA Stage 35/Diffuser

In this section we demonstrate the value of coupled RANS-LES computations for gas turbine applications. The test-case is that of the NASA Stage 35 compressor that we extended behind the stators with a diffuser. This geometry has been studied by Schlüter et al. (2003d; 2004c). Previous studies have demonstrated the capability of the integrated RANS-LES approach to simulate this kind of geometry. Here, we want to focus on demonstrating the advantages such an approach may give in comparison to simulations of the single components.

3.1. Geometry

The compressor geometry for the computed test-case corresponds to that of a modified NASA Stage 35 experimental rig, which consists of a rotor with 46 rotor blades and a stator with 36 stator vanes. In order to simplify this geometry, the rotor stage has been rescaled to a 36 blade count, which allows to compute an axisymmetric segment of 10° using periodic boundary conditions at the corresponding azimuthal planes.

For this integrated computation, the rotor tip-gap has been closed in order to decrease the overall computational costs. The inclusion of the tip-gap is addressed in the TFLO
flow solver and poses no additional problem from the integration point of view. The RANS time step was chosen to resolve one blade passing with 50 intervals.

On the LES side, we use the structured LES flow solver developed at CTR. A more comprehensive description of the geometry, the mesh topology and the flow conditions, as well as some results on the main flow features (see also Fig. 3) can be found in Schlüter et al. (2003d).

Here, we assess the value of integrated RANS-LES simulations for this geometry. We will perform an integrated RANS-LES simulation of the entire domain. Then, we will use the computed flow field at the inlet of the diffuser to define the inflow boundary conditions for a separate, uncoupled LES simulation of the diffuser. The comparison of the integrated RANS-LES with the separate LES will give an insight on the importance of the flow development in the compressor on the diffuser flow.

3.2. Results

The integrated RANS-LES computations were carried out using 64 processors for TFLO and 16 processors for the structured LES flow solver. Eight blade passings were computed in 60 hours of wall clock time using an IBM Power3. The uncoupled LES computations were performed on 32 processors in 10 hours wall clock time computing a physical time-span equivalent to 5 blade passings.

Figure 4 compares the flow development in the diffuser for the two different simulations. The solid lines represent the uncoupled LES computation. The inlet velocity profile and the level of turbulence has been specified according to the time-averaged RANS solution at the outlet of the compressor. This solution has been retrieved from the integrated solution and is used to specify the inlet boundary conditions of the uncoupled LES computation. The turbulence in this inlet plane is added to the mean velocity profile using the method of Schlüter et al. (2004d) using the identical turbulence inflow data base as in the integrated RANS-LES. The profiles of velocity fluctuations contain the turbulence modeled by the RANS turbulence model as well as the long-wave flow modulation, which is resolved in the RANS computation. The dashed lines are from the LES domain of the coupled RANS-LES computation, which means, that at each RANS time step the LES inflow is updated according to the unsteady solution in the compressor.

Comparing the velocity profiles at the inlet plane, we can see that both solutions are identical. However, further downstream both solutions are distinctively different.

The profiles of the velocity fluctuations show a similar behavior. At the inlet, both profiles are identical. Here, already shortly downstream, the velocity fluctuations are much larger in the integrated RANS-LES computation. This can be explained with the fact that in the integrated RANS-LES unsteady flow features from the compressor are transferred to the LES. This results in temporarily stronger gradients. The production of turbulence is determined as: \( P = u'_i u'_j \frac{\partial u'_i}{\partial x_j} \) and depends on these gradients. Hence, in the coupled RANS-LES simulation the RANS simulation does not only provide turbulent energy in its turbulence model, but also the potential to create more turbulence in the unsteady mean velocity gradients. In the current case, the additional turbulence production leads to a different turbulence field which results in a different mean flow field than in the uncoupled LES computation. This demonstrated that in the current case of the NASA Stage 35/diffuser the use of an integrated RANS-LES can improve the prediction of the diffuser flow.
3.3. Pratt & Whitney Engine Geometry

In the previous sections we presented the coupled RANS-LES approach and its application to a simplified compressor geometry. Here, we want to demonstrate this approach using a real engine geometry.

The geometry considered is that of a Pratt & Whitney aircraft engine (Fig. 5 & 6). Here, we present a simulation of the last stage of the high pressure compressor consisting of one rotor and the exit guide vanes (EGV) using the RANS approach. This RANS simulation is coupled with a LES of the prediffuser and the entire combustor. We chose to simulate the entire combustor including the fuel injector, since the flow blockage by the fuel injector and the resulting flow split is considered to be important for the performance of the diffuser (Barker & Carrotte 2001a; Barker & Carrotte 2001b; Klein 1995). However, the flow in the combustion chamber is non-reactive. The computation of reactive flows has been already demonstrated for this geometry (Moin & Apte 2004), but we consider it as not necessary for the purpose of the present demonstration.

The geometry is a 20° segment of the full engine geometry, which means that we compute one fuel injector. The blade count of the last stage of the compressor was rescaled to fit the 20° segment, and four rotor blades and seven exit guide vanes are computed in total. The RANS mesh consists of 500,000 cells in a structured multi-block mesh.

The complexity of the combustor geometry requires the use of the unstructured LES flow solver CDP. The combustor mesh consists of 3,000,000 unstructured mesh cells and
is refined in the diffuser part. The mesh resolution in the prediffuser was chosen to correspond approximately to the coarse mesh resolution of the diffuser simulation (Wu et al. 2004).

The computation of 10 blade passings was performed using 128 processors on an IBM SP3. One blade passing needed 10 hours wall clock time. The entire computation was performed within one week.

Figures 7 and 8 show a flow visualization of this computation. For this visualization, the computed 20° segment is shown several times in different azimuthal locations in order to present a picture of a 360° engine. In the combustor, isosurfaces of the axial velocity demonstrate the level of detail of the flow simulation in the combustor. In the compressor and the prediffuser, a clip plane at 50% span of the exit guide vane (EGV) shows the axial velocity distribution. The most dominant flow feature at the interface is the propagation of the wakes of the EGV into the prediffuser. The wakes create large scale turbulent structures inside the prediffuser. Figure 9 shows a close-up of the axial velocity contours at the interface.

This computation of the Pratt & Whitney real engine geometry is the first of its kind. Simulations of this portion of a gas turbine usually encounter difficulties, either in the description of the compressor flow, which can be computed only by a RANS approach, or the representation of the diffuser flow, which needs to capture the possible presence of flow detachment accurately and is largely improved by the use of LES.
The current state-of-the-art in diffuser simulations uses either radial profiles obtained from experiments or steady state data from uncoupled RANS simulations of the compressor. The integrated simulation allows not only to obtain a more precise representation of the compressor flow, but also to simulate the geometries accurately without the need of input from experiments.

4. Conclusions

In this study we presented an approach to couple two separate flow solvers, one based on the RANS approach, the other based on LES, to improve flow predictions of complex flows. As an example, we investigated the flow leaving the compressor and entering the diffuser. We have validated the interface and the flow solvers extensively in previous studies. Here, we applied the multi-code coupling approach to a compressor-combustor geometry.

First, a computation of a simplified compressor/diffuser geometry demonstrated the basic flow features of such a geometry and showed the value of coupled RANS-LES for this application.

Then, the approach was applied to a real engine geometry. Basic flow features of this flow configuration were identified.

The integrated RANS-LES environment provides a computational test bench for the assessment of complex flow interactions, such as those of the compressor/combustor coupling in an aircraft gas turbine engine.
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Variational multiscale large eddy simulation of turbulent flows using a finite volume method

By V. Gravemeier

1. Motivation and objectives

The variational multiscale method represents a general approach for problems in computational mechanics which give rise to broad ranges of scales, see Hughes et al. (1998). The basic concept differentiates a predefined number of scale groups. This theoretical framework has also been applied to the problem of the incompressible Navier-Stokes equations in Hughes et al. (2000) in order to facilitate large eddy simulation (LES) of turbulent flows. In Collis (2001) and Gravemeier (2003), the variational multiscale method for LES has recently been broadened by raising the number of separated scale groups to three. Such a three-scale separation accounts specifically for large resolved scales, small resolved scales, and unresolved scales.

Apart from the initial separation and potentially different treatment of the respective scale ranges, two important aspects characterize the variational multiscale LES. Firstly, a variational projection separates scale ranges within the variational multiscale method rather than a spatial filter as in traditional LES. Secondly, the (direct) influence of the subgrid-scale model is confined to the small resolved scales. Thus, the large resolved scales are solved as a direct numerical simulation (DNS), i.e. without any (direct) influence of the modeling term. Of course, the large resolved scales are still influenced indirectly by the subgrid-scale model due to the inherent coupling of all scales.

At this stage, it should be pointed out that the variational multiscale method is essentially a theoretical framework for the separation of scales. Corresponding practical implementations within the variational multiscale framework are still rare. For such practical methods, it is crucial that a clear separation of the different scale ranges is actually achieved. The scale-separating approach developed in this work is implemented into the CDP-α code. Underlying this code is a finite volume method particularly suited for applications on unstructured grids. Please consult e.g. Ham et al. (2003) for further information concerning CDP-α. Within this computational environment, the separation of scales is developed in this work. A general class of scale-separating operators based on combined multigrid operators in a two-grid procedure is proposed here in order to replace spatial filters or their discrete analogs, respectively, which are widely used in classical LES. One particular representative of this class has the important property of a projector. A projector of this type has also been addressed in Koobus & Farhat (2004) as well as Vreman (2004).

The proposed methods of this work are applied to the case of a turbulent channel flow and compared to the DNS data in Moser et al. (1999). Turbulent channel flow has already served as one of the first test cases for variational multiscale LES in Hughes et al. (2001). That study was later complemented by Oberai & Hughes (2002) reporting the case \( Re_x = 590 \). A further study in Jeanmart & Winckelmans (2002) compares the subgrid-scale modeling approach of the variational multiscale method with other modeling approaches in the context of a turbulent channel flow. All of the aforementioned studies have one
important aspect in common: the use of a spectral method with higher-order accuracy in the homogeneous $x_1$-$x_3$-planes of the channel. In this work, the method applied is of second-order accuracy overall without any special treatment for the homogeneous planes of the channel. With regard to future applications in more complex geometries, performance of the variational multiscale LES within such a numerical environment is the more relevant test case, since spectral methods are by no means suited to such applications. The introduction of a generally larger numerical error due to the use of a second-order accurate method, combined with a relatively coarse discretization, has been investigated in Kravchenko & Moin (1997) at a high Reynolds number channel flow ($Re_z = 1000$). Similar evaluations have also been reported in Shah & Ferziger (1995) for a flow at very high Reynolds number $Re_z = 1800$ as well as in Terracol et al. (2001) for flows at Reynolds numbers $Re_z = 180$ and $Re_z = 590$.

This work basically follows the general guideline expressed in the idea that there exists an inherent link between, on the one hand, physically motivated turbulence modeling and, on the other hand, numerically motivated modeling to account for inevitable errors due to an inadequate discretization. A combined strategy relying on this observation has already been pointed out as a very promising tool in Colli (2001) and Gravemeier (2003). A detailed study of the approach to be presented in this work has recently been completed in Gravemeier (2004).

2. Variational three-scale formulation

A variational form of the incompressible Navier-Stokes equations reads

$$B_{NS}(v, q; u, p) = (v, f)_\Omega \quad \forall (v, q) \in \mathcal{V}_{up}$$

(2.1)

where $\mathcal{V}_{up}$ denotes the combined form of the weighting function spaces for velocity and pressure in the sense that $\mathcal{V}_{up} := \mathcal{V}_u \times \mathcal{V}_p$. The bilinear form $B_{NS}(v, q; u, p)$ on the left hand side is hereby defined as

$$B_{NS}(v, q; u, p) = \int_\Omega v \frac{\partial u}{\partial t} \, d\Omega + \int_\Omega v \nabla \cdot (u \otimes u) \, d\Omega + \int_\Omega v \nabla p \, d\Omega$$

$$- \int_\Omega v \nu \Delta u \, d\Omega - \int_\Omega q \nabla \cdot u \, d\Omega$$

(2.2)

where $v$ and $q$ denote the weighting functions. The $L_2$-inner product in the domain $\Omega$ on the right hand side is defined as usual:

$$(v, f)_\Omega = \int_\Omega v f \, d\Omega$$

(2.3)

The scales of the problem are now separated into three scale ranges as proposed in Colli (2001), Gravemeier (2003), and Gravemeier et al. (2004): the large resolved scales, small resolved scales, and unresolved scales. In terms of the underlying weighting and solution function spaces $\mathcal{V}_{up}$ and $\mathcal{S}_{up}$, this scale separation yields

$$\mathcal{V}_{up} = \nabla_{up} \otimes \mathcal{V}_{up} \otimes \hat{V}_{up}$$

(2.4)

$$\mathcal{S}_{up} = \nabla_{up} \otimes \mathcal{S}_{up} \otimes \hat{S}_{up}$$

(2.5)

According to this, the weighting functions read

$$v = \nabla + v' + \hat{v} \quad q = \hat{q} + q' + \hat{q}$$

(2.6)
and, analogously, the solution functions are composed as
\[ u = \overline{u} + u' + \hat{u}; \quad p = \overline{p} + p' + \hat{p} \quad (2.7) \]

Due to the linearity of the weighting functions, the variational equation (2.1) may now be decomposed into a system of three variational equations reading
\[
B_{NS}(\nabla, \overline{\eta}; \overline{u} + u', \overline{p} + p' + \hat{p}) = (\nabla, f)_{\Omega} \quad \forall (\nabla, \overline{\eta}) \in \nabla_{up} \quad (2.8)
\]
\[
B_{NS}(\nabla', \overline{\eta}'; \overline{u} + u', \overline{p} + p' + \hat{p}) = (\nabla', f')_{\Omega} \quad \forall (\nabla', \overline{\eta}') \in \nabla'_{up} \quad (2.9)
\]
\[
B_{NS}(\nabla, \overline{\eta}'; \overline{u} + u', \overline{p} + p' + \hat{p}) = (\nabla, \hat{f})_{\Omega} \quad \forall (\nabla, \overline{\eta}') \in \hat{\nabla}_{up} \quad (2.10)
\]

Furthermore, it is assumed that
\[ B_{NS}(\nabla, \overline{\eta}; \overline{u}, \hat{p}) \approx 0 \quad (2.11) \]

relying on a clear separation of the large-scale space and the space of unresolved scales. Likewise, the opposite projection is assumed to be
\[ B_{NS}(\nabla, \overline{\eta}; \overline{u}, \hat{p}) \approx 0 \quad (2.12) \]

This leads to a simplified equation system by changing (2.8) to
\[ B_{NS}(\nabla, \overline{\eta}; \overline{u} + u', p + p') = (\nabla, f)_{\Omega} \quad \forall (\nabla, \overline{\eta}) \in \overline{\nabla}_{up} \quad (2.13) \]
and (2.10) to
\[ B_{NS}(\nabla, \overline{\eta}; \overline{u} + u', p + p') = (\nabla, \hat{f})_{\Omega} \quad \forall (\nabla, \overline{\eta}') \in \hat{\nabla}_{up} \quad (2.14) \]

whereas (2.9) remains unchanged.

It is not intended to resolve anything called unresolved a priori. Taking into account the effect of the unresolved scales onto the small scales is the only desire. Some alternatives lend themselves for this purpose as shown in Gravemeier (2003), but the focus here will be on the subgrid viscosity approach as a usual and well-established way of taking into account the effect of unresolved scales in classical LES. The small-scale equation (2.9) then reads
\[ B_{NS}(\nabla', \overline{\eta}'; \overline{u} + u', \overline{p} + p') - (\nabla', \nu^T \Delta u')_{\Omega} = (\nabla', f')_{\Omega} \quad \forall (\nabla', \overline{\eta}') \in \overline{\nabla}_{up} \quad (2.15) \]

Due to assumption (2.11), the subgrid viscosity term directly acts only on the small resolved scales. Indirect influence on the large resolved scales, however, is ensured due to the coupling of the large- and the small-scale equations. Appropriate modeling approaches for the subgrid viscosity \( \nu^T \) will be discussed in section 4. Note that the reason for introducing a model term in the variational formulation is mathematically different from the usual necessity of introducing a model term due to the appearance of a subgrid-scale stress tensor in the strong formulation of the Navier-Stokes equations in a classical LES. Nevertheless, the physical necessity to account for the missing effect of unresolved scales onto the resolved scales is the same in both cases.

The variational equations above may serve as the starting point for either a finite element formulation or a finite volume formulation, but the focus here is on the finite volume method. The presupposition for the application of the finite volume method is a discretization of the domain \( \Omega \) into \( n_c \) control volumes \( \Omega_i (i = 1, \ldots, n_c) \) with control volume boundaries \( \Gamma_i \). The weighting functions are chosen to be
\[ \psi^h = \sum_i \psi_i^h; \quad q^h = \sum_i q_i^h \quad (2.16) \]
where
\[ \mathbf{v}_i^h = 1; \quad q_i^h = 1 \quad \text{in} \quad \Omega_i \]  
(2.17)
and zero elsewhere. In (2.17), 1 explicitly means that each component of \( \mathbf{v}_i^h \) is of unit value. The characteristic control volume length of the discretization is \( h \). With these definitions at hand, the variational equation (2.1) may likewise be formulated for each \( \mathbf{v}_i^h \) and \( q_i^h \) such that
\[ B_{NS} (\mathbf{v}_i^h, q_i^h; \mathbf{u}^h, p^h) = (\mathbf{v}_i^h, f)^\Omega \quad \forall (\mathbf{v}_i^h, q_i^h) \in \mathcal{V}_{up}^h \]  
(2.18)
where the bilinear form on the left hand side is obtained from (2.2) after applying Gauss’ theorem to the convective term, the pressure term, the viscous term, and the continuity term according to
\[ B_{NS} (\mathbf{v}_i^h, q_i^h; \mathbf{u}^h, p^h) = \int_{\Omega} \mathbf{v}_i^h \frac{\partial \mathbf{u}^h}{\partial t} \, d\Omega + \int_{\Gamma_i} \mathbf{v}_i^h (\mathbf{u}^h \otimes \mathbf{u}^h) \cdot \mathbf{n} \, d\Gamma + \int_{\Gamma_i} \mathbf{v}_i^h p^h \mathbf{n} \, d\Gamma \\
- \int_{\Gamma_i} \mathbf{v}_i^h \nu \mathbf{n} \cdot \nabla \mathbf{u}^h \, d\Omega - \int_{\Gamma_i} q_i^h \mathbf{u}^h \cdot \mathbf{n} \, d\Omega \]  
(2.19)
where \( \Gamma_i \) denotes the boundary of the support of \( \mathbf{v}_i^h \) and \( q_i^h \), respectively, and \( \mathbf{n} \) the respective outward normal vector of unit length to this boundary of support.

The scale separation to be presented in section 3 relies on a level of complete resolution indicated by the characteristic control volume length \( h \). In terms of the velocity, this reads
\[ \mathbf{u}^h = (\mathbf{u} + \mathbf{u}')^h \]  
(2.20)
With respect to this complete resolution level, a large-scale resolution level is identified \textit{a priori}. This level is characterized by the control volume length \( \overline{h} \) and, accordingly, yields a large-scale velocity \( \mathbf{u}^{\overline{h}} \). The small-scale velocity is consistently defined as
\[ \mathbf{u}^{sh} = \mathbf{u}^h - \mathbf{u}^{\overline{h}} \]  
(2.21)
Accordingly, a large-scale weighting function
\[ \mathbf{v}^{\overline{h}} = \sum_i \mathbf{v}_i^{\overline{h}} \]  
(2.22)
where
\[ \mathbf{v}_i^{\overline{h}} = 1 \quad \text{in} \quad \overline{\Omega}_i \]  
(2.23)
and zero elsewhere is introduced. \( \overline{\Omega}_i \) denotes the \( i \)-th control volume of the discretization with the characteristic control volume length \( \overline{h} \). Reunifying the large-scale equation (2.13) and the small-scale equation (2.15) with the subgrid viscosity term on the basis of the preceding finite volume formulation yields a final equation which may be written in compact form with the help of (2.21) as
\[ B_{NS} (\mathbf{v}_i^h, q_i^h; \mathbf{u}^{\overline{h}}, p^h) - (\mathbf{v}_i^h, \nu \mathbf{T} \mathbf{n} \cdot \nabla \mathbf{u}^{sh})_{\Gamma_i} \]
\[ = B_{NS} (\mathbf{v}_i^h, q_i^h; \mathbf{u}^{\overline{h}}, p^h) - (\mathbf{v}_i^h, \nu \mathbf{T} \mathbf{n} \cdot \nabla (\mathbf{u}^h - \mathbf{u}^{\overline{h}}))_{\Gamma_i} + (\mathbf{v}_i^{\overline{h}}, \nu \mathbf{T} \mathbf{n} \cdot \nabla (\mathbf{u}^h - \mathbf{u}^{\overline{h}}))_{\Gamma_i} \]
\[ = (\mathbf{v}_i^h, f)^\Omega \quad \forall (\mathbf{v}_i^h, q_i^h) \in \mathcal{V}_{up}^h; \quad \mathbf{v}_i^{\overline{h}} \in \mathcal{V}_{up} \]  
(2.24)
where the boundary \( \Gamma_i \) is split up into a large-scale boundary \( \overline{\Gamma}_i \) and, accordingly, a small-scale boundary subject to
\[ \Gamma_i' = \Gamma_i - \overline{\Gamma}_i \]  
(2.25)
These boundaries are illustrated in the figure at the end of the subsequent section. The inherent scale separation remains obvious in (2.24) merely due to the subgrid viscosity term.

3. Separation of scales

As a geometrical basis for the present approach, two grids are created: a coarser grid, which is called the ‘parent’ grid, and a finer grid, which is called the ‘child’ grid. The child grid is obtained by an isotropic hierarchical subdivision of the parent grid similar to the procedure described in Mavriplis (1997). In contrast to the usual parent-child relationship in multigrid solvers where the parent needs to know only the number of its children, a complete parent-child knowledge base is set up here, i.e. every parent knows about every child and vice versa. Hybrid unstructured meshes may contain tetrahedra, hexahedra, prisms, and pyramids. However, only two different types of faces, namely triangles and quadrangles, occur for these 4 different types of control volumes. Based on the fact that a factor of 2 is most often used in a dynamic modeling procedure for the relation of the cutoff length scale for the large resolved scales to the one for all resolved scales, an subdivision procedure using this factor is chosen. Both a parent triangular face and a parent quadrangular face subdivided isotropically result in four child faces of the same type. For the actual 3-D control volumes, isotropic subdivision of either a parent tetrahedron or hexahedron, for example, both results in 8 children. A parent hexahedron along with its 8 child hexahedra is depicted in Fig. 1. Illustrations of subdivided tetrahedra, prisms, and pyramids may be found in Mavriplis (1997). Obviously, this kind of refinement is not restricted to a subdivision by factor 2. Other integer factors (e.g. 3 or 4) may be applied, and result in considerably lower ratios of the spaces containing the large resolved scales to the spaces containing the small resolved scales.

The general class of scale-separating operators based on multigrid operators reads

\[
\mathbf{\bar{u}}^h = S^m \left[ \mathbf{u}^h \right] = P \circ R \left[ \mathbf{u}^h \right] = P \left[ \mathbf{\bar{u}}^n \right] \tag{3.1}
\]

where the scale-separating operator \( S^m \) consists of the sequential application of a restriction operator \( R \) and a prolongation operator \( P \). Applying the restriction operator on \( \mathbf{u}^h \) yields a large-scale velocity \( \mathbf{\bar{u}}^h \) defined at the degrees of freedom of the parent grid which is then prolonged in order to obtain a large-scale velocity \( \mathbf{\bar{u}}^n \) defined at the degrees of freedom of the child grid. Various restriction operators as well as prolongation operators may be used in (3.1). However, the attention is focused on two special combinations of restriction and prolongation operators. Both of them rely on the same restriction operator, but apply different prolongation operators afterwards. The restriction operator is
defined to be a volume-weighted average over all the child control volumes within one
parent control volume subject to

\[ \bar{u}^h_j = \frac{\sum_{i=1}^{n_{cop}} |\Omega_i| u^h_i}{\sum_{i=1}^{n_{cop}} |\Omega_i|} \]  \hspace{1cm} (3.2) 

where \( \bar{u}^h_j \) denotes the large-scale velocity at the center of the parent control volume \( \Omega_j \)
and \( n_{cop} \) the number of child control volumes in \( \Omega_j \). The first prolongation operator \( P^p \)
yields a constant prolongation, i.e.

\[ \bar{u}^h_i = P^p [\bar{u}^h_j]_i = \bar{u}^h_j \quad \forall \Omega_i \subset \Omega_j \]  \hspace{1cm} (3.3) 

and zero elsewhere. The scale-separating operator defined as

\[ S^{pm} := P^p \circ R \]  \hspace{1cm} (3.4) 

has the property of a projector indicated by the additional superscript \( p \). The second
prolongation operator considered in this work yields a linear prolongation subject to

\[ \bar{u}^i_j = P^s [\bar{u}^h_j]_i = \bar{u}^h_j + \nabla^h \bar{u}^h_j (r_j - r_i) \quad \forall \Omega_i \subset \Omega_j \]  \hspace{1cm} (3.5) 

and zero elsewhere. The vectors \( r_i \) and \( r_j \) denote geometrical vectors pointing to the
centers of the child control volume \( \Omega_i \) and the parent control volume \( \Omega_j \), respectively.
\( \nabla^h \) describes the discrete gradient operator on the parent grid. Due to this, values from
neighbouring parent control volumes and, consequently, child control volumes contained in
these neighbouring parent control volumes influence the final large-scale value in the
child control volume \( \Omega_i \). Hence, \( P^s \) does not provide us with a projective scale-separating
operation as shown in Gravemeier (2004). It rather produces some kind of smoothing
prolongation, which is indicated by the additional superscript \( s \). The complete scale-
separating operator is defined as

\[ S^{sm} := P^s \circ R \]  \hspace{1cm} (3.6) 

Nevertheless, \( S^{sm} \) exhibits a fundamentally different character than usual discrete smooth filters.

The validity of (2.24) in a complete sense with respect to the subgrid viscosity term
remains to be analyzed. In Gravemeier (2004), it is demonstrated that discrete smooth filters, in contrast to the scale-separating operators based on combined multigrid operators, do not satisfy (2.24) in a strict sense due to the fact that the third term in the second line of (2.24) cannot be represented. Nevertheless, there is also a crucial difference between \( S^{pm} \) and \( S^{sm} \) in this context: there is no large-scale (subgrid) viscous flux
for \( S^{pm} \) across the small-scale boundary subject to (2.25), see Gravemeier (2004). As a result,
(2.24) may be specified for \( S^{pm} \) as

\[ B_{NS} (\nu_i^h, q_i^h; \Pi^h, \nu^h) - (\nu_i^h, \nu^T n \cdot \nabla u^h)_{\Gamma_i} = (\nu_i^h, f)_{\Omega} \]  \hspace{1cm} (3.7) 

In Fig. 2, the definition of large- and small-scale boundaries in the finite volume method
is visualized for the 2-D case. The large-scale weighting function \( v^h \) is exclusively defined
on the large-scale boundaries belonging to the parent control volume as shown in Fig.
2(a). The small-scale weighting function \( \nu^h \) is exclusively defined on the inner boundaries
of the child control volumes, see Fig. 2(b).
4. Subgrid-scale modeling within the multiscale environment

Adopting the usual filter-related notation for the Smagorinsky model to the underlying situation where the resolved part of the velocity is defined by the discretization with characteristic length scale \( h \), the subgrid viscosity can be expressed as

\[
\nu^T = (C_S h)^2 | \varepsilon (u^h) | \tag{4.1}
\]

The actual evaluation of (4.1) is performed in every control volume using the respective characteristic length scale, so that a value for \( \nu^T \) in every control volume is obtained. Despite the well-known flaws of the constant-coefficient Smagorinsky, the integration of this simple model within the framework of the variational multiscale method has already led to good results for a number of test cases. The present study focuses on the specific modification of the model restricting the dependence on the small scales subject to

\[
\nu^T = (C_S h)^2 | \varepsilon (u^h) | = (C_S h)^2 | \varepsilon (u^h - \overline{u^h}) | \tag{4.2}
\]

which has been named ‘small-small’ model in Hughes et al. (2000) and seems to be the most natural version within the multiscale formalism. The constant \( C_S \) is chosen to be 0.1.

The dynamic modeling procedure proposed in Germano et al. (1991) enables a computation of the constant \( C_S \) as a function of time and position. It is interesting to note that the dynamic modeling procedure already distinguishes large resolved scales, small resolved scales, and unresolved scales explicitly. This mirrors the type of scale separation in the variational three-scale formulation.

Due to the pointwise formulation of the classical Germano identity, the dynamic procedure starts with a spatially discretized strong form of the Navier-Stokes equations. The spatially discretized momentum equation reads

\[
\frac{\partial u^h}{\partial t} + \nabla \cdot (u^h \otimes u^h) + \nabla p^h - \nu \Delta u^h + \nabla \cdot \tau^h = f^h \tag{4.3}
\]

where the subgrid-scale stress tensor is defined as

\[
\tau^h = (u^h \otimes u^h) - \overline{u^h \otimes u^h} \tag{4.4}
\]

Note that in (4.3)-(4.4) the usual filtered formulation is replaced by the actual implicit scale-separation based on the chosen discretization with characteristic length scale \( h \). The ‘test filter’ is replaced by the scale-separating operators of section 3. Thus, the analog of the ‘subtest’-scale stress tensor can be expressed as

\[
\tau^h = (u^h \otimes u^h) - \overline{u^h \otimes u^h} = S [(u^h \otimes u^h) - S [u^h \otimes S [u^h]] \tag{4.5}
\]
With regard to the child grid discretization level, the following may be stated:

\[ \mathbf{L}^h = \tau^h - \overline{\tau^h} = \tau^h - S[\tau^h] \]  

(4.6)

where \( \mathbf{L}^h \) can be obtained as

\[ \mathbf{L}^h = \mathbf{u}^h \otimes \mathbf{u}^h - \overline{\mathbf{u}^h} \otimes \overline{\mathbf{u}^h} = S[\mathbf{u}^h \otimes \mathbf{u}^h] - S[\mathbf{u}^h] \otimes S[\mathbf{u}^h] \]  

(4.7)

by inserting (4.4) and (4.5) into (4.6). Assuming the Smagorinsky model as an appropriate modeling term at both discretization levels and accounting for the fact that the Smagorinsky model is basically a ‘trace-free’ model in the context of incompressible flow, (4.6) is modeled as follows:

\[
\text{dev}\mathbf{L}^h = \mathbf{L}^h - \frac{1}{3} \text{tr} \mathbf{L}^h \mathbf{I} \\
= -2(C_S h)^2 S[\varepsilon(\mathbf{u}^h)] - S[2(C_S h)^2 \varepsilon(\mathbf{u}^h)] - S[\varepsilon(\mathbf{u}^h)] - S[\varepsilon(\mathbf{u}^h)] \\
= (C_S h)^2 \mathbf{M}^h 
\]

(4.8)

The calculation of the constant expression \((C_S h)^2\) on the right hand side of (4.9) aims to minimize the error tensor

\[ \mathbf{E}^h = \text{dev}\mathbf{L}^h - (C_S h)^2 \mathbf{M}^h \]  

(4.10)

Using the least-squares approach proposed by Lilly (1992), the formula for the constant expression reads

\[ (C_S h)^2 = \frac{\text{dev}\mathbf{L}^h \mathbf{M}^h}{\mathbf{M}^h \mathbf{M}^h} \]  

(4.11)

from which the actual constant \(C_S\) may be evaluated. Gravemeier (2004) discusses an alternative procedure based on the classical Germain identity which makes use of the special form of the scale-separating operators and yields only values for \(C_S\) related to the control volumes of the parent grid. The essential differences between this strategy and a new approach based on the so-called variational Germain identity of Oberai & Wanderer (2004) are also addressed.

5. Numerical example: turbulent channel flow

Three different methods are compared:

- the dynamic Smagorinsky (DS) model based on the classical Germain identity in the usual non-multiscale application,
- the constant-coefficient Smagorinsky (CMS) model in the ’small-small’ version (4.2) within the multiscale environment subject to (2.24), and
- the dynamic Smagorinsky (DMS) model in the ’small-small’ version (4.2) based on the classical Germain identity within the multiscale environment subject to (2.24).
All of these methods are investigated for the scale-separating operators $S^{pm}$ and $S^{em}$. The results are compared to simulations with discrete smooth filters based on the trapezoidal rule as well as the Simpson rule denoted $S^{f}$ and $S^{ef}$, respectively. In the following diagrams, the abbreviation DMS-PM, for instance, indicates the variational multiscale LES incorporating a dynamic Smagorinsky model with the scale-separating operator $S^{pm}$ applied. Results are also reported for simulations using the constant-coefficient Smagorinsky model in a non-multiscale environment (CS) as well as applying no model at all (NM). It must be emphasized that CMS is merely the combination of these last two approaches by applying no model to the large resolved scales and the constant-coefficient Smagorinsky model to the small resolved scales.

Based on results of Gravemeier (2004), the characteristic length scale ratio for all DS and DMS simulations is set to 2.5 for $S^{pm}$ and 2.0 for $S^{em}$. For $S^{f}$ and $S^{ef}$, ratios of 2 and 1.5, respectively, are applied. The computational effort required for the various methodological combinations is also evaluated. In this brief, results are reported only for the case $Re_{x} = 590$ with a relatively coarse discretization of 64 control volumes in each coordinate direction. Gravemeier (2004) provides a detailed description of the numerical setup as well as the results for three other cases.

In order to compare the various methods, the scale-separating operator $S^{pm}$ is used for DS, CMS, and DMS, since it is the most important operator of this work due to its projective property. Figs. 3 and 4 depict the mean streamwise velocity profile and the turbulent kinetic energy, respectively. The larger numerical error introduced by a second-order accurate method in combination with a relatively coarse discretization already mentioned in section 1 comes into play for all methods applied. Surprisingly however, the lower accuracy of the basic method affects CMS-PM to a far lesser extent than the other methods towards the channel center. It is considerably closer to the DNS profile in this part of the channel than NM, DS-PM, and DMS-PM. DMS-PM shows no improvement in comparison to NM, and DS-PM performs even slightly worse. Despite the higher accuracy in the inertial layer (usually expected to start at $x^+ = 30$), CMS-PM slightly underpredicts the velocity profile in the buffer layer (usually expected to range from $x^+ = 5$ to $x^+ = 30$). The profile for the turbulent kinetic energy shows a much better agreement for the height of the peak in comparison to the DNS profile than the other methods. Of course, CS is far worse than all other methods with respect to both aspects of the flow.

An objective comparison of the computational effort for the simulations using the aforementioned methods is difficult, since it strongly depends on the amount of computational time spent within the actual solvers in CFD-α. These time measures can vary considerably from one calculation to another. Thus, only approximate measures for the necessary computational effort are reported as a mean value of the actual simulation times covering all calculations in Gravemeier (2004). Setting the computational effort for NM to 1.0, the relative measures for CS, DS-PM, CMS-PM, and DMS-PM are circa 1.10, 1.15, 1.10, and 1.15, respectively. Thus, CMS in combination with PM is a very efficient method computationally, even more efficient than DS. Taking into account different scale-separating operators, the numbers increase drastically for CMS and DMS however.

A second important issue concerns the differences between the various scale-separating operators. In Figs. 5 and 6, the mean streamwise velocity and the turbulent kinetic energy, respectively, for four different scale-separating operators applied with DS, CMS, or DMS are pictured. There are hardly any differences visible for DMS in Fig. 5(e), but the scale-separating operators PM and SM perform better than TF and SF in the
Figure 3. Comparing methods (pm-separation): mean streamwise velocity.

Figure 4. Comparing methods (pm-separation): turbulent kinetic energy.

context of DS, see Fig. 5(a). This presumption is, at least to a certain degree, reinforced for the turbulent kinetic energy profiles in Figs. 6(a) and (c). A remarkable difference between the projective scale-separating operator PM and the other operators shows up in the context of CMS for the mean streamwise velocity particularly as well as for the turbulent kinetic energy profile, although to a lesser degree, see Figs. 5(b) and 6(b). Thus, the favourable behaviour of CMS-PM in the inertial layer as well as the slightly underpredictive performance in the buffer layer and parts of the viscous sublayer seems to be attributed to CMS only depending on this specific scale-separating operator.

Specifying the necessary computational effort for the various scale-separating operators results in the following approximate numbers. Setting the relative computational simulation time for the operator PM to 1.0, the measures for SM, TF, and SF are approximately 1.25, 1.40, and 2.50, respectively. In particular, SF in this implementation is an extremely time-consuming operator and is, therefore, not recommended for further use. The reason for the additional effort linked with such non-projective operators can be traced back to a necessary call of the scale-separating routine at the beginning of each Gauss-Seidel iteration step in the solution procedure for the momentum equation.
This call is required to determine the updated large-scale velocity field for the residual calculation. This is not necessary for PM.

In order to analyze the specific behaviour of CMS-PM in comparison to all other scale-separating operator in the context of CMS, the small scales are extracted and investigated explicitly in this section. Figs. 7 and 8 depict the mean streamwise small-scale velocity and the small-scale turbulent kinetic energy, respectively. The small-scale velocity of CMS-PM shows an oscillating behaviour with large amplitudes particularly in the buffer layer. For CMS-SM, the frequency of the oscillation is about the same, but the amplitudes are considerably smaller. In case of CMS-TF and CMS-SF, one oscillation period can be seen at most throughout half-width of the channel with the amplitude being larger for CMS-TF than for CMS-SF. As expected, the largest small-scale turbulent kinetic
energy is obtained for CMS-PM (although the peak is also matched by CMS-SM) and the smallest one for CMS-SF, see Fig. 8. This indicates a measure for the amount of small scales extracted by the respective scale-separating operator and has been quantified in Gravemeier (2004).

6. Conclusions and future plans

A general class of scale-separating operators based on combined multigrid operators and suited for variational multiscale LES both with dynamic and constant-coefficient based subgrid-scale modeling has been proposed. These operators may also be used for the dynamic modeling procedure in a classical LES. Only one of these scale-separating operators exhibits the important property of a projector allowing fulfillment of the theoretical assumption for a clear scale separation within the variational multiscale method. All of the scale-separating operators have been implemented in a second-order accurate, energy-conserving finite volume method particularly suited for applications on hybrid unstructured grids in complex geometries, Dynamic and non-dynamic methods based on
the various scale-separating operators have been tested for the case of a turbulent channel flow at two different Reynolds numbers and for two different discretizations for each of these two Reynolds number flows. Several important observations have been made and summarized in Gravemeier (2004). With respect to certain crucial flow features, the simple constant-coefficient Smagorinsky model based variational multiscale method in combination with the projective operator has shown remarkable results. In particular, it represents a very efficient methodical combination with regard to the important aspect of computational cost.

Four subsequent projects growing from this study are currently underway or planned for the near future. First, the investigation of an alternative approach for dynamic subgrid-scale modeling based on the variational Germano identity is currently underway. In contrast to the classical Germano identity, this identity appears to be more consistent with the variational LES formulation. Second, the performance of the scale-separating operators based on combined multigrid operators will be investigated in the context of more challenging turbulent flows. These flow configurations will be characterized by an even larger range of subgrid scales than in the present investigation in order to provide an even more challenging test for variational multiscale LES. Currently, it is planned to use the turbulent flow in a planar asymmetric diffuser as such an additional test case. Third, the suitability of a more sophisticated approach for dynamic subgrid-scale modeling according to Ghosal et al. (1995) in the framework of variational multiscale LES will be investigated. Fourth, it is planned to address wall modeling approaches in this context.
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Large-eddy simulation of passive-scalar mixing using multifractal subgrid-scale modeling

By G.C. Burton

1. Motivation and introduction

Turbulent mixing of a passive scalar is important to a number of processes of interest to industry and science, including multiphase flows and the dispersion of pollutants in atmospheric flows. Turbulent mixing also is of particular interest to the modeling of reacting flows, since turbulence is known to mix reactants in an extremely rapid manner, which may greatly influence the rate and efficiency of the reactive processes. While experimental and/or field work may continue to provide certain insights into the characteristics of these flows, their analysis may be difficult, time consuming or expensive to conduct. As a result, the practicing engineer and scientist has turned in the past decade to numerical simulation to develop a more detailed understanding of turbulent flows. In this context, large eddy simulation has been shown to be a promising approach to numerically simulate many turbulent flows. However, most current subgrid-scale models used for LES fail to recover the detailed spatial structure of the stress and energy transfer fields of such flows. These factors, however, may be of particular importance for modeling processes that occur principally in the subgrid scales, such as energy-dissipation, scalar-dissipation and chemical reactions.

Recently, Burton & Dahn (2004 a,b) have introduced multifractal modeling for large-eddy simulation, which derives a structural model for the subgrid velocities \( u^*_q \) based on the demonstrated multifractal structure of the subgrid vorticity field \( \omega^*_q \), and uses this to close the filtered Navier-Stokes momentum equation. The method shows special promise because, at modest computational cost, multifractal LES has been shown to recover the detailed spatial structure of the subgrid-energy production \( P(x,t) \) field with high accuracy \( \rho \geq 0.997 \). Importantly the multifractal modeling approach may be applied to other turbulence modeling problems. Thus, the multifractal structure of the passive-scalar dissipation field in high \( Re \) turbulence, already confirmed by previous studies, may be used to develop a model for the filtered passive-scalar transport equation. In this report, the derivation of such a model is set out in detail, as well as a priori tests of the model against DNS data, and a posteriori tests in which the model is employed in large-eddy simulations of the turbulent mixing of a passive scalar. These tests indicate that multifractal modeling holds great promise for the accurate simulation of turbulent mixing of passive conserved scalar quantities.

2. Derivation of a multifractal model for the filtered passive-scalar flux

2.1. Background

For large-eddy simulation, the filtered passive-scalar transport equation without source term may be expressed as

\[
\frac{\partial \zeta}{\partial t} + \frac{\partial}{\partial x_j} \overline{u_j \zeta} - D \frac{\partial^2 \zeta}{\partial x_j \partial x_j} = - \frac{\partial}{\partial x_j} \sigma^*_j ,
\]  

(2.1)
where \( D \) is the coefficient of scalar diffusivity, and where

\[
\sigma_j^\ast \equiv \frac{u_{j+1}^\ast \zeta^\ast}{2^{\Delta N}} + \frac{u_{j-1}^\ast \zeta^\ast}{2^{\Delta N}} + \frac{u_{j}^\ast \zeta^\ast}{2^{\Delta N}}.
\] (2.2)

Equations (2.1) and (2.2) involve filtered nonlinear interactions between the resolved and subgrid velocities \( \Pi_j \) and \( u_j^\ast \) on the one hand, and the resolved and subgrid passive-scalar concentrations \( \zeta \) and \( \zeta^\ast \) on the other, and require some form of modeling. One approach is to evaluate the terms in \( \sigma_j^\ast \) from a structural model that provides the subgrid velocity components \( u_j^\ast \) and the subgrid-scalar concentrations \( \zeta^\ast \). Burton & Dahi (2004a,b) have proposed such a model for \( u_j^\ast \) based on the multifractal structure of the vorticity field in high Reynolds-number turbulence. The approach involves describing the spatial distribution of subgrid vorticity magnitude by a multifractal cascade and the distribution of subgrid vorticity orientations by an additive decorrelation cascade. An expression for the subgrid velocity components can be derived by applying the Biot-Savart operator to this representation of the subgrid vorticity, which after some analysis takes the form:

\[
u_j^\ast \approx B u_j^\Delta,
\] (2.3)

where

\[
B \equiv 0.47 2^{-2\Delta N} \left[ 2^{2\Delta N} - 1 \right]^{\frac{1}{2}},
\] (2.4)

where \( u_j^\Delta \) is the velocity field associated with the smallest resolved scale \( \Delta \), and where the number of cascade steps in the subgrid field is given by

\[
N \equiv \log_2 (\Delta / \lambda_x),
\] (2.5)

A similar model for the concentrations of a conserved passive scalar \( \zeta^\ast \) may be developed based on the multifractal structure of the passive-scalar dissipation field in high Reynolds number turbulence.

2.2. Overview

Fundamental considerations indicate that gradient-magnitude fields in turbulent flows, such as the passive-scalar energy dissipation field, given by

\[
\chi(x, t) \equiv -D \nabla \zeta \cdot \nabla \zeta(x, t),
\] (2.6)

will display multifractal scale-similarity. This structure arises as the result of the repeated stretching and folding provided by the strain-rate and vorticity fields within turbulent flows. Such repeated stretching and folding may be represented by a stochastic multiplicative cascade, in which a scale-invariant distribution of multipliers \( \mathcal{M} \) maps the given field from one scale to the next as the cascade proceeds. In one dimension, such a multiplicative cascade is given generically by

\[
\mu(x) = \mu_0(x) \left. \frac{N}{\prod_{n=1}^{N} \mathcal{M}_n(x)} \right. \mu(x),
\] (2.7)

where the mass-density field is given by \( \mu(x) \), the initial mass distribution averaged over the domain is \( \mu_0(x) \) and the number of repetitions in the cascade is given by \( N \).

A number of prior experimental studies have confirmed that the passive-scalar dissipation field in high Reynolds-number turbulence does in fact exhibit multifractal scale-similarity over inertial-range scales (Prasad et al. 1988; Prasad & Sreenivasan 1989;
Frederiksen et al. 1997), and from this a unique distribution of scale-invariant multipliers $\mathcal{M}$ that distributes the scalar dissipation field of (2,6) according to (2,7). This multifractal structure may therefore be used to derive a model for a dynamically-passive conserved-scalar field at the subgrid scales $\zeta^{sg}(x,t)$ that closes (2,1). The derivation involves representing the spatial distribution of the subgrid-scalar gradient field $\nabla \zeta^{sg}$ by two cascades: (a) a multiplicative multifractal cascade for scalar gradient magnitudes $|\nabla \zeta^{sg}|$ and (b) an additive decorrelation cascade for scalar-gradient orientations $\mathcal{E}^{sg}_i$. This representation for the scalar gradient field is then inverted using Green’s function to recover the subgrid-scalar concentrations $\zeta^{sg}$. The following derivation parallels in most substantial respects the derivation of the multifractal model for the subgrid velocity field $u_j^{sg}$ set forth in Burton & Dahm (2004a).

### 2.2.1. The scalar-gradient magnitude cascade

Specifying the scalar-gradient magnitude in each subgrid-scale cell first requires determining the total amount of subgrid-scalar dissipation $\chi^{sg}$ over the LES grid cell $\Delta$. This may be determined from Kolmogorov scaling arguments, assuming that the grid-scale $\Delta$ falls within the inertial range. Following K41 theory the scalar-dissipation spectrum $\chi(k)$ exhibits power-law scaling in the inertial range of high Reynolds-number turbulence as

$$\chi(k) \sim k^1.$$  

Thus the total amount of subgrid-scalar dissipation can be determined by integrating the scalar-dissipation spectrum from the smallest-resolved scale $k_\Delta$ to the viscous scale $k_\nu$, giving

$$\chi^{sg} = \int_{k_\Delta}^{k_\nu} \chi(k) \, dk = \kappa \chi^\Delta \left[ \left( \frac{k_\nu}{k_\Delta} \right)^2 - 1 \right],$$  

where

$$\kappa \equiv (1 - \alpha^{-2})^{-1}. \tag{2,10}$$

Using (2,9) requires estimating the average magnitude of scalar-dissipation $\chi^\Delta$ in the resolved flow between filter scale $\Delta$ and some larger inertial-range scale $\alpha \Delta$. This may be accomplished by determining the value of the scalar field $\zeta^\Delta$, and then differentiating the field locally to determine $\nabla \zeta^\Delta$ and from this obtaining

$$\chi^\Delta \equiv -D \nabla \zeta^\Delta \cdot \nabla \zeta^\Delta. \tag{2,11}$$

For sufficiently small $\alpha$, (2,11) provides a reasonably accurate estimate of the true nonlinear quantity $\chi^\Delta$ given that the contribution of the scalar gradient magnitude at other scale ranges to the product at scale $\Delta$ will be small at high Reynolds number (see Burton & Dahm, 2004a).

Combining (2,9), (2,10) and (2,11), the subgrid-scalar dissipation magnitude distributed over each grid cell may be described by a three-dimensional stochastic binomial cascade, giving the amount of subgrid-scalar gradient magnitude in each inner cell as

$$|\nabla \zeta^{sg}|(x,t) = \left[ c^{sg} (2^{N})^5 \prod_{n=1}^{N} \mathcal{M}_n(x,t) \right]^{\frac{1}{2}},$$  

where $N$ from (2,5) is the number of cascade steps, and the multipliers $\mathcal{M}_n$ correspond to random samples from the scale-invariant distribution $P(\mathcal{M})$ for the scalar-dissipation field (e.g., Frederiksen et al. 1997, 1998). This leads naturally to a multifractal subgrid-scalar dissipation field.
2.3. The additive orientation cascade

As discussed in Burton & Dahm (2004, a), substantial experimental and computational evidence indicates that the orientations of the subgrid velocity field are highly correlated with the orientations of the $\mathbf{u}^k$ field. (e.g., Bardina et al. 1983; Liu, Meneveau & Katz 1994; Domaradzki & Saiki 1997). For similar dynamic considerations, such behavior should also be apparent within the scalar-gradient field $\nabla \zeta$. To test the extent to which such correlations in fact exist, a DNS database of homogeneous isotropic turbulence including passive-scalar transport was generated, using a third-order in time, fourth-order in space finite-difference code. A series of initial simulations were made at a resolution of $128^3$, corresponding to $Re_\lambda \approx 55$. These simulations were run until the field reached statistical stationarity, approximately $5 t_o$, where $t_o$ is the global eddy-turnover time. Filter width was selected at $\Delta = 2\pi / 16$ approximately in the middle of the range over which log-linear behavior in the scalar-energy fluctuation field spectrum was seen to exist, as illustrated in Figure 1. Using this particular dataset, the correlations between the $\Delta$-scale and subgrid-scale orientations of the scalar gradient field $\nabla \zeta^{\Delta/2}$ are found to be $\rho \sim 0.9$. Using these findings, it is then possible to describe an additive decorrelation cascade by which the scalar gradient field $\nabla \zeta$ orientations decorrelate isotropically at successively smaller scales from the local orientation of $\nabla \zeta^{\Delta}$ at the smallest resolved scale in the LES, here denoted by the unit vector $\hat{\mathbf{e}}^{\Delta}$. Between any two successive stages $(n)$ and $(n + 1)$ in the cascade, the corresponding vorticity orientations $(\hat{\mathbf{e}})_{n+1}$ and $(\hat{\mathbf{e}})_n$ thus deviate by stochastic spherical decorrelation angles $\theta$ and $\phi$. Each component of the orientation unit-vector at stage $(n + 1)$ is therefore determined as

$$ (\hat{\mathbf{e}})_{n+1} = (\hat{\mathbf{e}})_n + f_1(\phi, \theta)_{n+1}, \tag{2.13} $$

where $f_1(\phi, \theta) = \sin \phi \cos \theta$, $f_2(\phi, \theta) = \sin \phi \sin \theta$ and $f_3(\phi, \theta) = \cos \phi - 1$. Since isotropy requires $\theta$ to be uniformly distributed, the $\theta$ dependence will vanish trivially in the expectation value $\langle \nabla \zeta^{\delta \theta} \rangle$ of the stochastic subgrid vorticity field. The $\phi$ distribution on the other hand should be strongly correlated with the multiplier values $\mathcal{M}$.

Based on the above considerations, a scalar-gradient intermittency factor $I^\theta$ can be defined from a correlation between $\nabla \zeta^{\delta \theta}$ and $\nabla \zeta^{\Delta}$ as

$$ I^\theta = \frac{\int_x \nabla \zeta^{\delta \theta} \cdot \nabla \zeta^{\Delta} \, d^3 \mathbf{x}}{\int_x \sqrt{|\nabla \zeta^{\delta \theta}| \cdot |\nabla \zeta^{\Delta}|} \, d^3 \mathbf{x}}. \tag{2.14} $$

The subgrid scalar gradient field $\nabla \zeta^{\delta \theta}$ after $\mathcal{N}$ cascade steps can then be expressed in terms of $I^\theta(N)$ as

$$ \nabla \zeta^{\delta \theta}(\mathbf{x}, t) = |\nabla \zeta^{\delta \theta}| \left( I^\theta(N) \hat{\mathbf{e}}^{\Delta}_{\nabla \zeta}(\mathbf{x}, t) + (1 - I^\theta) \sum_{n=1}^{\mathcal{N}} \delta^\theta_n \right) \tag{2.15} $$

where $\delta^\theta_n$ are the scalar-gradient field decorrelation increments in the orientation cascade. Owing to the stochastic nature of both the multiplier values $\mathcal{M}_n$ in the magnitude cascade and the decorrelation increments $\delta^\theta_n$ in the orientation cascade, the subgrid scalar gradient $\nabla \zeta^{\delta \theta}(\mathbf{x}, t)$ is a stochastic field. From (2.15) its expectation value $\langle \nabla \zeta^{\delta \theta} \rangle$ involves correlations between the multipliers $\mathcal{M}_n$ and the increments $\delta^\theta_n$. If the effect of
these correlations is taken to be negligible, then

\[ \langle \nabla \zeta^{sgs} \rangle = \mathcal{I}^s(N) \langle |\nabla \zeta^{sgs}| \rangle \hat{e}_\zeta^\Delta + (1 - \mathcal{I}^s) \langle |\nabla \zeta^{sgs}| \rangle \sum_{n=1}^{N} \langle \delta_n^s \rangle. \] (2.16)

Furthermore, if the decorrelation cascade is isotropic, then the expectation value of the increments in (2.16) vanishes, giving from (2.12)

\[ \langle \nabla \zeta^{sgs} \rangle = \mathcal{I}^s(N) (2^N)^{\frac{3}{2}} \left\langle (\mathcal{M}_1 \cdots \mathcal{M}_N)^\Delta \right\rangle (\chi^{sgs})^{1/2} \hat{e}_\zeta^\Delta, \] (2.17)

where \( \chi^{sgs} \) comes from (2.9).

2.3.1. Inversion using Green’s Function

The expectation value of the subgrid scalar concentrations \( \langle \zeta^{sgs} \rangle \) is obtained from the corresponding subgrid scalar-gradient field \( \langle \nabla \zeta^{sgs} \rangle \) in (2.17) via the Green’s function approach, as

\[ \langle \zeta^{sgs} \rangle = \nabla \cdot \frac{1}{4\pi} \int_{\chi} \langle \nabla \zeta^{sgs} \rangle \frac{1}{|\mathbf{x} - \mathbf{x}'|} d\mathbf{x}'. \] (2.18)

Since the distribution \( P(\mathcal{M}) \) of the multipliers in \( \langle \nabla \zeta^{sgs} \rangle \) is the same everywhere, from (2.17) and (2.18) the expectation value becomes

\[ \langle \zeta^{sgs} \rangle = \mathcal{I}(N) (2^N)^{\frac{3}{2}} \left\langle (\mathcal{M}_1 \cdots \mathcal{M}_N)^\Delta \right\rangle \left( \frac{\chi^{sgs}}{\chi^\Delta} \right)^\Delta \nabla \cdot \frac{1}{4\pi} \int_{\chi} (\chi^{sgs})^{1/2} \hat{e}_\zeta^\Delta \frac{1}{|\mathbf{x} - \mathbf{x}'|} d\mathbf{x}'. \] (2.19)

The Green’s function integral in (2.19) is simply \( \zeta^\Delta \), giving with (2.5) and (2.9)

\[ \langle \zeta^{sgs} \rangle = \mathcal{I}(N) 2^{\frac{3}{4}N} \left( \mathcal{M}^{\Delta} \right)^{\Delta} [2^N - 1]^\frac{\Delta}{N} \sqrt{\chi^{sgs}} \zeta^\Delta, \] (2.20)

where we have also made use of the fact that the multipliers are statistically independent.
From (2.20) the subgrid scalar concentration values $\zeta^{gs}$ can be written as

$$
\zeta_i^{gs}(x, t) \approx T^*(N) A^*(N) \sqrt{\Delta} \zeta^\Delta(x, t) 
$$

(2.21)

where

$$
A^* \equiv 2^{2\Delta} \left( M^* \right)^N \left[ 2^N - 1 \right]^{\frac{1}{2}}.
$$

(2.22)

**2.3.2. Final form of model**

The intermittency factor $T^*$ from (2.14) that appears in (2.21) is implied by the required $Re_\Delta$-independence of $\zeta^{gs}$ as $Re_\Delta \to \infty$. As correspondingly $N \to \infty$ this requires

$$
T^*(N) \approx C_T e^{-2N} \left( M^* \right)^{-N}.
$$

(2.23)

The associated proportionality constant $C_T$ should be universal, and can be obtained from a priori testing using the DNS data discussed above, with the result that $C_T \approx 0.3$. Together with the multifractal model for the subgrid velocity components of (2.3) and (2.4), this gives the multifractal model for the subgrid scalar flux vector $\sigma_j^*$ as

$$
\sigma_j^* \approx D \overline{w_j} \zeta^\Delta + B \overline{u_j^\Delta} \zeta + B D \overline{u_j^\Delta \zeta^\Delta},
$$

(2.24)

where

$$
D \equiv 0.39 \, 2^{-\frac{\Delta N}{2}} \left[ 2^{\frac{\Delta N}{2}} - 1 \right]^{\frac{1}{2}}
$$

(2.25)

where $B$ is given by (2.4), and where $N$ is from (2.5). This involves only quantities available from the resolved scales of the flow, thus closing the subgrid-scalar flux term in the passive-scalar transport equation in (2.1) and (2.2).

**3. Numerical implementation of the passive-scalar flux model**

Each of the filtered product terms appearing in (2.24) and (2.1) is calculated using an explicit Legendre box filter, following the method presented in Burton & Dahm (2004a). In brief, this approach approximates each velocity component and scalar term by a three-dimensional Legendre expansion, which for the resolved velocity component field is given as

$$
\overline{w_j}(x) \approx \sum_{i,m,n} a_{imn} \Phi_i(x) \Phi_m(y) \Phi_n(z) \equiv G_j(x),
$$

(3.1)

and for the $\Delta$-scale velocity component as

$$
\overline{u_j^\Delta}(x) \approx \sum_{i,m,n} b_{imn} \Phi_i(x) \Phi_m(y) \Phi_n(z) \equiv H_j(x).
$$

(3.2)

Legendre expansions for the resolved and $\Delta$-scale passive-scalar concentrations, $G^*$ and $H^*$, are defined similarly. The filtered products in the subgrid-scalar flux vector $\sigma_j^*$ in (2.24) are then explicitly evaluated by integrating over the grid cell volume as

$$
\overline{w_j \zeta^\Delta} \approx \frac{1}{\Delta^3} \int_{\Delta^3} G_j(x) H^*(x) d^3x
$$

(3.3)

$$
\overline{u_j^\Delta \zeta^\Delta} \approx \frac{1}{\Delta^3} \int_{\Delta^3} H_j(x) G^*(x) d^3x
$$

(3.4)

$$
\overline{u_j^\Delta \zeta^\Delta} \approx \frac{1}{\Delta^3} \int_{\Delta^3} H_j(x) H^*(x) d^3x,
$$

(3.5)
Multifractal LES of Passive-Scalar Mixing

and similarly the explicit filter on the inertial term in (2.1) is evaluated as
\[ \overline{\nu_j} \zeta \approx \frac{1}{\Delta^2} \int_{\Delta^2} G_j(x) G^*(x) d^3x. \] (3.6)

Equations (2.24) – (3.6) allow evaluation of \( \sigma_j^* \) and the nonlinear term \( \overline{\nu_j} \zeta \) in (2.1), and together provide a complete statement of the multifractal subgrid-scale model for large-eddy simulation of the mixing of a conserved passive-scalar.

4. A priori evaluation of the multifractal passive-scalar flux model

Because multifractal modeling of the subgrid passive scalar concentrations, like the related velocity model, attempts to replicate the actual structure of the unknown subgrid field, its performance in actual large-eddy simulations can be accurately assessed by a priori testing, in which model values are compared with DNS or experimental data from one realization of the given flow field.† As a result, the model for the filtered scalar flux term of the previous section was first tested in the a priori sense against the DNS database described above.

The filtered scalar fields \( \zeta \) supplied to the subgrid-scale model were first used to construct the subgrid scalar concentration fields from (2.21), and the resulting fields then filtered at the scale \( \Delta \) using the Legendre box filter to give the filtered subgrid scalar concentration components \( \overline{\zeta^{(c)}} \). As can be seen by the scatterplot in Figure 2, the model values agree well with the DNS data, with correlations of \( \rho \approx 0.90 \). For purposes of an actual large eddy simulation, the most relevant a priori comparison is of the subgrid scalar flux vector \( \sigma^* \) from (2.24) and the complete scalar flux vector \( \sigma^T \), where
\[ \sigma^T = \overline{\nu_j} \zeta + \nabla \overline{\nu_j} \zeta + \nabla^2 \zeta + B \nabla^2 \zeta + D \partial \zeta / \partial x_j. \] (4.1)

As indicated in Figure 3, the subgrid scalar \( \sigma^* \) correlations exceed \( \rho \geq 0.9 \) (right column), while for the complete scalar flux term \( \sigma^T \) correlations exceed \( \rho \geq 0.995 \) (left column). The latter is the most relevant measure for an actual LES, since the complete \( \sigma^T \) is necessary to solve the passive-scalar transport equation, and since each term in (4.1) is implicated in energy transfer to the subgrid scales. Finally, correlations were also examined for the subgrid scalar energy production field, given by
\[ \mathcal{P}^* = \overline{\nu_j} \zeta + \nabla \overline{\nu_j} \zeta + \nabla^2 \zeta + B \nabla^2 \zeta + D \partial \zeta / \partial x_j. \] (4.2)

As illustrated in Figure 4, correlations for that portion of the subgrid-scalar energy transfer due to \( \sigma^* \) in (2.2) exceed \( \rho = 0.90 \), while for the complete scalar-energy production field given by (4.2) correlations exceed \( \rho \geq 0.995 \). This indicates that at least for the conditions considered here the multifractal model recovers the details of the spatial distribution of \( P^*(x, t) \) with extremely high accuracy.

5. A posteriori evaluation of the multifractal passive-scalar flux model.

The multifractal model for the flux of a filtered passive scalar was next tested in actual large-eddy simulations of forced, periodic, homogeneous isotropic turbulence with passive

† This is in contrast to eddy-viscosity methods, which cannot recover the details in the subgrid stress or energy production fields, and thus in which a priori tests provide little guidance about the model’s performance in an actual simulation.
Figure 3. Scatterplot comparisons between DNS and model values for the full scalar flux \( \sigma^T \) given by (4.1), and that portion of the scalar flux involving the subgrid scalar concentrations \( \zeta^{sgs} \) given in (2.2). Graphically indicates that correlations for \( \sigma_j^* \) exceed \( \rho = 0.9 \) (right column), while correlations for \( \sigma_j^T \) exceed \( \rho = 0.995 \) (left column). This indicates that the multifractal model produces exceedingly accurate representations of the scalar-inertial stress \( \sigma^I(x,t) \) needed to solve the filtered passive-scalar transport equation of (2.1).

scalar mixing. The simulations were conducted at a resolution of \( N = 32^3 \), at \( Re_{\lambda} \approx 160 \) and a Schmidt number of \( Sc = 1 \). Details of the computational setup as well as the use of the backscatter limiter are given in Burton & Dahm (2004b).

The simulations were initiated by allowing an initial velocity field, randomized as to phase and with a kinetic energy spectrum scaling of \( k^{-5/3} \) to reach a statistically stationary state, after which the passive-scalar field was introduced to the calculation. Various initialized states for the passive-scalar field have been implemented including a double-delta p.d.f. with concentrations near 0 and 1, where \( \beta(\zeta) \equiv 0.5 \delta(\zeta - 0) + 0.5 \delta(\zeta - 1) \). Other simulations have been initialized with a normally distributed scalar concentration field in which the scalar energy field exhibited the traditional inertial-convective range power law scaling of \( S(k) \sim k^{-5/3} \). The simulations were then run to varying final times \( t_f \) where \( 4t_o \leq t_f \leq 20t_o \), where \( t_o \) is the global eddy-turnover time. Forcing for both the velocity and scalar fields is obtained by rescaling wave modes \( |k| \leq 2 \), so that a constant energy is maintained in those wavemodes throughout the simulation. Statistical measures were taken thereafter at a frequency of \( 2t_o \) to guarantee statistically independent samples of the flow field.

As illustrated in the time-evolution of the simulation in Figure 5 (top), the multifractal passive-scalar model runs stably over nearly 12 eddy turnover times, indicating that
the backscatter limiter for both the kinetic energy and scalar energy fields properly maintains resolved kinetic and scalar energies at physically realistic levels. In addition, the model reproduces the well-known result for flows where $Sc \approx 1$, that in the inertial-convective range, the scalar energy spectrum exhibits a power law scaling where \( \zeta'(k) \sim k^{-5/3} \), as shown in Figure 5 (bottom). This is a hallmark of high Reynolds number turbulence, as are the deviations from the Gaussian distribution for the skew components of the velocity gradient tensor illustrated in Figure 6. There it is evident that the flow field exhibits significant intermittency indicated by the log-linear tails of the velocity gradient magnitudes distributions. In addition Figure 7 illustrates the probability density functions for the scalar energy production (left) and kinetic energy production fields (right).

6. Future plans

6.1. LES of passive-scalar mixing with mean scalar gradient

Additional analysis must first be completed for the current case of forced periodic homogeneous isotropic turbulence. This includes evaluation of the scalar, scalar gradient and scalar dissipation distributions generated by LES with the multifractal model for given initial conditions of the scalar and velocity fields. Since the initial fields are randomized, it is crucial to establish within rigorous statistical bounds the performance of the model by running a number of simulations with constant parameters using different realizations of the given initial fields.

Thereafter, the model will be evaluated in the more sensitive and well-documented problem of high Reynolds-number turbulent mixing in the presence of a mean scalar gradient. Several DNS studies have been conducted of this flow regime (e.g., Overholt & Pope 1996) and will provide the data against which the LES simulations will be compared. With a mean scalar gradient, the resolved-scale scalar energy equation is given by

\[
\frac{1}{2} \frac{\partial}{\partial t} \zeta^2 + \frac{\partial}{\partial x_j} \left( \bar{\zeta} \bar{u}_j \zeta + \zeta \bar{w}_j \alpha \bar{w}_k - D \zeta \frac{\partial \zeta}{\partial x_j} \right) = \left( \bar{u}_j \zeta + \bar{w}_j \alpha \bar{w}_k \right) \frac{\partial \zeta}{\partial x_j} - D \frac{\partial \zeta}{\partial x_j} \frac{\partial \zeta}{\partial x_j},
\]

(6.1)
where the total scalar field is expressed as
\[
\zeta(x, t) = (\zeta + \zeta^{\text{avg}})(x, t) + \alpha x_k,
\]
and where $\alpha$ represents the mean scalar gradient imposed in the $k$-th component direc-
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Figure 6. Probability distributions of the velocity gradient tensor from the LES of passive scalar mixing at $N = 32^3$ and $Re_\lambda \approx 160$ and $Sc = 1.0$. Note the significant deviation of the off-diagonal p.d.f.s from the Gaussian (dotted) indicating that the model is recovering significant intermittency seen in the resolved scales in real high Reynolds number turbulent flow, some three to four orders of magnitude smaller than the mean.

Figure 7. Probability distributions of the scalar energy production (left) and kinetic energy production (right) for LES using multifractal model developed in this paper.

tion. From (6.1), it is apparent that the mean gradient $\alpha$ imposes an additional source term on the scalar energy equation by the scalar flux working against the mean scalar gradient (Overholt & Pope 1996). Prior DNS studies have shown that the normalized scalar variance, dissipation time ratio, and the ratio of subgrid-scalar energy production to total scalar-energy dissipation all become independent of Reynolds number above $Re_\lambda \geq 180$. In addition, it has been demonstrated that the skewness of the scalar gradient in the direction of the imposed mean gradient may grow smaller with increasing Schmidt number (Yeung et al. 2002). The accuracy of the multifractal model will therefore be evaluated in the context of these well-established measures of passive-scalar mixing in fully developed turbulent flow with a mean scalar gradient.
6.2. *LES of free round jet with passive-scalar mixing*

Finally, the multifractal model will be incorporated into the modified JETCODE described in Burton (2004), so that the present modeling approach may be evaluated in the context of simulations involving passive-scalar mixing in a free round turbulent jet. Since turbulent jets are encountered in many practical combustion applications such as turbines, furnaces, and rocket engines, this configuration will provide an important test of the efficacy of multifractal modeling for a variety of practical turbulence modeling problems using large-eddy simulation.
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Large-eddy simulation of a free round jet using multifractal subgrid-scale modeling

By G.C. Burton

1. Motivation and objectives

The free round turbulent jet is perhaps the most extensively studied of the canonical free-shear turbulent flows. Turbulent jets are important to a variety of industrial applications such as fuel injectors, furnaces, and rocket engines. Owing to the difficulty, time and expense of conducting experimental studies of most turbulent flows, numerical simulation of the turbulent jet has been increasingly used to guide design and development work at the industrial level. It has also provided numerous insights into fundamental physical laws governing such flows. Reynolds-averaged Navier-Stokes (RANS) studies of such jets, in which only the time-averaged mean flow is explicitly calculated, have been used extensively in the past, but remain of only limited accuracy, and thus of limited usefulness, in the industrial design process. On the other hand, fully resolved studies (DNS) of turbulent flows, which could provide the needed precision, will remain for most flows encountered in engineering practice far beyond the capability of the most powerful computers for some decades to come. Midway between DNS and RANS lies the approach of large-eddy simulation (LES), which explicitly calculates the large-scale turbulent structures, while modeling the smaller unresolved scales. An accurate model for the small scales is needed for LES to provide a reliably accurate tool for practical turbulent flow problems. Most current models rely on an eddy-viscosity assumption that the smallest-resolved eddies in an LES remove energy from the resolved flow much like molecular viscosity at the smallest continuous scales in actual turbulence. Such models, even if roughly capturing the integrated transfer of energy to the subgrid scales, cannot reproduce the detailed spatial structure of the true energy transfer field $P(x, t)$.

Recently Burton & Dahn (2004 a,b) have proposed a multifractal subgrid-scale model that does not rely on an eddy-viscosity assumption, but instead is derived from the multifractal structure of the vorticity field in high Reynolds-number turbulence. From this, a new, highly accurate model for the subgrid velocity field $\mathbf{u}_{\rho}^{gs}$ has been proposed that permits explicit calculation of the nonlinear term $\overline{\mathbf{u}_i \mathbf{u}_j}$, thus closing the filtered Navier-Stokes equations. Prior LES of forced homogeneous isotropic turbulence using the multifractal model indicate that stable and remarkably accurate simulations may be obtained, including recovery of the detailed spatial structure of the subgrid energy-production field $P^{gs}(x, t)$, with $\rho \geq 0.995$ (Burton & Dahn 2004b). The work reported in the present paper involves refining and evaluating the accuracy of the multifractal model in the significantly more complex configuration of a free round turbulent jet.

2. Overview: Multifractal subgrid-scale modeling

A full development of multifractal subgrid-scale modeling for LES is given in Burton & Dahn (2004 a,b). Only the most important aspects of the modeling approach are summarized here.
2.1. The subgrid-scale model

Multifractal modeling derives a representation for the subgrid velocity field \( u^{ss}(x,t) \) from a representation of the subgrid vorticity field \( \omega^{ss}(x,t) \) using the Biot-Savart operator. The resulting subgrid velocity field is then used to solve explicitly the subgrid stress tensor \( \tau_{ij}^{s} \) using the form of the filtered momentum equation given by

\[
\frac{\partial \bar{u}_i}{\partial t} + \frac{\partial}{\partial x_j} \bar{u}_i \bar{u}_j + \frac{1}{\rho} \frac{\partial p}{\partial x_i} - \nu \frac{\partial^2 \bar{u}_i}{\partial x_j^2} = - \frac{\partial}{\partial x_j} \tau_{ij}^{s},
\]

where

\[
\tau_{ij}^{s} = \overline{u_i u_j^{ss}} + \overline{u_i^{ss} u_j^{ss}} + \nu \overline{u_i^{ss} u_j^{ss}}.
\]

The derivation begins by noting that the enstrophy field \( \frac{1}{2} \omega \cdot \omega(x,t) \) in high Reynolds number turbulence exhibits multifractal scale similarity over inertial range scales. Therefore, the spatial distribution of subgrid vorticity magnitude \( |\omega^{ss}(x,t)| \) may be described by a multiplicative multifractal cascade. Similarly, DNS data indicates that the distribution of subgrid vorticity orientations \( \omega^{ss}(x,t) \) may be represented by an additive orientation cascade by which the subgrid vorticity field decorrelates isotropically from the smallest resolved field \( \omega^{\Delta}(x,t) \). The subgrid velocity field \( u^{ss}(x,t) \) may then be determined by applying the Biot-Savart operator to this representation of the subgrid vorticity field. Since both the magnitude and orientation cascades are stochastic in nature, the resulting integral can be evaluated using probabilistic concepts with the result that the subgrid stress tensor \( \tau_{ij}^{s} \) may be modeled as

\[
\tau_{ij}^{s} \approx B \left( \overline{u_i u_j^{ss}} + \overline{u_i^{ss} u_j^{ss}} \right) + B^2 \nu \overline{u_i^{ss} u_j^{ss}},
\]

where

\[
B \equiv 0.47 \, 2^{-\frac{3\nu}{2}} \left[ 2^{-\frac{4\nu}{3}} - 1 \right],
\]

\( \mathcal{N} \) represents the number of cascade iterations within the subgrid field given by

\[
\mathcal{N} \equiv \log_2 (\Delta/\lambda),
\]

and where \( u_i^{\Delta} \) is the velocity field associated with the smallest resolved scale \( \Delta \). This involves only quantities available from the resolved scales of the flow, thus closing the subgrid-stress term in the momentum equation in (2.1).

Each of the filtered products represented by the long overbars in (2.3) is explicitly evaluated as

\[
\overline{u_i u_j^{\Delta}} \approx \frac{1}{\Delta^3} \int_{\Delta^3} G_i(x) H_j(x) \, d^3 x
\]

\[
\overline{u_i^{\Delta} u_j^{\Delta}} \approx \frac{1}{\Delta^3} \int_{\Delta^3} H_i(x) H_j(x) \, d^3 x,
\]

and the filtered product of the resolved velocity components in (2.1) is similarly evaluated as

\[
\overline{u_i u_j^{\Delta}} \approx \frac{1}{\Delta^3} \int_{\Delta^3} G_i(x) G_j(x) \, d^3 x.
\]

The functions \( G_i(x) \) and \( H_i(x) \) are, respectively, Legendre expansions of \( \bar{u}_i(x) \) and \( u_i^{\Delta}(x) \).
as

\[ u_i(\mathbf{x}) \approx \sum_{l,m,n} a_{lmn} \Phi_l(x) \Phi_m(y) \Phi_n(z) \equiv \mathcal{G}_i(\mathbf{x}) \]  
\[ u_i^\Delta(\mathbf{x}) \approx \sum_{l,m,n} b_{lmn} \Phi_l(x) \Phi_m(y) \Phi_n(z) \equiv \mathcal{H}_i(\mathbf{x}), \]  

(2.9)

(2.10)

where the required cell-centered values of \( u_i^\Delta \) are obtained from the cell-centered values of \( \mathbf{u}_i(\mathbf{x}) \) as

\[ u_i^\Delta \equiv \mathbf{u}_i - a_{000}. \]  

(2.11)

Equations (2.1) and (2.3) - (2.11) give a complete statement of the multifractal model for large-eddy simulation.

2.2. Backscatter limiting

Numerical errors introduced in the resolved scales during an actual simulation are reduced by introducing an explicit backscatter limiter in the flow calculation. This effectively decouples the role of the subgrid model from the additional burden of controlling the numerical error. The backscatter limiting is implemented by a small reduction in the local magnitude of only those stress components that contribute to local backscatter of energy from the subgrid scales to the resolved scales. Since \( \mathcal{P} \equiv \mathcal{P}^* + \mathcal{P}^R \), where

\[ \mathcal{P}^*(\mathbf{x}, t) \equiv - \tau_{ij}^* \mathbf{S}_{ij}, \]  

(2.12)

and

\[ \mathcal{P}^R(\mathbf{x}, t) \equiv - \mathbf{u}_i \mathbf{u}_j \mathbf{S}_{ij}, \]  

(2.13)

the limiter first calculates each of the terms \( \mathcal{P}_{(ij)} \) that contribute to the local subgrid production as

\[ \mathcal{P}_{(ij)} \equiv - \left( \mathbf{u}_{(i)} \mathbf{u}_{(j)} + \tau_{ij}^* \right) \mathbf{S}_{(ij)}, \]  

(2.14)

where the subscript parentheses indicate that no summation is implied. Any of the local \( \mathcal{P}_{(ij)} \) terms that are negative will contribute to local backscatter of energy, and thus only those terms are reduced as

\[ \mathcal{P}_{(ij)} \equiv (1 - C_B) \mathcal{P}_{(ij)}, \]  

(2.15)

where \( 0 \leq C_B \leq 1 \) is a prescribed backscatter-limiter coefficient. This has the effect of locally reducing the contribution to backscatter into the resolved scales by the amount \( C_B \mathcal{P}_{(ij)} \), which is largest where \( \mathcal{P}_{(ij)} \) is most strongly negative and thus where the numerical errors are presumably also largest.

To implement this in the momentum equation in (2.1), for each \((ij)\) in (2.14) for which \( \mathcal{P}_{(ij)} < 0 \), the corresponding production term \( \mathcal{P}_{(ij)} \) is effectively replaced with \( \mathcal{P}_{(ij)} \) from (2.15), by replacing the corresponding \( \mathbf{u}_{(i)} \mathbf{u}_{(j)} \) in (2.1) with the backscatter-limited value

\[ \mathbf{u}_{(i)} \mathbf{u}_{(j)} = (1 - C_B) \mathbf{u}_{(i)} \mathbf{u}_{(j)}, \]  

(2.16)

and replacing the corresponding \( \tau_{ij}^* \) in (2.1) with the backscatter-limited value

\[ \tau_{ij}^* = (1 - C_B) \tau_{ij}, \]  

(2.17)

Altering the components in the momentum equation in this manner is equivalent to backscatter-limiting the subgrid energy production field \( \mathcal{P}(\mathbf{x}, t) \) as in (2.15). Note that the
limiter procedure could alternatively be implemented by an analogous forward-transfer accelerator, in which the backscatter reduction is replaced by a forward-transfer accelerator factor \((1 + C_F)\) for each \((ij)\) in (2.14) for which \(P_{(ij)} > 0\).

3. Adaptive backscatter limiting for LES

3.1. Motivation

Prior studies have indicated that a backscatter reduction factor of \(C_B \approx 0.15\) provides reasonably optimal control of resolved energy levels for the specific case of periodic forced homogeneous isotropic turbulence for a resolution of \(N = 32^3\) and a grid-cell Reynolds number of \(Re_\Delta \approx 160\) (Burton & Dahm 2004b). However, in the more complex configurations seen in practical engineering development work such as the turbulent round jet, spatial and temporal variation in flow conditions may be significant during the simulation. As a result, it may prove advantageous to vary the value for \(C_B\) during the simulation. Thus before the multifractal model was used in an LES of a round jet, a method was developed and tested for adaptively determining the value for the backscatter coefficient \(C_B\). This adaptive approach is shown to eliminate globally numerical errors in subgrid-energy transfer during a simulation or to reduce local errors to the order of the spatial derivative operators.

3.2. Resolved energy transport

The kinetic energy of the resolved velocity field \(E(x,t) \equiv \frac{1}{2} \overline{u_i u_i}\), as implemented in the multifractal model evolves according to

\[
\frac{\partial}{\partial t} E(x,t) = \frac{\partial}{\partial x_j} \left[ R_j \right] - D - P, \quad (3.1)
\]

The flux vector \(R_j\) is given by

\[
R_j(x,t) \equiv - \left[ \overline{u_i} \left( \overline{u_i u_j} + \tau_{ij} \right) + \overline{u_i} \overline{\nu} \delta_{ij} - \nu \frac{\partial E}{\partial x_j} \right], \quad (3.2)
\]

which appears in (3.1) in divergence form and thus has no effect on energy transfer between the resolved and subgrid scales. Only the resolved viscous dissipation \(D\) defined as

\[
D(x,t) \equiv 2\nu \overline{\nu} \mathbf{S}_{ij} \mathbf{S}_{ij} \quad (3.3)
\]

and the subgrid production \(P\) defined as

\[
P(x,t) \equiv - \left( \overline{u_i u_j} + \tau_{ij} \right) \mathbf{S}_{ij}, \quad (3.4)
\]

contribute to the exchange of energy between the resolved and subgrid scales. The subgrid production \(P\) in (3.4) may be broken down further into components contributing to the forward transfer of energy \(P_{\text{forward}}\) where,

\[
P_{\text{forward}} = \sum \mathcal{P}_{(ij)} \forall \mathcal{P}_{(ij)} > 0 \quad (3.5)
\]

and backscatter \(P_{\text{back}}\) where

\[
P_{\text{back}} = \sum \mathcal{P}_{(ij)} \forall \mathcal{P}_{(ij)} < 0 \quad (3.6)
\]

and where in (3.1)

\[
P(x,t) \equiv P_{\text{forward}}(x,t) + P_{\text{back}}(x,t). \quad (3.7)
\]
This gives the final energy transport equation as
\[
\frac{\partial}{\partial t} \mathcal{E}(x, t) = \frac{\partial}{\partial x_j} \left[ R_j \right] - D - (P_{\text{forw}} + P_{\text{back}}),
\] (3.8)

3.3. Implementation of adaptive backscatter limiter

We can however adaptively select a local backscatter reduction coefficient \( C_B(x, t) \) as follows. Equation 3.8 with the backscatter limiter can be stated as
\[
\frac{\partial}{\partial t} \mathcal{E}(x, t) = \frac{\partial}{\partial x_j} \left[ R_j \right] - D - (P_{\text{forw}} + (1 - C_B) P_{\text{back}}),
\] (3.9)

with all terms similarly defined as in the previous section. First, a target value is selected for energy transfer at a given location, which is taken to be the exact amount of resolved energy desired at a particular location at the next timestep as \( \mathcal{E}^{\text{exact}}(x, t) \equiv \mathcal{E}^{(n+1)}(x, t) \). This target value may be taken from the value predicted by the multifractal subgrid model itself or from some other estimate, such as for example that predicted by the dynamic Smagorinsky model. With an initial guess for the coefficient as \( C_B^{(n)} \), the flow solver is then advanced one step in time giving an estimated new value for the resolved energy \( \mathcal{E}^* \) as
\[
\mathcal{E}^{(n+1)}(x, t) = \mathcal{E}^{(n)} + \Delta t \left[ \frac{\partial}{\partial x_j} \left[ R_j \right] - D - P_{\text{forw}} - \beta \left( 1 - C_B^{(n)} \right) P_{\text{back}} \right]^{(n)},
\] (3.10)

where \( \beta \) is a relaxation factor, that may nominally be set to \( \beta = 1 \). Note, however, that in general the resulting value \( \mathcal{E}^{(n+1)}(x, t) \neq \mathcal{E}^{\text{exact}}(x, t) \), due to the effect of numerical errors such as aliasing. Therefore, the error between this actual and the intended final kinetic energy is defined as
\[
\epsilon \equiv \mathcal{E}^{(n+1)}(x, t) - \mathcal{E}^{\text{exact}}(x, t).
\] (3.11)

Usually \( \epsilon > 0 \), although this need not be the case. The numerical error now may be eliminated by adjusting the backscatter coefficient \( C_B \) in (3.10) through an iterative scheme described below. First, a new value for the coefficient for the next iteration is determined as
\[
C_B^{(n+1)} = C_B^{(n)} + \Delta C_B,
\] (3.12)

where
\[
\Delta C_B^{(n+1)} \equiv \frac{\epsilon}{P_{\text{back}}},
\] (3.13)

with \( \epsilon \) and \( P_{\text{back}} \) as defined above. Using the new value \( C_B^{(n+1)} \), the estimated new energy may be calculated according to (3.10). This will produce an updated value for the energy transfer error \( \epsilon \) in (3.11). The iteration scheme thus consists of iterating on the backscatter coefficient \( C_B^{(n)} \) value, as defined above until \( \epsilon \to 0 \). This method is essentially a Newton-Raphson iterative scheme with
\[
x^n - \frac{F(x^n)}{F'(x^n)} = x^{n+1},
\] (3.14)

where the backscatter coefficient provides
\[
x^n \equiv C_B^{(n)},
\] (3.15)
and the error in the final kinetic energy provides

$$F(x) \equiv \epsilon. \quad (3.16)$$

It can be shown that the iteration scheme converges to a unique solution if $C_B^0$ is selected even with only marginal accuracy. Studies run to date indicate that iteration with some relaxation will very quickly drive $\epsilon \to 0$, as indicated in Fig. 1, below. The present method applies to the solution for a single global value of $C_B$, in which all flux terms $R_j$ in (3.10) sum to zero at the domain boundaries according to Gauss’ theorem. The method also applies to a solver which employs a collocated storage arrangement for primitive flow variables, so that a unique value for the kinetic energy of the resolved scales can be determined in each computational control volume. If the scheme is used to solve for such a local value, the iteration scheme will only converge to the order of the error of the flux term.

On a staggered grid, in which separate control volumes are defined for each primitive flow variable (Harlow & Welch 1965), the method in (3.10) must be modified so that separate iterative systems are solved simultaneously for components of kinetic energy in each of the three coordinate directions. The transport equation for the $i$-th component contribution to kinetic energy is then given by

$$\frac{\partial}{\partial t} E_i(x, t) = \frac{\partial}{\partial x_j} \left[ R_{ij} \right] - D_i - P_i - W_i. \quad (3.17)$$

where $R_{i,j}$ is the $i$-th component of the flux vector in (3.2), and $D_i$ and $P_i$ are those portions of the dissipation and subgrid production fields that involve the $i$-th components of the fields in (3.3) and (3.4), respectively. The term $W_i$ involves the interaction of the
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stress field \( u_i u_j \) with the \( i \)-th components of the rotation tensor \( \Omega_{ij} \) as

\[
\mathcal{W}_i \equiv u_{(i)} u_j \Omega_{(i)j}
\]  
(3.18)

where the rotation tensor is given by

\[
\Omega_{ij} \equiv \frac{1}{2} \left( \frac{\partial u_j}{\partial x_i} - \frac{\partial u_i}{\partial x_j} \right)
\]  
(3.19)

and where the parentheses in (3.18) again indicate that summation is not implied over the particular component direction. The term in (3.18) accounts for solid-body rotation within the fluid that moves kinetic energy from one component direction to another. The iteration scheme of (3.10) on a staggered grid is then given as

\[
\mathcal{E}^{(n)}_i(x, t) = \mathcal{E}^{(n)}_i + \Delta t \left[ \frac{\partial}{\partial x_j} \left( \mathcal{R}_{(i)j} \right) - \mathcal{D}_i - \mathcal{W}_i - \mathcal{P}_i^{\text{forward}} - \left( 1 - C_B^{(n)} \right) \mathcal{P}_i^{\text{Back}} \right]^{(n)}.
\]  
(3.20)

4. Differential backscatter limiting

The backscatter-limiting methodology has also been modified to more precisely capture the transfer of energy across all the resolved scales in the flow. This modification makes use of the significant information about the stress field contained in the product of the Legendre expansions in (2.6) – (2.8), and involves applying a backscatter reduction factor that varies with the order of each term within the Legendre product expansions.

4.1. Overview of approach

Because the multifractal model calculates the inertial stresses in (2.6) – (2.8) as volume integrals of the products of the Legendre expansions of the velocity component fields, the model simply consists of a linear summation of monomial terms. Thus, for example the cross-term stress in (2.6) can be expressed as

\[
\overline{u_i u_j} \equiv \frac{1}{\Delta^3} \int_{\Delta^3} \sum_{n=1}^{N} \gamma_n \left( x^{(n)}_i x^{(b)}_j x^{(c)}_k \right) \delta^n d^3 x,
\]  
(4.1)

where \((a), (b), (c)\) are the exponents representing the order of the term in each component direction, and \(\gamma\) represents the coefficient of the particular monomial term, with similar expressions for (2.7) and (2.8). Since the integration in (4.1) is symmetric about the canonical Legendre interval \( I = [-1, 1] \), odd-order (antisymmetric) terms will vanish in the integration. Thus the summation in (4.1) involves terms containing various combinations of constant, 2nd, and 4th order variables in each of the three coordinate directions \(x_i\). Note also that any 4th order term appearing in (4.1) is generated only through the multiplication of the Legendre expansions and cannot arise directly from the Legendre expansions in (2.9) and (2.10) themselves, which of course contain basis functions up to second order. Such 4th-order terms correspond to aliased frequencies within the product summation.

4.2. Implementation of differential backscatter limiting

Rather than applying a constant backscatter-reduction coefficient \(C_B\) to all terms in (4.1) as has been done previously (Burton & Dahn 2004), the present approach instead applies different \(C_B\) reduction factors to individual summation terms depending on the order of the given term in (4.1). A number of variations were evaluated to determine
the combination producing the most physical distribution of kinetic energy across all resolved wavenumbers. For the purposes of the free-round jet simulation, the following approach distributed kinetic energy within the resolved scales in closest accordance with classical equilibrium inertial range scalings:

- Non-aliased terms contributing to backscatter are left unchanged. Thus, where \( a, b \) and \( c \leq 2 \),

\[
\forall \left( \text{sign}(\gamma) \right) x_i^{(a)} x_j^{(b)} x_k^{(c)} \mathcal{S}_{ij} \geq 0 \Rightarrow C_B = 0.0.
\]  \hspace{1cm} (4.2)

- Aliased terms contributing to backscatter are completely eliminated. Thus, where \( a, b \) or \( c = 4 \),

\[
\forall \left( \text{sign}(\gamma) \right) x_i^{(a)} x_j^{(b)} x_k^{(c)} \mathcal{S}_{ij} \geq 0 \Rightarrow C_B = 1.0.
\]  \hspace{1cm} (4.3)

- Aliased terms contributing to the forward cascade of energy are amplified. Thus, where \( a, b \) and \( c = 4 \),

\[
\forall \left( \text{sign}(\gamma) \right) x_i^{(a)} x_j^{(b)} x_k^{(c)} \mathcal{S}_{ij} \leq 0, \Rightarrow C_F = 3.0.
\]  \hspace{1cm} (4.4)

- Non-aliased terms contributing to the forward cascade of energy are left unchanged. Thus where, \( a, b \) and \( c \leq 2 \),

\[
\forall \left( \text{sign}(\gamma) \right) x_i^{(a)} x_j^{(b)} x_k^{(c)} \mathcal{S}_{ij} \leq 0 \Rightarrow C_F = 0.0.
\]  \hspace{1cm} (4.5)

As illustrated in Fig. 2, the use of backscatter reduction that varies as a function of term order as described above produces an energy spectrum exhibiting Kolmogorov inertial-range scaling throughout the resolved scales.
5. LES of a Free Round Turbulent Jet.

5.1. Configuration and setup.

Using the refinements to the multifractal subgrid-scale model discussed above in Sections 2 - 4, the structured JETCODE produced at the CTR has been modified to the following configuration to conduct the simulation of the free round turbulent jet. Initial validation simulations are being run at a resolution of $128 \times 64 \times 64$ on a regular Cartesian mesh. The regular mesh has been selected because it allows a single well-conditioned inverse Legendre matrix to be defined throughout the flow domain, which produces exceedingly accurate estimates for the resolved and $\Delta$-scale tensor-product expansions in (2.9) and (2.10). The regular mesh also permits the use of 4th-order centered spatial derivative operators, permitting more accurate determination of the divergence of the backscatter stresses and the related resolved strain-rate fields. Time advancement is with a fully explicit 3rd-order Runge-Kutta scheme. The flow domain is periodic in both cross-stream coordinate directions, and set $\pm 7D$ from the centerline, where $D$ is the width of the jet. This configuration has been shown to adequately minimize the impact of the cross-stream periodicity on the downstream development of the jet (da Silva & Météis 2002).

Inflow conditions will consist initially of a core plug flow with constant velocity $U_{\text{mean}}$, and a co-flow in the remainder of the inflow plane of $U_{\text{cf}} = 0.1 U_{\text{mean}}$. As illustrated in Figure Fig. 5.1, inlet grid cells intersecting the maximum jet radius (i.e., $r = D$) will contain an appropriate volume-averaged fraction of $U_{\text{mean}}$ to ensure accurate implementation of the plug inflow condition. A second inflow condition will also be tested, consisting of the hyperbolic tangent profile (Michalke & Hermann 1982) for the jet core, which has been shown to be a realistic approximation of the actual inlet conditions found in experimental investigations (Freymuth 1966).
This condition is given by

$$U_{\text{mean}}(x_o, r) = \frac{U_o + U_{cf}}{2} - \frac{U_o - U_{cf}}{2} \tanh \left[ \frac{1}{4 \theta_o} \left( \frac{r}{R} - \frac{R}{r} \right) \right],$$

(5.1)

where $U_o$ is the centerline jet velocity, $U_{cf}$ is the co-flow velocity and $\theta_o$ is the momentum thickness of the initial shear layer.

5.2. Model evaluation

Once the initial validation of the modified JETCODE is completed, the accuracy of the multifractal model will be evaluated in direct comparisons with the experimental data of Hussein et al. (1994) and others for those statistics traditionally used to evaluate turbulent jet evolution in the self-similar region. These include: (1) linear evolution of jet half-width with downstream location, given by $\delta_{0.5}(x)/D = C_d \left[ \frac{x}{D} - \frac{x_o}{D} \right]$; (2) decay of the centerline velocity, given by $B_{u}^{-1} \equiv \frac{U_o}{\langle u_x(x, r = 0) \rangle}$; (3) streamwise-normal mean velocity profiles, given by $(U(r) - U_{cf}) / (U_o - U_{cf})$ as a function of $\eta = r / (x - x_o)$; (4) streamwise-normal Reynolds stress profiles for: streamwise normal stresses $u_x^2 / (U_o - U_{cf})^2$, radial normal stresses $u_y^2 / (U_o - U_{cf})^2$, tangential normal stresses $u_z^2 / (U_o - U_{cf})^2$, and streamwise-radial cross stresses $u_x u_r / (U_o - U_{cf})^2$; (5) downstream evolution and return to isotropy of the centerline Reynolds stresses $u_x^2(x) / (U_o - U_{cf})^2(x)$. These measures will provide a stringent quantified evaluation of the accuracy of multifractal modeling in the important and complex case of a free round turbulent jet.

5.3. Additional studies: jet with passive-scalar mixing

In many combustion problems, such as those arising from the development of systems like the rocket engine, gas turbine and internal combustion engine, the efficient mixing of fuel and oxidizer is accomplished through the use of turbulent jets, whose ability to mix fuel and oxidizer often largely determines the efficiency and stability of the combustion process. LES of such turbulent reacting flows often employ models for local reaction in the subgrid scales that are parameterized by resolved-scale quantities such as the filtered scalar concentrations $\langle \zeta \rangle$, the filtered scalar variance $\langle \zeta^2 \rangle$, and the filtered scalar dissipation rate $\langle 2D \nabla \zeta \cdot \nabla \zeta \rangle$ (See, e.g., Rajagopalan & Tong 2003).

With the completion of the tests described above in section 5.2, the jet flow solver will be augmented with the related multifractal model for the filtered passive-scalar transport equation. That model, whose derivation and initial tests have been described elsewhere in this volume (Burton 2004), uses the multifractal structure of the passive-scalar energy dissipation field in high Reynolds number turbulence to close the filtered passive-scalar transport equation. Tests will compare the accuracy of the model against experimental or DNS data for the behavior of the scalar and scalar dissipation field in the scale-similar region of the jet (Dowling & Dimotakis 1990; Dowling 1991). Statistics to be evaluated will include (1) scale similarity of the normalized scaled concentration field, scalar variance and scalar dissipation rate versus scaled radial component $\eta \equiv r / (x - x_o)$, (2) scaled power spectra for scalar variance and scalar dissipation fields at given downstream and cross-stream locations and (3) probability density functions of scalar concentrations and scalar dissipation rates at the same downstream and cross-stream locations. Such measures will provide a rigorous evaluation of the accuracy of multifractal modeling for turbulent mixing in a complex shear flow seen in a wide range of practical engineering applications.
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Identification of an internal layer in a diffuser

By X. Wu, J. Schluter, P. Moin, H. Pitsch, G. Iaccarino and Frank Ham

1. Motivation and objectives

Identifying regions of self-preservation in representative non-equilibrium flows is useful for basic fluid mechanics as well as engineering computation. Townsend (1976) discussed the process that sudden changes in external conditions in boundary layers may result in an internal boundary layer that spreads from the section of change, and the layer outside the internal layer develops in almost the same way as in the original flow. Experimental evidence in support of this observation includes the boundary layer over a curved hill (Baskaran et al. 1987), and the boundary layer over a bump (Webster et al. 1996). In Baskaran et al., streamwise pressure gradient changes rapidly from adverse to favorable at the leading edge, and separation occurs downstream of the summit. Internal layer was found downstream of the leading edge. The flow of Webster et al. remains attached, its streamwise pressure gradient changes suddenly from adverse to favorable at both the leading and trailing edges and internal layers were identified downstream of these two locations. They considered signatures of internal layer as knee points in the wall-normal profiles of streamwise turbulence intensity. In these two studies knee points emerge when the outer peak of streamwise turbulence intensity associated with upstream adverse pressure gradient decays rapidly under favorable pressure gradient and an inner peak establishes as a result of the internal layer. Obviously this process of knee point formation is specific to the hill or bump type of flows in which upstream strong adverse pressure gradient changes suddenly to favorable at the leading/trailing edges.

This paper describes an internal layer identified from an incompressible turbulent diffuser flow, as opposed to the internal layers previously identified in external boundary layer flows. The present internal layer emerges in the relaxation zone downstream of a sharp variation in streamwise pressure gradient: from mildly favorable to strongly adverse, then weakly adverse. Unlike those in Baskaran et al. and Webster et al., the present internal layer does not display significant spreading into the central region of the flow. The flow in the region where internal layer forms exhibits certain characteristics similar to those observed the C-type of Couette-Poiseuille turbulent flows.

Two laboratory incompressible diffuser flows have emerged in a number of fundamental and modeling studies on spatially developing complex internal turbulent flows, namely, the Azad diffuser (Azad 1996) and the Obi diffuser (Obi et al. 1993). The Azad diffuser is an axisymmetric conical geometry with a total divergence angle of 8° and with fully developed pipe flow at the inlet. The inlet Reynolds number based on friction velocity and pipe diameter is 12,400. Extensive measurements have been performed on this flow by Okwuobi & Azad (1973), Trupp et al. (1986) and Azad & Kassab (1989), among others. They found that sudden application of adverse pressure gradient at the diffuser throat affects the flow so drastically that the downstream mean and turbulent fields become unrecognizable in relation to the inlet condition. The Obi diffuser has an asymmetric planar configuration with a total expansion ratio of 4.7 and a single sided deflection wall
of 10°, see figure 1. The inlet was designed to be a fully developed turbulent channel flow, though in some of the experiments this condition was not achieved. The inlet Reynolds number based on friction velocity and channel half height is 500. Obi et al. (1993) studied the flow experimentally using a single component laser-Doppler anemometer. Buice & Eaton (1997) made hot-wire and pulsed-wire measurements in the Obi diffuser. Lindren et al. (2002) made measurements on a slightly modified geometry based on the Obi diffuser at a higher Reynolds number to study the control of flow separation. Lim & Choi (2004) performed shape optimization using the Obi diffuser as the base flow configuration. The Obi diffuser has also been used as a test flow in a number of computational studies. These include the Reynolds-averaged simulation of Durbin (1995) and Iaccarino (2001), as well as the large eddy simulation work of Kaltenbach et al. (1999). Previous investigations in the Azad diffuser emphasized the process of instantaneous flow reversal (Azad 1996); note that their time-averaged flow is not separated. Likewise, work in the Obi diffuser emphasized the unsteady process of separation on the lower deflected wall, e.g., see Kaltenbach et al. (1999). The focus of the present study is on the discovery of an internal layer over the upper flat wall of the Obi diffuser, a subject that has eluded attention in the previous diffuser studies which have focused on separation and reattachment over the lower deflected wall.

Aside from the obvious outstanding issue of identifying internal layers in internal flows, further flow physics questions can be raised with reference to the conditions under which internal layers may form, and the statistical and structural features of the internal layer, as well as possible connection between turbulent fluctuations inside internal layer and identifiable large scale motions in the central region of the flow. In addition, from the viewpoint of basic fluid mechanics it is of interest to query whether it is possible to relate the characteristics of internal layer with any well-known fundamental equilibrium component flows. Furthermore, the original process described by Townsend (1976) needs further scrutiny: Does the layer outside the internal layer develop as in the original unperturbed flow? Does the internal layer emerge right at the streamwise section of change? In this work we attempt to address these flow physics questions using large eddy simulation.

2. Computational details

We consider incompressible fluid flow with constant density \( \rho \) in the Obi planar diffuser shown in figure 1. Unit length scale is \( h \), the inlet channel half-height. The two transitional curvatures between the parallel walls and the inclined wall have the same radius of 19.4. The origin of the coordinate system is at the intersection of the deflected wall and the lower inlet channel wall. The curvature center associated with the upstream curved section is located at \( (x = -1.7, y = -19.4) \). The curvature center of the downstream curved section is at \( (x = 43.7, y = 12.0) \). The inlet plane is located at \( x = -5 \), and the outlet plane at \( x = 100 \). Spanwise dimension of the computational domain is \( 8h \).

Unit velocity scale is defined as the friction velocity \( u^* \) at the inlet. This then defines the unit time scale as \( h / u^*_x = 5 \). Reynolds number \( Re \) based on the unit length \( h \) and unit velocity \( u^*_x \) is 500. As in previous studies of the Obi diffuser, e.g., Buice & Eaton (1997) and Kaltenbach et al. (1999), the majority of the results to be presented in this paper were normalized by the inlet bulk velocity \( u_b \) defined as the area-averaged mean streamwise velocity at the \( x = -5 \) station.

The numerical methodology used to solve the filtered continuity and momentum equa-
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Figure 1. Cross-section of the asymmetric planar diffuser; the exit is at $x = 100$.

Figure 2. $\bar{u}'_{rms}/u_b$ versus $y$ at $x = 11.96$ showing the effects of resolution and subgrid scale model on LES results. ○ Buice & Eaton (1997); solid line: fine resolution; dashed line: coarse resolution; dotted line: coarse resolution without subgrid scale model.

tions is the unstructured fractional step method for large eddy simulation in complex geometries of Mahesh et al. (2004) with the dynamic subgrid-scale procedure of Germano et al. (1991). Velocities at the inflow boundary plane, $x = -5$, are from a separate LES of fully developed channel flow at $Re = 500$. Simulations were performed on two sets of hexahedral meshes. The fine mesh has $590(x) \times 100(y) \times 110(z)$ control volume cells. The coarse mesh has $360(x) \times 80(y) \times 80(z)$ control volume cells. Figure 2 shows the effects of grid resolution and subgrid-scale stress model on predicted rms velocity at $x = 11.96$. 
3. Results and discussion

Planar and conical diffusers have broadly similar wall static pressure distributions. A mildly favorable pressure gradient turns to sharply adverse at the diffuser throat, followed by a gradual decrease in the magnitude of adverse pressure gradient further downstream. Such similarity can be appreciated by comparing the $C_{pw}$ results for the Obi diffuser in figure 3 with figure 4 of Okwuobi & Azad (1973) for the axisymmetric Azad diffuser. In figure 3 the change from strongly adverse to weakly adverse pressure gradient starts near $x = 10$, and in Okwuobi & Azad (1973) similar transition takes place approximately 8 pipe radii downstream of the throat, though the leveling off of $C_{pw}$ is not as distinct as in the Obi diffuser. This pattern of $C_{pw}$ for incompressible diffuser flows may be contrasted with the behavior of $C_{pw}$ found in the hill/bump flows of Baskaran et al. (1987) and Webster et al. (1996). In Webster et al there are two adverse to favorable pressure gradient changes where signatures of internal layers emerge. The magnitude of their favorable pressure gradient decreases further downstream of the trailing edge. The diffuser flow and the bump flow both experience sharp variation in streamwise pressure gradient followed by downstream relaxation. The difference is that the signs of the sudden changes are opposite. Given the fact that internal layer exists in the scenario where $C_{pw}$ is from adverse to favorable, a query which naturally presents itself is whether internal layer can be found in the other scenario.

Skin friction coefficient $C_f$ over the upper flat wall in the Obi diffuser displays a long plateau extending from $x = 15$ to 45 (figure 4). The plateau is bound by a sharp drop from $x = 0$ to 10 upstream and a more gradual decline downstream of $x = 45$. In the plateau region, friction velocity is approximately 0.43, and 1 viscous wall unit corresponds to 0.0047 $h$. Broadly similar streamwise variation of $C_f$ exists in the Azad diffuser, see figure 17 of Azad (1996). Though in his flow the sharp drop of $C_f$ near the diffuser throat is followed by an additional slower decrease rather than a distinct plateau. In Webster et al. (1996) two sudden jumps in $C_f$ are found at the locations where pressure gradient
changes from adverse to favorable. Downstream of their trailing edge $C_f$ settles into a minor descending slope and signature of internal layer is distinct in this region. Abrupt increase in $C_f$ implies quasi-step changes in the near-wall mean velocity gradient. Thus, production terms which are directly dependent on this gradient in the transport equations for second-order turbulence statistics will be expected to show large increases in the near-wall region, for example, streamwise intensity. The argument that a quasi-step increase in $C_f$ selectively modifies near-wall shear production of turbulent stresses and leads to signatures of an internal layer explains well the internal layers identified in Webster et al. (1996) and Baskaran et al. (1987), but is not directly applicable in the present diffuser flow. This is because near the upper flat wall of Obi diffuser there is no quasi-step increase in $C_f$. Instead, $C_f$ has a prolonged plateau which is preceded by a rapid decrease. Although the overall trend of $C_f$ in the Obi diffuser is drastically different from that in the Webster bump, both flows nevertheless show regions of stabilized positive skin friction downstream of sections of sudden change. Again, the signs of the sudden changes are opposite. The stabilized $C_f$ in the relaxation region suggests newly established level of near-wall mean velocity gradient, which may be the driving factor in the formation of an internal layer. Obviously if the sharp drop in $C_f$ on the upper wall of the Obi diffuser is severe enough to cause separation there can be no internal layer. It is expected that internal layer, if it does exist in the Obi diffuser, will be less pronounced than that in the bump flow of Webster et al. (1996).

The newly established level of near-wall mean velocity gradient after sudden change implied by figure 4 can be more directly seen from figure 5 and figure 6 in which $(\overline{w})/u_b$ at a number of $x$ stations is plotted against the $y$ coordinate. Experimental data of Buice & Eaton (1997) and Obi et al. (1993) are also shown for comparison. For example in figure 6 the near-wall slope of $(\overline{w})/u_b$ decreases from $x = 6.4$ to 10.4, remains nearly constant from $x = 18.4$ to 38.4, and decreases further from $x = 42.4$ to 58.4. The mean velocity distributions are consistent with the sharp drop in $C_f$ followed by a prolonged
plateau spanning from $x = 15$ to 45 shown in figure 4. On the scales adopted in the figures, mean velocity profiles near the top flat wall exhibit nearly discontinuous abrupt change of curvature at $y \approx 1.8$ for those streamwise stations located within the range from $x = 11.96$ to 38.4. In addition, along the wall-normal direction from the abrupt change to approximately $y = 0$, $(\overline{u})/u_b$ displays linear slopes at these streamwise stations.

In this paper we will refer this region as the flow outside the internal layer, the outer flow, or the core region. The linearity of mean velocity in the core region is significant because it implies that the velocity difference is only a function (not necessarily linear) of distance to the wall for the outer flow, thereby satisfying a crucial condition in Millikan's reasoning for the existence of logarithmic velocity profile in the overlap region for the flow underneath the core flow. Based on the results of figure 4, figure 5 and figure 6, we can predict that in the $C_f$ plateau region underneath the core flow the mean velocity profiles are logarithmic.

The above prediction is put to test in figure 7 by plotting the mean velocity $(\overline{u})^+$ against wall distance $(2-y)^+$ using wall units. Using the friction velocity suggested in figure 4 it can be shown that $y = 1.8$ corresponds to approximately 45 wall units at each of the selected five $x$ locations. From $(2-y)^+ = 20$ to 80 the $(\overline{u})^+$ profiles at these five streamwise stations collapse onto a logarithmic curve with the well-known slope of $1/0.4$.

Very close to the wall $(2-y)^+ < 10$ the usual Law of the Wall is satisfied. We consider one of the properties of the present internal layer is that the mean velocity obeys self-similar Log Law and Law of the Wall inside the internal layer, and varies linearly with distance from the wall outside the internal layer. It may be possible to further collapse the $(\overline{u})/u_b$ profiles at different streamwise locations outside the internal layer in the core region of the flow. For scaling of mean velocity in adverse pressure gradient boundary layers, see the work of Na & Moin (1998) and references therein. Scaling in simple equilibrium internal flows was discussed in a recent paper of Nakabayashi et al. (2004).
**Figure 6.** \( \overline{\nu} / \nu_0 \) versus \( y \). Symbols are from Obi et al. (1993) and lines are present LES. ○ solid \( x = 18.4 \), ● dotted \( x = 22.4 \), ○ dashed \( x = 26.4 \).

**Figure 7.** \((2 - y)^+ \) versus \( \overline{\nu}^+ \). ○ \( x = 18.4 \), ● \( x = 22.4 \), ○ \( x = 26.4 \), ▲ \( x = 30.4 \), ▽ \( x = 34.4 \); solid lines are \( \overline{\nu}^+ = y^+ \) and \( \overline{\nu}^+ = 2.5 \ln y^+ + 4.2 \).

Mean streamwise velocity and its wall-normal gradient near the top wall at \( x = 20 \) are presented in figure 8. In the region of \( 1 < y < 2 \) and \( 18 < x < 38 \) the present mean velocity profiles exhibit similar characteristics to those in the C-type of Couette-Poiseuille turbulent flows measured by Nakabayashi et al., compare figure 8 with the sketch shown in figure 9. The inflectional point where second-order wall-normal mean
Figure 8. Mean velocity and its wall-normal gradient versus $y$ near the top wall at $x = 20$.
Solid line: $\langle \overline{u} \rangle / u_b$; $+$: $-1/u_b \partial \langle \overline{u} \rangle / \partial y$.

Figure 9. Sketch of the C-type of Couette-Poiseuille turbulent flows, following the experimental data of Nakabayashi et al. (2004).

velocity gradient changes sign is less apparent from the distribution of $\langle \overline{u} \rangle / u_b$ in the present diffuser flow compared to that indicated by figure 9 for the C-type of flow. However the profile of $\partial \langle \overline{u} \rangle / \partial y$ shown in figure 8 clearly demonstrates that the inflection is located at approximately $y = 1.7$. The effect on mean velocity of the lower moving wall in the C-type of flow is accomplished in the present diffuser flow by the high speed fluid beyond the core region, i.e., $y < 1$. Thus if the C-type of Couette-Poiseuille turbulent flows can be considered approximately as a distant prototype in the region of $1 < y < 2$
and $18 < x < 38$, the linearly varying high speed fluid flow away from the top wall is then one of the driving components in the internal layer formation process because it provides the necessary mechanism for mean velocity inflection in this particular flow.

In the flow over a bump of Webster et al. (1996), prior to the sudden change of $C_{pw}$ near the trailing edge the level of $u_{\text{rms}}$ is elevated and its peak displaced away from the
Figure 11. Shear stress and its wall-normal gradient versus $y$ near the top wall at $x = 20$. Solid line: Reynolds shear stress $\langle u' v' \rangle / u_b^2$; $+$: total shear stress $\langle u' v' \rangle / u_b^2 - 1/Re u_b \partial (\langle u' \rangle)^2 / \partial y$; $\circ$: wall-normal gradient of total shear stress.

Figure 12. Periodogram estimator of frequency spectrum $E_{11} / u_b^2$ as a function of $f/u_b$ at $x = 30$, $y = 1.8$ and $z = 1$. The left and right dashed lines represent the $-5/3$ and $-7$ slopes, respectively.

wall to the central region of the boundary layer. As the streamwise pressure gradient changes from adverse to favorable an inner peak of $u'_{rms}$ appears while the outer peak due to upstream adverse pressure gradient diminishes rapidly under the effect of newly imposed favorable pressure gradient so that the wall-normal profiles of $u'_{rms}$ show knee points, i.e., sharp turning, at the edge of internal layer. Sudden application of strong
adverse pressure gradient at the throat of the Obi diffuser significantly elevates $\tau_{\text{rms}}'$ near the upper flat wall, the local peak value at the throat is nearly 100% larger than the inlet peak. But this elevated peak decays rapidly back to the original inlet peak level by $x = 10$ as a result of the leveling off of $C_{pu}$ shown in figure 3. This process of rise and decay corresponds to the precipitous drop and subsequent stabilization in $C_f$ discussed in figure 4. Under the effect of adverse pressure gradient, the elevated $\tau_{\text{rms}}'$ in the region away form the wall bifurcates away from the inner peak and forms an outer peak. This outer peak is the one commonly observed when boundary layer responds to adverse pressure gradient. It shifts away from the wall with increasing streamwise distance from $x = 6.4$ to 14.4. This process can be discerned from figure 10. Because the flow is still under the influence of weak adverse pressure gradient downstream of $x = 10$ the outer peak does not decay as quickly as in Baskaran et al. and Webster et al. Thus, in the Obi diffuser, internal layer signatures may also include a valley bottom at $y \approx 1.8$ separating the inner and outer peaks. The streamwise range within which such a signature is distinct is from $x = 15$ to 40, consistent with figure 7. Comparison of the computed turbulence intensity with experimental data further downstream of the last $x$ station in figure 10 is less satisfactory; this is very similar to findings from Kaltenbach et al. (1999) and the other computational studies of the Obi diffuser. Kaltenbach et al. commented that the data of Obi et al. (1993) downstream of $x = 40$ are only of qualitative value for validation because of a possible scaling problem. No inflectional points can be found in the Reynolds shear stress and wall-normal intensity profiles.

The notion that the present internal layer together with its surrounding environment bears certain resemblance to the fundamental C-type of Couette-Poiseuille turbulent flows is reinforced by considering the characteristics of second-order turbulence statistics in these two flows. The $\bar{u'}_{\text{rms}}$ profiles close to the top wall in figure 10 bear remarkable resemblance to those shown in figure 14 of Nakabayashi et al. (2004). The valley between the inner and outer peaks in the present discussion is termed as plateau region by Nakabayashi et al. Reynolds shear stress similarity between these two types of flows can be appreciated by comparing the $\langle u' v' \rangle$ profile in figure 11 with those in figure 4 of Nakabayashi et al (2004). Note the absence of inflection in the Reynolds shear stress profiles for both flows. Apparently, the total shear stress in the present diffuser flow at $x = 20$ close to the top wall has different behavior from that in the C-type of Couette-Poiseuille turbulent flows. This reflects the fact that the present flow is not one-dimensional and fully developed as assumed in the C-type of Couette-Poiseuille turbulent flows. The wall-normal gradient of total shear stress shown in figure 11 also serves as a measure for identification of internal layer. In adverse pressure gradient boundary layer flows it is approximately equal to the streamwise gradient of total pressure. Outside the internal layer the total pressure on a streamline continues to change slowly as in the upstream flow, whereas inside the internal layer under adverse pressure gradient the total pressure increase along a streamline, being equal at the wall to the static pressure. In the present flow the location at which the total shear stress gradient changes sign serves as one the markers for the edge of the internal layer.

Velocity signals were recorded at selected points for a duration of 32,000 time steps. The raw records were processed using the data windowing technique of Press et al. (1992). The computed periodogram estimator of the power spectrum with data windowing $E_{11}/u_x^2$ is presented in figure 12. Normalization follows convention so that the spectrum axis has a dimension of unit length $h$, and the horizontal frequency axis has a dimension of $h^{-1}$. The extent within which the slope of $E_{11}$ agrees with the $-5/3$ inertial
Figure 13. Visualization of the internal layer using contours of rms axial turbulence intensity.

 subrange law is impressive. In addition, a modest extent of $-7$ slope is also evident. Grid spacing limits the highest frequency that can be locally resolved in the simulation, and this represents an implicit filter that is imposed by the grid on the flow field (Mittal & Moin 1997). Based on the streamwise grid spacing and the local value of mean streamwise velocity $(\overline{u})$, the normalized Nyquist critical frequency $f_c/u_\tau$ is approximately 1.2. Spectrum results at higher frequencies may therefore be ignored on the figure.

The internal layer itself is visualized in figure 13 using contours of rms axial turbulence intensity. An imaginary nearly horizontal line connecting the local tips of the contours close to the top wall can be considered approximately as the outer edge of the internal layer.

4. Conclusions

In the concluding remarks of Azad & Kassab (1989), it was commented that “it may also be conjectured that there is a new growth of a layer in the diffuser wall underneath the retarded, fully developed flow coming from the pipe into the diffuser”. Our results near the upper wall region of the asymmetric planar Obi diffuser support their conjecture, albeit at a much lower Reynolds number and also with qualifications.

The new layer is identified as an internal layer but with slow growth. Mean streamwise velocity possesses a well-defined logarithmic slope inside the internal layer until 80 wall units, and varies linearly with wall-normal distance outside the internal layer. One of the statistical indicators of an internal layer is inflectional characteristic in the wall-normal profile of streamwise turbulence intensity. This may take the concrete form of knee-point as reported in the external flow over a hill (Baskaran et al. 1987), or valley as found in the present internal flow through a planar diffuser. Internal layers have a tendency to emerge in the relaxation zone downstream of a sudden change in streamwise pressure gradient. Examples of such abrupt change in pressure gradient include the adverse to favorable drop at the trailing edge of the bump of Webster et al. (1996), as well as the favorable to adverse jump at the throat regions of the Azad diffuser (Okwuobi & Azad 1973) and the
Identification of an internal layer in a diffuser

Obi diffuser. Obviously one prerequisite for internal layer formation is that the abrupt change in pressure gradient may not lead to flow separation, though instantaneous flow reversal is not precluded. We argue that it is possible to relate the occurrence of internal layer to the skin-friction coefficient $C_f$, which is directly related to the near-wall mean velocity gradient. For instance, a step increase in $C_f$ is found after the trailing edge of the Webster bump corresponding to the adverse to favorable streamwise pressure gradient transition, followed by a gradual leveling off. Over the upper wall of the Obi diffuser, a rapid drop in $C_f$ corresponding to the favorable to adverse pressure gradient jump is followed by a leveling off downstream of $x = 15$. The establishment and stabilization of a new level of $C_f$ signals the birth of internal layer and may be considered as an indicator.

Approximately speaking, the present internal layer and the outer flow associated with it together constitute a distant analogue to the fundamental C-type of Couette-Poiseuille turbulent flows studied recently by Nakabayashi et al. (2004). They share broadly similar characteristics of mean and second-order turbulence statistics, but the total shear stress profiles are distinctly different. The role of the lower moving wall in the C-type flow is substituted by the high speed fluid in the central region of the diffuser where the mean velocity $\langle u \rangle$ varies linearly with wall-normal coordinate. In this sense the linearly varying high speed flow in the outer region provides the necessary mean flow inflection mechanism for the fluid close to the wall, and may be regarded as one of the driving components in the present internal layer process. The location at which the total shear stress gradient changes sign serves as one the markers for the edge of the internal layer.

Clarifications should be added with reference to the discussion of Townsend (1976) that sudden changes in external conditions in boundary layers may result in an internal boundary layer that spreads from the section of change, and the layer outside the internal layer develops in almost the same way as in the original flow. The results from this study suggest that internal layers may emerge in the relaxation zone downstream of a sudden change in streamwise pressure gradient. Furthermore, the layer outside the internal layer does not behave as if it were unperturbed, i.e., in the same way as in the original flow. On the contrary the flow outside the internal layer displays distinct relaxation characteristics consistent with the removal of strong pressure gradient. Admittedly such observations are limited to the internal layers arising from sudden changes in streamwise pressure gradient. Other perturbation mechanisms, e.g., change in surface roughness, probably will result in an internal layer process not entirely the same as described in this paper.
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LES prediction of pressure fluctuations on a low speed airfoil

By M. Wang, S. Moreau†, G. Iaccarino, and M. Roger‡

1. Motivation and objectives

The noise generated by flow over a lifting surface is a major concern in many engineering applications. Examples include propeller noise, rotor noise, wind turbine noise, fan noise, and noise from wings and hydrofoils. Even in the absence of disturbances in the incoming stream, an airfoil (blade) can be noisy due to the unsteady and turbulent boundary layers and wake generated around the profile and their interaction with it, particularly in the trailing-edge region. This so-called self-noise, or trailing-edge noise, is a major contributor to the overall noise in rotating machines and generally defines the lower bound of noise (Wright 1976).

Trailing-edge noise is much more powerful than the noise radiated by turbulent flows of comparable intensity in free space. This is because when turbulent boundary layer eddies are convected past the trailing edge, their aeroacoustic source characteristics are modified by the edge, resulting in a more efficient conversion of flow energy to acoustic energy. The theoretical framework for predicting trailing-edge noise has long been established (see, for example, Fowcs Williams & Hall 1970; Crighton & Leppington 1971; Howe 1978). In recent years, aided by the rapid increase in computing power, a number of numerical studies have been performed using Lighthill's theory (Lighthill 1952) in conjunction with large-eddy simulation (LES) of the near field (Wang & Moin 2006; Manohar, Troff & Sagaut 2000; Oberai, Roknaladin & Hughes 2002). Wang & Moin (2006) computed the flow over a model airfoil used by Blake (1975) in a trailing-edge aeroacoustic experiment at chord Reynolds number of $2.1 \times 10^6$, and obtained reasonable agreement with experimental measurements in terms of velocity and unsteady surface pressure statistics as well as radiated noise spectra. To save computational cost, the simulation was limited to the rear 40% of the airfoil and a spanwise width of just 50% of the airfoil thickness (1.2% chord). In addition, there is uncertainty about the velocity boundary conditions because of wind tunnel installation effects, which can cause the flow to deviate from that in free space (Moreau et al. 2003).

The objective of the present work is to further assess the predictive capability of LES for airfoil self noise. A new experiment was performed at Ecole Centrale de Lyon (ECL) to provide data for comparison with numerical solutions. In the experiment, described in Roger & Moreau (2004a) and Moreau et al. (2003), an industrial cambered airfoil (fan blade) is placed at the exit of an open-jet anechoic wind tunnel, as shown in figure 1. The airfoil, designed to achieve low drag by controlling the chordwise diffusion, is known as the controlled diffusion (CD) profile. Far-field acoustic spectra are measured along with the spatial-temporal statistics of surface pressure fluctuations, including the frequency spectra, coherence and phase. The unsteady surface pressure is of interest because it is used to predict the far-field noise in certain aeroacoustic models based on the classical
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Figure 1. Experimental setup in the ECL open-jet facility.

diffraction theory (Amiet 1976; Brooks & Hodgson 1981; Roger & Moreau 2004b). It can also induce blade vibration which is an additional source of noise. From a fundamental point of view, both the unsteady surface pressure and radiated acoustic pressure are generated by the same velocity source filed, and hence an accurate prediction of the surface pressure, particularly near the trailing edge, is indicative of the quality of the flow solution for far-field computation. In this article, we present a validation and analysis of the spatial-temporal statistics of the fluctuating surface pressure field. The far-field noise radiation will be computed and presented in the future.

The numerical simulation follows closely the experimental flow conditions. The Reynolds number based on chord and maximum nozzle exit velocity is \(1.5 \times 10^5\). At this relatively low Reynolds number, it is feasible to perform LES with the entire airfoil, although the details of laminar-to-turbulence transition in the nose region may not be captured accurately. It is argued, and later confirmed, that as long as the location of the transition is captured approximately, the subsequent development of the boundary layer and hence the trailing-edge noise and surface pressure fluctuations are relatively insensitive to the transition process. Several angles of attack (\(\alpha\)), measured with respect to the nozzle axis, are considered in the experiment, among which we choose \(\alpha = 8^\circ\) in the numerical simulation.

2. Accomplishments

2.1. Computational approach

It has been shown by Moreau et al. (2003) that the flow around an airfoil in an open-jet wind tunnel facility differs significantly from that around an isolated airfoil in a uniform stream. In the former case, the airfoil is immersed in a jet of finite width, which is deflected by the circulation created by the airfoil. This can have a large impact on the airfoil loading and its aeroacoustic properties. To account for the effect of jet-airfoil interaction, one possible approach is to include both the jet and airfoil in the simulation. This would, however, make the LES computationally very expensive if not impossible, and add considerable complexity to the problem.

To facilitate the LES while matching closely the experimental conditions, we use an approach which incorporates Reynolds-averaged Navier-Stokes (RANS) solutions into the computation as illustrated in figure 2. First, a RANS simulation is performed in a large
computational domain which includes the airfoil, the nozzle and the jet. The velocities obtained from the RANS calculation are used to provide boundary conditions for the LES, performed in a smaller domain embedded in the potential core of the jet. A similar method was employed previously by Wang and Moin (2000). As shown in figure 3, the pressure coefficient from LES is in reasonable agreement with those from RANS and experiment, indicating that this approach provides high fidelity in terms of global flow conditions. In order to allow for a reasonably large LES domain within the jet core, the largest nozzle available in the ECL facility was employed. The jet width at the nozzle exit is 50 cm, or 3.69 times the airfoil chord C.

In the LES, we solve the spatially filtered, incompressible Navier-Stokes equations in conjunction with the dynamic subgrid scale model (Germano et al. 1991; Lilly 1992) using an energy-conserving, hybrid finite-difference/spectral code described in Wang & Moin (2000). The numerical scheme utilizes second-order central differences in the streamwise direction and Fourier collocation in the spanwise direction. The time advancement is of the fractional step type in combination with the Crank-Nicholson method for viscous terms and third order Runge-Kutta scheme for the convective terms. The Poisson equation for pressure is solved using a multigrid iterative procedure. Simulations are performed on a C-mesh with $960 \times 84 \times 64$ cells, covering a region of size $4C$ (streamwise, $x$) $\times 2.5C$ (cross-stream, $y$) $\times 0.1C$ (spanwise, $z$). Except in the vicinity of the leading edge, the near-wall grid resolution on the suction side is $\Delta x^+ \leq 34$, $\Delta y^+ \leq 1.1$, and $\Delta z^+ \leq 20$ in wall units, which is adequate for LES. Resolution on the pressure side is considerably coarser because the boundary layer is laminar. The boundary conditions consist of the no-slip condition on the airfoil surface, convective outflow condition in the exit plane, steady RANS velocities along the outer “C” boundary, and periodic boundary conditions in the spanwise direction.

2.2. Results

2.2.1. Flow-field characteristics

Figure 4 depicts the iso-contours of the streamwise velocity in a given spanwise plane at a given time instant. It shows a laminar boundary layer on the lower (pressure) side
of the airfoil, and a transitional and turbulent boundary layer on the upper (suction) side. Transition on the suction side is triggered by an unsteady laminar separation near the nose, as illustrated clearly in the leading-edge close-up in figure 4. The leading-edge separation is quantitatively identified in figure 5 as a region of negative skin friction coefficient $C_f$. The streamwise extent of the mean separation bubble is approximately 3.7% $C$. After reattachment the suction side boundary layer evolves downstream into a fully turbulent one. Like its laminar counterpart on the pressure side, the turbulent boundary layer remains attached as it passes the trailing edge despite the strong adverse pressure gradient. There is no obvious coherent vortex shedding at the present angle of attack. These qualitative features of the flow are in agreement with experimental observations.
2.2.2. Frequency spectra of surface pressure fluctuations

The frequency spectra of pressure fluctuations on the suction side of the airfoil surface are shown in figures 6 and 7. To facilitate comparisons with the experimental data, dimensional frequencies (in Hz) and spectra (in dB, relative to the reference pressure of $2 \times 10^{-5}$ Pa) are used. The reference velocity ($U_0$) and density ($\rho_0$), taken at the center of nozzle exit, are 16 m/s and 1.25 kg/m$^3$, respectively, and the airfoil chord is $C = 0.1356$ m. Since the airfoil has an angle of attack, it is convenient to define a chordwise coordinate $x_c$, which is related to the x-coordinate (cf. figure 4) by $x_c = x / \cos \alpha$, to identify the measurement stations. Along this coordinate the nose is located at $x_c/C = -1$ and the trailing-edge is at $x_c/C = 0$.

Plotted in figure 6 are comparisons with experimental measurements at four stations: $x_c/C = -0.60, -0.14, -0.08, -0.02$. The first station (figure 6a) is in the front half of the airfoil. At this location the pressure spectrum already exhibits turbulent boundary layer characteristics and is in good agreement with experimental measurements. Similar spectral shapes are observed at downstream locations. The last three stations shown in figure 6(b-d) are located in the trailing-edge region. Their pressure spectra show overall agreement with the experimental data. In general, LES is seen to overpredict the spectral level by 2 to 4 dBs relative to the experiment in the low to intermediate frequency range. At the high frequency end the LES spectra drop off more rapidly, suggesting that the boundary layer lacks very small scale structures. This is not atypical of LES predictions (e.g. Wang & Moin 2000; 2002), although somewhat surprising given the good grid resolution employed in the computation and the fact that high frequency contents are much better captured at the upstream location shown in figure 6a.

A useful observation from figure 6(b-d) is that the pressure spectra exhibit only small
variations in the trailing-edge region (within the last 15% chord). This is important for the aeroacoustic prediction models based on pressure diffraction theory (e.g., Amiet 1976; Brooks & Hodgson 1981, Roger & Moreau 2004b), which utilize the frequency spectrum of wall pressure at a single point near the trailing edge as an input. The exact location is arbitrary as long as the spectrum is not affected by the edge diffraction. This approach necessarily requires the boundary layer to be self-similar so that the wall pressure spectrum does not exhibit strong sensitivity to the streamwise position. The spectra obtained for the present flow exhibit this property despite the adverse pressure gradient, indicating that this modeling approach is suitable for the far-field noise prediction.

In contrast to the trailing-edge area, the pressure spectrum in the leading-edge region shows extremely strong dependence on position. Figure 7a depicts the frequency spectra at locations \( x_c/C = -0.99, -0.97, -0.95, -0.91, \) and \(-0.85 \). The first station is upstream of the unsteady separation, and hence the spectrum lacks high frequency contents. The second station is inside the separation, and the other three are downstream of reattachment. The spectral levels are highly elevated inside the separation and immediately following the reattachment as a result of the shear layer motions and laminar breakdown. It should be pointed out that the detailed transition process, including the precise locations of separation and reattachment, is strongly dependent on incoming flow disturbances. No free-stream turbulence is provided in the computation, whereas in the experiment, the residual turbulence level in the incident flow is approximately 0.8% of the mean velocity. The experimental pressure spectra in the leading-edge region show significant variations from one measurement to another. As an example, two sets of measurements at the same location, \( x_c/C = -0.95 \), are plotted in figure 7b along with the LES solution. The discrepancies among the three curves are very large. An accurate simulation of the leading-edge region would require a precise characterization of the incoming turbulence as well as very accurate numerics. However, given the non-repeatability even among experimental measurements, such a task may prove very challenging.

The root-mean-square (rms) value of pressure fluctuations \( p_{rms} \), normalized by the local mean wall shear stress \( \tau_w \), is plotted in figure 8 along the suction surface. The curve
is truncated in the nose and trailing-edge regions because of the exceedingly small \( \tau_w \) values caused by flow separation and adverse pressure gradient. In the region \(-0.8 \leq x/C \leq -0.4\), the pressure gradient is nearly zero (cf. figure 3), and \( p_{rms}/\tau_w \) varies from 1.5 to 2.7. This is consistent with previous numerical and experimental values for equilibrium turbulent boundary layers at similar low Reynolds numbers (e.g. Choi \\& Moin 1990).

2.2.3. Correlation and coherence

The evolution of the spatial and temporal scales in the turbulent boundary layer is reflected in the space-time correlation of the fluctuating surface pressure, depicted in figure 9 as a function of temporal and spanwise spatial separations at four streamwise locations \( x_c/C = -0.60, -0.23, -0.02, \) and 0. A significant growth of the spanwise and temporal scales is observed from the first station to the third, as a result of the thickening of the boundary layer which is accelerated by the adverse pressure gradient. A similar growth in streamwise scales can be inferred from the temporal scales through Taylor’s hypothesis. The last station, \( x_c/C = 0 \), is in the back of the trailing edge, which is blunt on a small scale (see figure 4). The decorrelation spatial and temporal scales at this location (figure 9d) are found to be much larger than those of its close neighbor, \( x_c/C = -0.02 \) (figure 9c). Note that the spanwise correlation coefficient in figure 9 decays to between 0.1 and 0.2 over a maximum separation equal to one half of the periodic spanwise domain size. This is, while not ideal, considered reasonable for this flow and much better than in some related studies (e.g. Wang \\& Moin 2000). To test the sensitivity of the correlation to spanwise domain size, a separate simulation with twice the spanwise domain size but coarser grid resolution has been conducted. The results show only a marginal improvement, and the minimum spanwise correlation remains larger than 0.1.

An important parameter in trailing-edge noise prediction (both modeling and computation) is the coherence length scale of the source field in the spanwise direction, since it represents the size of a source region which radiate independently from sources in neighboring regions in a statistical sense. The coherence is essentially the two-point correlation coefficient in the frequency domain, defined as

\[
\gamma^2(x, r, \omega) = \frac{\left| \Phi_{pp}(x, r, \omega) \right|^2}{\left| \Phi_{pp}(x, 0, \omega) \right| \left| \Phi_{pp}(x + r, 0, \omega) \right|},
\]

where the cross spectrum function \( \Phi_{pp} \) is the Fourier transform of the space-time cross
correlation function

$$\Phi_{pp}(x, r, \omega) = \int_{-\infty}^{\infty} \langle p(x, t) p(x + r, t + \tau) \rangle e^{-i\omega \tau} d\tau.$$  \hspace{1cm} (2.2)

Figure 10 shows the surface pressure coherence as a function of spanwise separation and frequency, at locations $x_c/C = -0.60$ and $-0.02$. These two contour plots should be contrasted with the corresponding correlation plots in figure 9a and figure 9c, respectively. It is observed that the increased spanwise correlation near the trailing edge is a low frequency effect. The higher frequency components near the trailing edge are in fact less correlated (having smaller coherence length) than their upstream counterparts.

In figure 11a, a comparison is made between the experimental and computed values of the spanwise coherence of fluctuating surface pressure at the near trailing-edge point $x_c/C = -0.02$. Two spanwise separations, $\Delta z/C = 0.02$ and $0.04$, are considered. The LES results are shown to predict the higher frequency behavior of the coherence but not the low frequency value. It appears that the coherence at low frequencies, particularly for relatively large separations as measured in the experiment, is extremely sensitive to sample size and numerical errors. In figure 11b the coherence at the same location is plotted as a function of spanwise separation for five discrete frequencies. The rapid decay of the coherence with spanwise separation, even at low frequencies (see also figure 10), indicates that the current spanwise computational domain size allows the capturing of a statistically independent acoustic source region and the computation of coherence length scales; both are key to the computation of radiated noise. However, the accuracy of the lower frequency coherence needs to be improved.
3. Summary and future plans

In this work large-eddy simulation has been employed to study the space-time characteristics of the fluctuating pressure on a thin, cambered airfoil at 8° angle of attack. The computational results are compared with concurrent experimental measurements carried out at ECL in terms of the frequency spectra and spanwise coherence. The relatively low Reynolds number of $1.5 \times 10^6$ based on chord allows the simulation to be performed with the entire airfoil in the computational domain. Transition is triggered naturally by unsteady laminar separation near the nose.

To replicate faithfully the experimental flow conditions in the simulation, a RANS calculation is first performed in an open-jet wind tunnel configuration. The resulting velocity profiles are then used to define the boundary conditions for LES in a smaller, C-mesh domain within the core of the jet. This approach is shown to provide the correct...
global flow condition in terms of airfoil loading. The precise turbulent inflow condition, which can affect the leading-edge transition, is not prescribed. It is found that the pressure spectrum beneath the fully developed turbulent boundary layer is insensitive to the details of the upstream transition process, as long as the location of the transition is captured approximately.

The LES flow field is characterized by an attached laminar boundary layer on the pressure side of the airfoil and a transitional and turbulent boundary layer on the suction side, in agreement with experimental observations. A spectral analysis of the fluctuating surface pressure field shows reasonable agreement with experimental values in the mid- and aft-sections of the airfoil. In the nose region, characterized by unsteady separation and transition, the flow and wall-pressure fluctuations are highly sensitive to small inflow perturbations. Their spatial-temporal statistics are difficult to measure experimentally or predict computationally with certainty. LES is also shown to be capable of predicting the spanwise coherence of the surface pressure field to reasonable satisfaction compared with the experiment except at the low frequency end, where statistical convergence is difficult to reach. In addition to the validation study using experimental data, a preliminary analysis of the spatial and temporal structures of the unsteady pressure field and their evolution has been carried out.

In the future we plan to further validate and analyze the LES solutions using recently acquired hot-wire measurements in the wake. We will also compute the noise radiation to the far-field using Lighthill’s aeroacoustic theory.
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A space-time correlation theory for turbulent shear flows

By G.W. He† and M. Wang

1. Motivations and objectives

The objective of this research is to investigate the large-eddy simulation (LES) prediction of velocity space-time correlations in turbulent shear flows. In the application of LES methodology to aeroacoustics (e.g., Wang & Moin 2000; Colonius & Lele 2005), Lighthill’s acoustic analogy (Lighthill 1952) is often used to compute the far-field noise. According to Lighthill’s theory, the acoustic intensity radiated by a turbulent flow depends on the space-time correlations of the Lighthill stresses, which are related to the space-time correlations of velocity fluctuations based on Proudman’s (1952) analysis. Our previous research (He, Rubinstein & Wang 2002; He, Wang & Lele 2004) shows that the space-time correlations in isotropic turbulence are determined by the instantaneous wavenumber energy spectrum and the sweeping velocity; the latter is the root mean square of total energy. Therefore, if LES with an appropriate SGS model captures the time evolution of the energy spectrum, the space-time correlation, and hence noise, is expected to be computed correctly. However, realistic flows are not isotropic and homogeneous. In turbulent shear flows, the space-time correlations are no longer dominated by the sweeping velocity. Thus, an accurate prediction of the energy spectrum is not the only requirement for SGS modeling. The convection and shear may cause additional effects on space-time correlations, which must be accounted for by the SGS models.

In this study, we investigate the space-time correlations in turbulent shear flows. An elliptic hypothesis is proposed to model the space-time correlations in the streamwise direction. It is shown that Taylor’s hypothesis is a linear approximation to the correlation contours, whereas the elliptic hypothesis is a second order approximation to the contours. An analytical expression for space-time correlations is formulated from the elliptic hypothesis, which relates the space-time correlations to two-point spatial correlations and propagation velocities. The propagation velocities are neither the sweeping velocity nor the mean velocity in general. The results will be used to guide a subsequent computation aimed at elucidating the SGS modeling effect on space-time correlations in turbulent shear flows.

2. Main results

The space-time correlation in a statistically stationary and homogeneous flow is defined as

\[ R(r, \tau) = \langle u_4(x, t)u_4(x + r, t + \tau) \rangle, \]  \hspace{1cm} (2.1)

† Permanent address: Laboratory for Nonlinear Mechanics, Institute of Mechanics, Chinese Academy of Sciences, Beijing, 100080, China; Email: hgw@hm.imech.ac.cn and ghe@ctr.stanford.edu
where \( u_i \) is a component of velocity fluctuation \( \mathbf{u} \) and \( \tau \) is the temporal separation. No summation over repeated indices is implied unless otherwise indicated. For notational simplicity, the index on the correlation function \( R \) has been dropped. In the present analysis, we limit spatial separation to the streamwise direction: \( \mathbf{r} = (r,0,0) \), in which turbulence is statistically homogeneous. In previous studies of the space-time correlations, velocity fluctuations are frequently considered to be convected by a propagation velocity \( V \) such that

\[
R(r, \tau) = R(r - V\tau, 0). \tag{2.2}
\]

If the fluctuations are convected in frozen patterns, the propagation velocity is the mean velocity. This is the result from Taylor’s well-known hypothesis. Eq. (2.2) also implies that

\[
R(r, \tau) = \int E(k) \cos[k(r - V\tau)]dk, \tag{2.3}
\]

which indicates that the space-time correlation is determined by the wavenumber energy spectrum \( E(k) \) and propagation velocity. Therefore, if LES can predict both the wavenumber energy spectrum and propagation velocity, it can predict the space-time correlations. However, Taylor’s hypothesis is a rather crude approximation and may fail in flows with a strong shear (Lumley 1965). It is desirable to derive a more general and accurate model for the space-time correlations in turbulent shear flows.

Consider an iso-correlation contour \( R(r, \tau) = C \), where \( C \) is constant. If we can find a point \( (r_c, 0) \) on the contour, it implies that \( R(r_c, \tau) = R(r, 0) \). Therefore, the space-time correlations are determined by the spatial correlation \( R(r, 0) \) and the solution of the equation \( R(r, \tau) = R(r_c, 0) \). Both numerical simulations (Kim & Hussain 1993) and experiments (Wills 1964) have shown that in turbulent shear flows the correlation contours form closed curves with a single peak at the origin \( (r, \tau) = (0,0) \). The contours decrease in value with increasing \( r \) or \( \tau \), and decay to zero as \( r \) or \( \tau \) goes to infinite. This ensures the existence of a solution to the equation \( R(r, \tau) = R(r_c, 0) \). The most prominent feature of the contours is that they have a preferred direction.

The correlation contours can be reasonably approximated by second order algebraic curves. A higher-order approximation can be introduced if necessary. Based on the experimental and numerical observations, we propose an elliptic approximation, i.e. the contours of space-time correlations are ellipses. The ellipses can be obtained by Taylor’s expansion of the space-time contours \( R(r, \tau) = C \)

\[
R_{rr} r^2 + 2R_{r\tau} r\tau + R_{\tau\tau} \tau^2 = C, \tag{2.4}
\]

where the subscripts denote derivatives evaluated at \( r = 0 \) and \( \tau = 0 \). Note that \( R_r(0,0) = R_r(0,0) = 0 \) because the flow is statistically stationary and homogeneous in the direction of separation. \( R(0,0) \) has been absorbed into \( C \). Suppose that \( (r, \tau) \) and \( (r_c, 0) \) are the two points on the ellipse, that is \( R(r, \tau) = R(r_c, 0, 0) \), we obtain

\[
r_c = \sqrt{r(r - 2V_t\tau)} + V_t^2 \tau^2, \tag{2.5}
\]

where

\[
V_t = -R_{r\tau}(R_{rr})^{-1}, \tag{2.6}
\]

\[
V_t^2 = R_{\tau\tau}(R_{rr})^{-1}. \tag{2.7}
\]

Here \( V_t \) is the same propagation velocity defined by Wills (1964). \( V_t \) also has the dimension
of velocity and may thus be considered as a propagation velocities. As a result, we have

$$R(r,\tau) = R \left( \sqrt{r(r - 2V_\tau\tau) + V_\tau^2\tau^2}, 0 \right)$$  \hspace{1cm} (2.8)$$

Eq. (2.8) implies that the space-time correlations in a turbulent shear flow can be determined from the spatial correlations and appropriately defined propagation velocities.

In the degenerate case of $R_{rr}, R_{\tau\tau} - R_{\tau\tau}^2 = 0$, (2.5) can be simplified to

$$r_c = r - V_\tau\tau,$$  \hspace{1cm} (2.9)$$

which is Taylor’s hypothesis. It is now clear that Taylor’s hypothesis is a linear approximation to the correlation contours, which is the degenerate case of the elliptic hypothesis. If there exists a dominant propagation velocity, the ellipse is very flat in the direction normal to the propagation direction. This means that the ratio of two principal axes of the ellipse, $R_{rr}R_{\tau\tau} - R_{\tau\tau}^2$, is negligibly small. Thus, Taylor’s hypothesis is a good approximation.

The two velocities in (2.5) can be analytically calculated from the Navier-Stokes equations using the Taylor expansion technique (Gotoh & Kaneda 1991; Kaneda 1993). In the following, we derive the first propagation velocity as an example. We start with the incompressible Navier-Stokes equations

$$\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{v},$$

$$\nabla \cdot \mathbf{v} = 0,$$  \hspace{1cm} (2.10)$$

where $\nu$ is the kinematic viscosity and $\rho$ is the density, henceforth absorbed into pressure. The velocity $\mathbf{v}$ and pressure $p$ are decomposed into their mean parts, $\mathbf{U}$ and $P$, and their fluctuation parts, $\mathbf{u}$ and $p'$, such that

$$\mathbf{v} = \mathbf{U} + \mathbf{u},$$

$$p = P + p'.$$  \hspace{1cm} (2.11)$$

For simplicity, we consider parallel flows whose mean velocity has the form $\mathbf{U} = (U_1(x_2), 0, 0)$. The velocity and pressure fluctuations must then satisfy

$$\frac{\partial u_i}{\partial t} = -U_1(x_2) \frac{\partial u_i}{\partial x_1} - u_2 \frac{\partial U_1(x_2)}{\partial x_2} \delta_{i1} - u_i \frac{\partial u_i}{\partial x_2} + \left( u_j \frac{\partial u_i}{\partial x_j} \right) - \frac{\partial p'}{\partial x_i} + \nu \frac{\partial^2 u_i}{\partial x_j \partial x_j};$$

$$p' = -\nabla^2 \left[ U_1 \delta_{i1} u_j + U_1 \delta_{j1} u_i + u_i u_j - \langle u_i u_j \rangle \right].$$  \hspace{1cm} (2.12)$$

Note that in (2.12), the summation convention over repeated indices applies. From the definition of the space-time correlation, we can calculate

$$R_{rr} = \left( u_i(x,t) \frac{\partial^2 u_i(x + r, t + \tau)}{\partial r^2} \right)_{r = \tau = 0} = -\left( \frac{\partial u_i(x, t)}{\partial x_1} \right) \left( \frac{\partial u_i(x, t)}{\partial x_1} \right)$$  \hspace{1cm} (2.13)$$

$$R_{r\tau} = \left( u_i(x,t) \frac{\partial^2 u_i(x + r, t + \tau)}{\partial r \partial \tau} \right)_{r = \tau = 0} = -\left( \frac{\partial u_i(x, t)}{\partial x_1} \right) \left( \frac{\partial u_i(x, t)}{\partial t} \right)$$  \hspace{1cm} (2.14)$$

Substituting (2.12) into (2.14) leads to

$$R_{r\tau} = U_1(x_2) \left( \frac{\partial u_i(x, t)}{\partial x_1} \frac{\partial u_i(x, t)}{\partial x_1} \right) + \frac{\partial U_1(x_2)}{\partial x_2} \delta_{i1} \left( \frac{\partial u_i(x, t)}{\partial x_1} \right) \left( \frac{\partial u_i(x, t)}{\partial x_1} \right).$$
where the velocity fluctuations are assumed to be homogeneous and their triple correlations and the viscous terms are ignored.

Therefore, the first propagation velocity is

\[
V_i = U_1(x_2) + \frac{\partial U_1(x_2)}{\partial x_2} \delta_{i1} \left\langle \frac{\partial u_i}{\partial x_1} \right\rangle^{-1} \left\langle \frac{\partial u_i}{\partial x_1} \frac{\partial u_i}{\partial x_1} \right\rangle^{-1}
\]

\[
- \frac{1}{2\pi} \int \int \int \frac{\partial U_1(y_2)}{\partial y_2} \left\langle \frac{\partial u_i(y,t)}{\partial x_1} \frac{\partial u_i(x,t)}{\partial x_1} \right\rangle \frac{y_i - x_i}{|x-y|} dy \left\langle \frac{\partial u_i}{\partial x_1} \frac{\partial u_i}{\partial x_1} \right\rangle^{-1}
\]

Expression (2.16) shows that the propagation velocity \(V_i\) is dominated by the mean velocity if the shear rate is relatively small. However, when the shear rate is large, the contribution from the second term can be significant. This observation is in agreement with the numerical results in channel flows obtained by Kim and Hussain (1993): the propagation velocity for most of the outer layer is essentially identical to the local mean velocity, whereas the propagation velocity in the near-wall region is about one half of the mean velocity at the center of the channel, which is larger than the local mean velocity. Therefore, the space-time correlations in turbulent shear flows present additional requirements to LES beyond the wavenumber energy spectra.

3. Future work

An elliptic approximation for space-time correlations in turbulent shear flows has been proposed. According to this approximation, the space-time correlations of velocity fluctuations are determined by the two-point spatial correlations and the propagation velocities. It is also shown that Taylor’s hypothesis is a linear approximation to the space-time correlations. To accurately predict the space-time correlations, one must accurately predict the spatial correlations and the propagation velocities.

Future work will include the numerical verification of the elliptic hypothesis in turbulent shear flows. The space-time correlations will be evaluated in a channel flow using DNS and LES with different SGS models. The results obtained will be analyzed in terms of propagation velocities. These fluctuating quantities to be analyzed include velocity, pressure, and the Lighthill stress tensor.
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A multilevel formulation to simulate particulate flows

By S. V. Apte

1. Motivation and objectives

Many engineering problems involve two-phase flows, where particles of different shapes, sizes, and densities in the form of droplets, solid particles, or bubbles are dispersed in a continuum (gaseous or liquid) fluid. Numerical simulations of these flows commonly employ Lagrangian description for the dispersed phase and Eulerian formulation for the carrier phase. Depending on the volumetric loading of the dispersed phase two regimes are identified: dilute \((d_p << l)\) and dense \((d_p \approx l)\), where \(d_p\) is the particle diameter, and \(l\) the inter-particle distance. Furthermore, the grid resolution \((\Delta)\) used for solution of the carrier phase could be such that the particles are subgrid \((d_p << \Delta)\) or resolved \((\Delta < d_p)\) (cf. figure 1). Clearly, different numerical approaches are necessary to simulate various regimes of the flow. In addition, these regimes may occur in the same simulation, e.g. DNS or LES of wall-bounded turbulent flows with moderate particle loadings. Near the wall, the grid resolution in the wall-normal direction is extremely fine \((d_p > \Delta)\) to capture the small scales of turbulence, and the particles move slowly thus increasing their residence time and number density near the wall and decreasing the inter-particle distance \((l \approx d_p)\), whereas away from the wall the grid resolution is coarse and the inter-particle distance is large. A multi-level approach capable of addressing all regimes is needed.

Typical simulations involving millions of dispersed particles employ “point-particle” approach for dilute particle-loadings (Apte et al. 2003a; Apte et al. 2003b; Segura et al. 2004) where the forces on the dispersed phase are computed through model coefficients and the effect of particles on the carrier phase is represented by a force applied at the centroid of the particle. Although this approach has been shown to give good results for swirling, separated flows (Apte et al. 2003a), it fails to properly capture turbulence modulation in wall-bounded flows (Segura et al. 2004). If the volumetric loading is high or the particle size is greater than Kolmogorov scale, simple drag/lift laws for particle motion (used in the point-particle approach) do not capture the unsteady wake effects (Burton & Eaton 2003). Apte et al. (2003c) (henceforth CTR-ARB03) performed simulations of Poiseuille flow with large spherical particles arranged in layers at the bottom of the channel. It was shown that the point-particle approach was unable to provide any lift to the particles in this shearing flow. Accounting for volumetric effects of the spherical particles was important to obtain lift and fluidization of the channel as observed in fully resolved DNS studies (Choi & Joseph 2001; Patankar et al. 2001). The formulation developed in Apte et al. (2003c) is applicable to dense as well as dilute regimes (here the effect of volume fraction will be negligible). However, it requires that the size of particles is less than the grid control volume.

If \(d_p \gg \Delta\), the particle-domain is completely resolved by the grid, and forces on the particle should be computed directly. A variety of approaches based on distributed Lagrange multipliers (DLM)/fictitious domain method ( Glowinski et al. 1999; Patankar et
\begin{figure}
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\includegraphics[width=\linewidth]{figures/fig1.png}
\caption{Regimes of particulate flows in Eulerian-Lagrangian simulations: a) dilute, b) dense, c) resolved}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\linewidth]{figures/fig2.png}
\caption{Use of material points to describe the particle domain: a) original sphere, b) sphere replaced by material points. Each material point has an associated volume (and thus a length scale) so that the total volume of all material points is equal to the original particle.}
\end{figure}

\textit{al.} 2000), arbitrary Lagrangian-Eulerian (ALE) formulation (Hu \textit{et al.} 2001), immersed boundary based direct forcing method (Kajishima \& Takagi 2002), fast computation techniques based on DLM (Patankar 2001; Sharma \& Patankar 2004) have been developed and applied to simulate these types of “resolved” particulate flows. For turbulent flow simulation of large number of particles, two approaches stand-out because of their easy implementation and fast computation: a) Kajishima \& Takagi (2002) (henceforth KT02) and b) Patankar (2001). The formulation due to KT02 is explicit in terms of particle momentum coupling and is first-order accurate in time, however, has been shown to give good results for particle-turbulence interactions. Patankar (2001) developed a formulation which is implicit for particle momentum coupling. We attempt to extend the framework developed in CTR-ARB03 by investigating the resolved particle regime. The emphasis in this work is to develop a formulation for resolved particles, which can be directly used in conjunction with formulation described in CTR-ARB03, and thus can be used to compute all regimes encountered in particulate flows. We first investigate the formulation based on KT02 and propose modifications/improvements.

2. Governing equations

We assume that the particle size, $d_p$, is much larger than the grid spacing, $\Delta$, as shown in figure (1c). We also assume that the particles are rigid. The grid used is kept fixed
and part of the control volumes occupy the particle domain. Following the notation used in CTR-ARB03, \( \Theta_g \) and \( \Theta_p \) represent the carrier and dispersed phase volume fractions, respectively, and \( \Theta_p + \Theta_g = 1 \). We define the composite velocity as,

\[
\mathbf{u} = \Theta_g \mathbf{u}_g + (1 - \Theta_g) \mathbf{u}_p
\]

(2.1)

where \( \mathbf{u}_g \) is the fluid velocity vector, and \( \mathbf{u}_p = \mathbf{U}_p + \omega_p \times \mathbf{r} \) the particle velocity. Here, \( \mathbf{U}_p \) is the translational velocity and \( \omega_p \) the angular velocity of rigid body rotation. Equation (2.1) represents the volume-weighted velocity at the interfacial control volumes. For no-slip and non-permeable interface, \( \mathbf{u}_g = \mathbf{u}_p \), the Navier-Stokes equations for an incompressible fluid with rigid particles become:

\[
\nabla \cdot \mathbf{u} = 0
\]

(2.2)

\[\rho_g \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \mu_g \nabla \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right) + \rho_g \mathbf{g} + \mathbf{F} \]

(2.3)

where \( \mu_g \) is the dynamic viscosity of fluid, \( \mathbf{g} \) the gravitational force, and \( \mathbf{F} \) the force acting to enforce the rigid-body motion within the particle domain. If the particle is moving with a velocity of \( \mathbf{u}_p \), the fluid velocity inside the particle domain (\( \Theta_p = 1 \)) should be \( \mathbf{u} = \mathbf{u}_p \). The force imposing this condition is given as \( \mathbf{F}_p = \rho_g (\mathbf{u}_p - \mathbf{u}) / \Delta t \). In KT02, a first order approximation is used for the force in the region \( 0 < \Theta_p < 1 \) to give,

\[
\mathbf{F} = \rho_g \Theta_p \frac{\mathbf{u}_p - \mathbf{u}}{\Delta t}
\]

This force is applied to the centroid of the grid control volumes. In this work, we present a better representation of the force to impose rigid body motion in the particle domain as shown below.

### 2.1. Volume fraction and interphase force

In order to compute the volume fraction (\( \Theta_p \)) we replace each particle by \( N_m \) “material points” distributed over the entire particle domain as shown in figure 2. Each material point has an associated volume such that the total volume of the material points is equal to the particle volume. The centroid of a material point cannot be inside the volume of another. The volume fraction is easily obtained as

\[
\Theta_p (\mathbf{x}) = \sum_{k=1}^{N_m} V_k G_\sigma (\mathbf{x} - \mathbf{x}_k)
\]

(2.5)

where the summation is over all material points \( N_m \). Here \( \mathbf{x}_k \) is the particle location, \( \mathbf{x} \) the centroid of a control volume, and \( V_k \) the volume of each material point. The function \( G_\sigma \) is the interpolation operator given as

\[
G_\sigma (\mathbf{x}_p) = \frac{1}{(\sigma \sqrt{2\pi})^3} \exp \left[ -\frac{\sum_{i=1}^{3} (x_i - x_{p,i})^2}{2\sigma^2} \right].
\]

(2.6)

The Gaussian interpolation operator is normalized to satisfy \( \int_V G_\sigma (\mathbf{y} - \mathbf{y}_p) \, dV = 1 \), where \( V \) is the grid control volume and the filter-width \( \sigma \) is proportional to the grid size. This enforces mass (or volume) conservation over the material points. It should be noted that, the particle surface is diffused by this procedure over a length-scale of the order of the grid spacing (\( \Delta \)), and its effect on the flow is reduced with increased grid resolution. We believe that for the purpose of capturing unsteady wake effects in turbulent flows with many particles, this approximation is sufficient and is verified later. In KT02,
volume fraction is computed by approximating the sphere by a polygon enclosing the sphere and obtained by drawing tangents to the spherical surface in each control volume. In turn, the effective total volume of the sphere is increased. Similar, error is introduced at the particle interface.

The force acting on the fluid phase is given as

$$\mathbf{F}(x) = \sum_{k=1}^{N_m} V_k \rho_g g_k \left( \frac{\mathbf{u}^{p,k} - \mathbf{u}}{\Delta t} \right).$$  \hspace{1cm} (2.7)

This interpolation procedure gives a smoother force field near the particle surface. The main advantages of using Gaussian interpolation and material points are: a) the interphase force and volume fractions can be readily evaluated for arbitrary shaped particle, b) the material points move as a rigid body, thus they do not change their positions relative to each other and recomputing volume fraction field does not require any expensive computation of finding the intersections of particle surface with grid nodes, and c) same interpolation scheme was used to compute force and volume fraction in simulations of dilute and dense particulate flow (CTR-ARB03).

3. Numerical Algorithm

The above system of equations is solved using the fractional step algorithm on unstructured grids as described by Mahesh et al. (2004). The steps are summarized below:

- **Step 1:** Compute the volume fraction field using equation 2.5.
- **Step 2:** Advance the fluid momentum equations without the interphase force, \( \mathbf{F} \).

$$\frac{\rho_g \mathbf{u}^n_f - \rho_g \mathbf{u}^n_{f,i}}{\Delta t} + \frac{1}{V} \sum_{\text{facesofcv}} [u^n_{i,f} + u^n_{i,f}] g^n A_f = \frac{1}{2V} \sum_{\text{facesofcv}} \mu_f \left( \frac{\partial u^n_{i,f}}{\partial x_j} + \frac{\partial u^n_{i,f}}{\partial x_j} \right) A_f$$

where \( f \) represents the face values, \( N \) the face-normal component, \( g_N = \rho_g u_N \), and \( A_f \) is the face area.
- **Step 3:** Compute the force on material points:

$$\mathbf{F}_p|_{x_p,u} = \rho_g \left( \frac{\mathbf{u}^{n}_{p,u} - \mathbf{u}^{n}_{p,u}}{\Delta t} \right) \hspace{1cm} (3.2)$$

where \( \mathbf{u}^{*} \) is interpolated to the material point \( k \) of a particle.
- **Step 4:** Project force from material points onto the grid control volume using equation 2.7.
- **Step 5:** Correct the velocity field within the particle domain by imposing the force:

$$\rho_g \mathbf{u}_i = \rho_g \mathbf{u}^*_i + \mathbf{F}_i \Delta t \hspace{1cm} (3.3)$$

- **Step 6:** Interpolate the velocity fields to the faces of the control volumes and solve the Poisson equation for pressure:

$$\nabla^2 (p \Delta t) = \frac{1}{V} \sum_{\text{facesofcv}} \rho_g \mathbf{u}_{i,f} A_f \hspace{1cm} (3.4)$$

- **Step 7:** Reconstruct the pressure gradient, compute new face-based velocities, and update the cv-velocities using the least-squares interpolation used by Mahesh et al.
(2004):

\[ \frac{\rho_g (u_{p,i}^{n+1} - \hat{u}_i)}{\Delta t} = \frac{\partial p}{\partial x_i} \]

(3.5)

● **Step 8:** Advance the particle velocity. The total force \( \mathbf{F} \) acting on a particle is simply the summation \( \left( \sum_{k=1}^{N_m} \mathbf{F}_{p,k} V_k \right) \) over all material points. Similarly, torque acting at each material point is given as, \( \mathbf{T} = \sum_{k=1}^{N_m} (\mathbf{F}_{p,k} \times \mathbf{r}_{p,k}) V_k \), where \( \mathbf{r}_{p,k} \) is the position vector of the each material point from the particle centroid:

\[ m_p u_{p,i}^{n+1} = m_p u_{p,i}^n - \Delta t F_{p,i} + m_p g_i \]

(3.6)

\[ I_p \omega_{p,i}^{n+1} = I_p \omega_{p,i}^n - \Delta t T_{p,i} \]

(3.7)

where \( m_p \) is the particle mass, \( I_p \) the moment of inertia, \( u_{p,i} \) and \( \omega_{p,i} \) the particle translational and angular velocities, respectively.

● **Step 9** Advance the particle positions:

\[ x_{p,i}^{n+1} = x_{p,i}^n + \frac{\Delta t}{2} (u_{p,i}^n + u_{p,i}^{n+1}) \]

(3.8)

The above formulation is similar to the one given in KT02 with some key differences: a) we compute the volume fraction and force acting on the particle as described in section 2.1. The forces acting at the material points within each particle are interpolated onto the Eulerian grid by a Gaussian interpolation operator to give smoother representation of the field (see equation 2.7), b) the rigid body motion to the fluid velocity is imposed before the incompressibility constraint (KT02 impose Step 3 after solving the Poisson equation). This way the flowfield over the computational domain satisfies the incompressibility constraint exactly, however, rigid-body motion within the particle domain is imposed only approximately, and c) the volume fraction computation is applicable to any arbitrary shaped particle.

4. Results

We investigate the above formulation by simulating flow over a fixed sphere at different Reynolds numbers and compare the predicted drag coefficients with experimental data. The computational domain is a rectangular box of dimension \( 8 \times 8 \times 8 \) m and the sphere
diameter is \( d_p = 0.8 \) m with its centroid located at [2,0,0]. The computational grid consists of uniform, cubic elements of size 128 \times 128 \times 128 giving approximately 11 grid cells in each direction over the particle domain (\( d_p/\Delta = 11 \)). We impose uniform fluid velocity at the inlet, convective boundary condition at the exit and periodic conditions in the \( y \) and \( z \) directions.

Figure 3 shows the distribution of particle volume fraction together with the sphere
surface. It shows that $\Theta_p$ is smoothed over the particle boundary and covers a domain larger than the actual particle size by one grid cell. Increased resolution reduces this spread. We used 5000 material points uniformly distributed over the particle domain to compute the volume fraction field, however, out tests indicate that fewer material points are enough to provide the volume fraction field. Flow over the fixed sphere was simulated at six different Reynolds numbers ($Re = \rho_d d_p U / \mu_d$) over a range of $20 - 1000$. The particle was fixed by specifying $u^d_{0} = 0$ in Step 3 of the formulation and the equations for particle motion are not necessary (Steps 8 and 9). Figure 4 shows the instantaneous streamlines at different Reynolds numbers. The flowfield is symmetric for low Reynolds numbers and unsteady vortex shedding is observed for higher Reynolds numbers ($> 200$). Figure 5 compares the drag coefficients at different Reynolds numbers with the experimental curve fit, $C_d = A + B Re^{0.487}$ obtained from Clift et al. (1978). The drag coefficient obtained from present simulations is within 5-15% of the experimental data with maximum error obtained at $Re = 1000$. Overprediction of drag is due to the spreading of the particle domain as shown in figure 3. Similar results have been reported in KT02.

5. Discussion

A formulation for simulating resolved particles ($d_p \gg \Delta$) is developed based on the work by Kajishima & Takagi (2002). Regions where particles are subgrid ($d_p < \Delta$), can be captured by using the formulation developed in CTR-ARB03. Thus, different regimes encountered in particle-laden flows in the same simulation can be handled. The resolved particle domain is replaced by material points which do not move relative to each other. Forces acting at the material points are interpolated to the Eulerian grid using a Gaussian interpolation operator. It was observed that the present formulation predicts the drag on a fixed sphere correctly and captures unsteady wake effects with grid resolution ($d_p / \Delta$) of the order 10.

Based on this work, a simple extension to the standard point-particle approach can be devised. In LES or DNS of particle-laden channel flows the typical grid resolution in the wall-normal direction is $3 - 10 d_p$ (see Segura et al. 2004). With point-particle approach, all of the interphase force is applied at the particle centroid. In regions with high grid resolution, one may use material points to represent the particles. This will distribute the interphase force over a length scale comparable to the particle diameter. In addition, flow modification due to wake-effects can be captured by material points with sufficient grid resolution.

The formulation presented here is explicit for momentum coupling and first order accurate in time. The temporal accuracy can be increased by performing iterations per time-step over the fluid and particle equations, however, is costly. Explicit coupling is undesirable as it may give rise to instabilities and unphysical oscillations in drag/lift forces. As shown by Patankar 2001 (also Sharma & Patankar 2004) an implicit momentum coupling with little increase in computational time is possible and should be used. Our future effort will focus on combining the present approach with their implicit algorithm to develop a robust and accurate numerical scheme for simulations of particle/turbulence interactions in complex flows.
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A presumed pdf model for droplet evaporation/condensation in complex flows

By S. Apte and S. Ghosal

1. Motivation and objectives

In many multiphase flow problems, the condensed phase (liquid or solid) exists in the form of a cloud of droplets of heterogeneous size in an ambient gas undergoing time dependent (often turbulent) motion. One example is the problem of the formation and growth of ice crystals in the “contrails” of aircraft [Paoli et al. 2002 - henceforth cited as CTR-SP0]. Other examples include, atmospheric aerosols (Binkowski & Shankar, 1995), rain drops in clouds (Shaw 2003), and the fuel vapor from evaporating drops of hydrocarbon fuel in spray combustion engines (Moin & Apte 2005). In order to be specific, we shall assume here that the condensed phase is a liquid that undergoes evaporation.

The need for modeling the spray arises in both LES and DNS. In DNS, the size of a computational grid is typically within an order of magnitude of the Kolmogorov scale. However, if particle sizes and the average distance between particles is much smaller than this, then clearly some kind of a statistical description of the particles need to be adopted so as not to increase the computational effort by many orders of magnitude. In LES the size of the computational grid is somewhere intermediate between the integral scale and the Kolmogorov scale. Here once again some statistical modeling is needed if particle sizes and the distance between them are much smaller than the LES grid.

In this report the statistical description based on a ‘presumed pdf’ (henceforth PPDF) outlined in CTR-SP02 is worked out in detail for a specific evaporation model and for a lognormal form of the presumed pdf. The predictions are checked against a full numerical simulation that does not involve any statistical modeling. The general formalism had been presented in Sec 4.1 of CTR-SP02 and need not be reported here. We will assume the results presented in that earlier report and also adopt the notation used there.

2. The Model

The simplest nontrivial model follows from assuming that the “presumed pdf” is a two parameter distribution depending on the first two moments $m_1$ and $m_2$ in addition to the droplet density $N_p = n_0$. Then the time evolution of $N_p$, $m_1$ and $m_2$ are described by equations (4.2) and (4.3) of CTR-SP02‡ with the series of moment equations truncated at $k = 2$. In order to obtain explicitly the source terms we need to specify (a) the analytical form of the presumed pdf and (b) the evaporation/condensation model.

2.1. Evaporation Law

We will assume that the fluid droplets are spherical and at a fixed temperature $T_0$. Further, the local thermal field around a droplet is described by spherically symmetric

---

‡ Northwestern University

‡ please note that (4.3) in CTR-SP02 has a typographic error; it should read

$$\frac{\partial m_2}{\partial t} + \nabla \cdot (m_2 \mathbf{u}) = k \int_0^\infty r^{k-1} n_p r \, dr$$

---
solutions of $\nabla^2 T = 0$ with the far field temperature matched to $T(x,t)$, the temperature at the location of the particle in the absence of the drop. Any cooling effect on the gas due to particle evaporation is neglected. The rate of inflow of heat to the droplet can then be easily calculated. If one assumes that this energy is expended in raising the temperature of the liquid to its boiling point and evaporating some of the liquid, then, the change of droplet radius is given by

$$\frac{dr}{dt} = \frac{-\Lambda(T - T_0)}{r}$$

(2.1)

where $\Lambda$ is a constant determined by properties of the gas and the liquid:

$$\Lambda = \frac{k_g/\rho_v}{L + C_l(T_* - T_0)}$$

(2.2)

where $k_g$ is the thermal diffusivity of the gas, $L$ is the latent heat of vaporization, $\rho_v$ is the liquid density, $C_l$ is the liquid specific heat and $T_*$ is the temperature at the boiling point.

2.2. The Presumed PDF

The form of the presumed pdf $\phi$ for the distribution of particle sizes will be assumed lognormal:

$$n_p = \phi(r; m_0, m_1, m_2) = \frac{N_p}{\sigma r \sqrt{2\pi}} \exp \left[ -\frac{1}{2\sigma^2} (\ln(r/r_p))^2 \right]$$

(2.3)

where the parameters $N_p, r_p$ and $\sigma^2$ are easily seen to be related to $m_0, m_1$ and $m_2$ through the relations

$$m_0 = N_p; \quad m_1 = N_p r_p \exp(\sigma^2/2); \quad m_2 = N_p r_p^2 \exp(2\sigma^2).$$

(2.4)

The mean particle radius $\langle r \rangle$ and the variance of the particle radius $\langle \Delta r^2 \rangle$ may be easily shown to be related to $r_p$ and $\sigma$ by the relations

$$\sigma^2 = \ln \left[ 1 + \frac{\langle \Delta r^2 \rangle}{\langle r \rangle^2} \right]; \quad r_p = \frac{\langle r \rangle^4}{\langle r \rangle^2 + \langle \Delta r^2 \rangle}. \quad \sigma^2 = \frac{\langle \Delta r^2 \rangle}{\langle r \rangle^2}.$$

(2.5)

If $\langle \Delta r^2 \rangle \ll \langle r \rangle^2$ we get $r_p \approx \langle r \rangle$ and $\sigma^2 \approx (\Delta r^2) / r_p^2 = (\Delta r^2) / (\langle r \rangle^2)$; the variance normalized by the square of the mean.

2.3. Time Evolution of Distribution Parameters

The right hand sides of equations (4.3) in CTR-SP02 may be explicitly evaluated using the presumed pdf (2.3) and the evaporation law (2.1). Further, using (2.4) the equations can be transformed into a form that uses $N_p, r_p$ and $\sigma^2$ in place of $m_0, m_1$ and $m_2$ as dependent variables:

$$\frac{D}{Dt} \left( \frac{N_p}{\rho} \right) = 0, \quad \frac{Dr_p}{Dt} = S_r, \quad \frac{D\sigma^2}{Dt} = S_\sigma,$$

(2.6)

where the source terms $S_r$ and $S_\sigma$ are given by

$$S_r = -\frac{\Lambda(T - T_0)}{r_p} \left\{ 2 - \exp(-2\sigma^2) \right\}; \quad S_\sigma = \frac{2\Lambda(T - T_0)}{r_p^2} \left\{ 1 - \exp(-2\sigma^2) \right\}.$$
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Knowing these three parameters at any given point in space, “P”, the PDF of drop sizes in the neighborhood of “P” is determined by (2.3). Thus, any desired quantity related to the interaction between the gas phase variables (resolved) and condensed phase (unresolved) may be calculated. For example, if droplet evaporation is a source of combustible vapors, then we may write

\[ \frac{DY_p}{Dt} = -\omega + \nabla \cdot (k_p \nabla Y_p) + S \]  

where \( Y_p \) is the vapor mass fraction, \( \omega \) is the rate of removal of vapor mass due to chemical reaction, \( k_p \) is a diffusion coefficient and the source term due to liquid evaporation from the droplets is

\[ S = -\int_0^\infty n_p \hat{r}(4\pi r^2) \rho_\ell \, dr = 4\pi \Lambda \rho_\ell (T - T_0) r_p \exp(\sigma^2/2). \]  

To obtain the expression on the right hand side, \( \hat{r} \) and \( n_p \) was substituted from (2.1) and (2.3) the integral was evaluated in order to sum the contributions from all droplet sizes. Equations (2.6) and (2.8) may be solved together to account for the gas as well as the condensed phase without the need for following the motion of each particle in the condensed phase.

2.4. Physical Interpretation

The first of equations (2.6) simply means that the total number of droplets in a material volume of fluid does not change. The density in the denominator takes account of the fact that the volume of the material element could vary if the flow is compressible. At first sight this conclusion may seem to be in conflict with the fact that droplets may evaporate completely! However, this paradox is only superficial since in the language of PDFs droplets never evaporate “completely”, rather, the distribution function \( n_p \) shifts continuously towards smaller and smaller particle sizes \( (r_p \rightarrow 0) \) so that the total mass in the condensed phase goes arbitrarily close to zero. Thus, the right hand side of (2.9) would be “machine zero” after sufficient time has evolved; whether one describes this situation by saying “all droplets have evaporated” or the “distribution function has become extremely localized around \( r = 0 \)” is of course just a matter of linguistics.

The interpretation of the second of equations (2.6) is clearest if one considers the initial PDF of drop sizes to be narrowly peaked around the mean size: \( \langle \Delta r^2 \rangle \ll \langle r \rangle^2 \). In this case, as pointed out before, \( r_p \approx \langle r \rangle \) and \( \sigma^2 \approx \langle \Delta r^2 \rangle / r_p^2 = \langle r \rangle^2 / \langle r \rangle^2 \ll 1 \). Therefore, the source terms of the equations for \( r_p \) and \( \sigma^2 \) in (2.6) may be simplified:

\[ \frac{Dr_p}{Dt} = S_r \approx -\frac{\Lambda (T - T_0)}{r_p} (1 + 2\sigma^2), \quad \frac{D\sigma^2}{Dt} = S_\sigma \approx \frac{4\Lambda (T - T_0)}{r_p^2} \sigma^2. \]  

Thus, if \( \sigma = 0 \) initially, it remains zero and the mean droplet size remains exactly equal to the size of any droplet in the monodisperse cluster since the evolution equation for \( r_p \) is the same as (2.1) for an individual drop. However, if \( \sigma^2 \) is small but nonzero, these equations predict (a) the mean of the distribution shifts to the left faster than the radius of an individual droplet of radius \( r_p \) (b) the variance of the distribution increases rapidly. The physical reason behind these predictions may be found in the evaporation law (2.1) according to which small droplets get smaller faster than large ones. Indeed, if one considers three droplets of radii \( r_1 < r_2 < r_3 \) then since \( r_1 \) decreases faster than \( r_3 \), \( r_1 - r_3 \) would get larger with time, that is the spread of the distribution increases. Also, if initially \( r_2 \) was the mean of \( r_1 \) and \( r_3 \), at later times the mean would be less than \( r_2 \),
that is the average of the distribution decreases faster than an average sized drop. This is indeed what equations (2.10) predicts.

3. A Problem with the model and its resolution

Figure 1 shows the change of total mass in the liquid phase as predicted by equations (2.6) in a swirling ‘Taylor-vortex’ flow with an inhomogeneous initial temperature distribution. The details of the simulation are discussed in the following section. Here it suffices to point out that the predicted liquid mass is in close agreement with the full DNS of the system until very late times when apparently some kind of instability develops causing the liquid mass to increase rapidly - a completely unphysical prediction - since each individual droplet is evaporating!

3.1. Physical mechanism for anomalous growth

The instability is not a numerical one but its source is in the equations (2.6) themselves. To see this, first note that the total volume of liquid in the condensed phase in the entire domain ($\Omega$) at a given instant may be expressed as

$$V(t) = \int_V dV = \int_0^\infty n_p \frac{4}{3} \pi r^3 dr = \frac{4}{3} \int_\Omega dV \int_0^\infty N_p r_p^3 \exp \left( \frac{9}{2} \sigma^2 \right)$$

where the second equality follows on substituting the expression (2.3) for $n_p$ and performing the radial integration. As a particular case, suppose that system is homogeneous ($N_p, r_p, \sigma$ are position independent). Further suppose there is no flow so that $D/Dt = \partial / \partial t$ in (2.6). In this case it is easy to show that

$$\frac{1}{V} \frac{dV}{dt} = \frac{3A(T - T_0)}{r_p^2 \sigma^2} \left[1 - 2 \exp(-2\sigma^2)\right].$$

When $\sigma \ll 1$ the right hand side is negative (assuming $T > T_0$ everywhere) but as $\sigma$ becomes large the sign of the term in $[\ ]$ changes and the volume of the condensed phase
starts to increase! This is the source of the observed late time instability apparent in figure 1.

3.2. Resolution of the difficulty

First note that \( V(t) \) is related to the third moment \( m_3(x,t) \) of the distribution:

\[
V(t) = \frac{4}{3} \pi \int dV m_3(x,t).
\]  

(3.3)

Now according to equation (4.3) of CTR-SP02 \( m_3 \) actually has an evolution equation:

\[
\frac{\partial m_3}{\partial t} + \nabla \cdot (m_3 \mathbf{u}) = 3 \int_0^\infty r^2 n_p \dot{r} \, dr
\]  

(3.4)

with a source term that is always negative as long as \( \mathbf{u} \) < 0. The problem with our model is that we discarded this moment equation (together with all higher moments) in order to achieve a “closure”. Thus, in the current model, the behavior of “\( m_3 \)” is a derived quantity determined by the dynamics of \( m_0, m_1, m_2 \) and the presumed PDF, and there is nothing in those lower order equations to ensure that \( V \) would decrease for evaporating droplets.

The nature of the difficulty also suggests a resolution. If one were to adopt a moment closure at the level of \( m_3 \) and assume that the presumed PDF \( \phi = \phi(m_0, m_1, m_2, m_3) \), then the equation for \( m_3 \) would ensure that \( V \) does not increase. Actually we can achieve the same result within the lognormal formalism itself, if we notice that the lognormal form of the presumed PDF with three independent parameters requires that we retain any three of the equations of the moment hierarchy, not necessarily the first three! We will therefore modify our closure assumption by enforcing the moment equations for \( m_0, m_1 \) and \( m_3 \) and dropping all the rest. This is no more or no less justified than our original closure but it does have the advantage that the physically important moment \( m_3 \) is calculated directly from its evolution equation.

With this modification, the form of our basic model (2.6) remains unaltered, except for the formula for the source term which now becomes:

\[
S_e = \frac{2}{3} \frac{\Lambda(T - T_0)}{r_p^2} \left\{ 2 - \exp(-2\sigma^2) - \exp(-4\sigma^2) \right\}.
\]  

(3.5)

If the calculation leading up to (3.2) is repeated with the modified source term, it is readily verified that this time \( \dot{V} < 0 \). In fact, one need not assume statistical homogeneity or that \( \mathbf{u} = 0 \), in general,

\[
\frac{dV}{dt} = -4\pi \int_\Omega r_p N_p \Lambda(T - T_0) \exp(\sigma^2/2) \, dx
\]  

(3.6)

which implies that \( \dot{V} < 0 \) as long as \( T > T_0 \) everywhere. Thus, stability is assured and indeed when the simulation is repeated with the new source term (3.5), the liquid mass decreases monotonically and in good agreement with experimental data as shown in figure 1.

Another interesting property of equation (3.5) is that when \( \sigma^2 \ll 1 \), both the right hand side of (3.5) and the second of equations (2.10) evaluate to

\[
S_e \approx \frac{4\Lambda(T - T_0)}{r_p^2} \sigma^2.
\]  

(3.7)
Thus, at low dispersions, enforcing the equation for $m_3$ automatically enforces the equation for $m_2$, until the dispersion gets very large.

4. Numerical Experiments

The PPDF model (2.6) with the modified source term (3.5) is used to simulate a cloud of evaporating droplets in the presence of a temperature gradient in a two-dimensional decaying Taylor vortex flow. Preliminary results are also presented for the case of forced isotropic turbulence in a box. The flows considered here are periodic and solved in a periodic box of dimensionless length $2\pi$. The reference length and velocity scales used in the computation are $1\ m$ and $1\ m/s$, respectively, giving a reference time-scale of $1\ s$. Results are compared with direct numerical simulations using Lagrangian tracking of all droplets.

4.1. Decaying Taylor Vortex

The initial conditions for the velocity components are:

\[ u(x, y, 0) = -\pi \cos x \sin y \]  
\[ v(x, y, 0) = \pi \sin x \cos y \]  

and initial temperature distribution is

\[ T = T_{\text{min}} + \Delta T |1 - x/\pi| \]  
\[ \Delta T = T_{\text{max}} - T_{\text{min}} \]

We use isopropyl alcohol as the liquid phase, and we take $T_{\text{min}} = 355\ K$ (the boiling point of isopropyl alcohol) and $\Delta T = 2250\ K$, representative of the typical temperatures achieved in turbulent combustion. Figure 2 shows the initial streamlines and the temperature field. The Reynolds number is $Re = 50,000$ and we use $32 \times 32$ grid points for this two-dimensional calculation. Approximately 120 droplets were obtained per control volume providing statistically meaningful results. For DNS, the initial droplet sizes in each control volume were sampled from the lognormal distribution (2.3) with a mean droplet radius of 250 microns. Two cases with different variances ($\sigma = 0$ and 0.1) were investigated. Using the properties of isopropyl alcohol (Reid et al. 1987) the droplet life-time of a $r_0 = 250$ micron size drop can be estimated as,

\[ t_c = \frac{\pi^2 r_0^2}{2 \Delta (T_{\text{max}} - T_0)} \approx 0.23\ s \]

This is shorter than an eddy turnover time ($\sim 1\ s$) and much shorter than the viscous decay time of the eddies ($\sim 157,000\ sec$), so that for the duration of the computation, the vortices are essentially stationary in time.

4.1.1. Case 1: $\sigma = 0$

For this case, at the initial time, the computational domain was seeded with droplets of a uniform size (250 $\mu m$). Figure 3 shows the time evolution of the droplet radius averaged over the entire domain, the total liquid mass in the droplets, and the fuel vapor mass fraction obtained from DNS and the model. All of these global averages are seen to be predicted very accurately by the model.
4.1.2. Case 2: $\sigma = 0.1$

Keeping the flow conditions the same as in case 1, we introduce a small variance ($\sigma = 0.1$) in the initial droplet size distribution. For DNS, droplets in each control volume were sampled from a lognormal distribution giving a scatter of ±50 $\mu m$ around the mean droplet radius of 250 $\mu m$. Figure 4 shows the instantaneous distribution of fuel mass fraction obtained from DNS and the model at a later time. The time-evolution of the total liquid mass and fuel mass fraction in the computational domain (figure 5) also show good agreement with the DNS. However, at large times, the mean droplet radius obtained using PPDF is lower than that of DNS (figure 5). This could be an artifact of our sampling procedure, since in DNS particles that have become too small are discarded so they are no longer counted in the calculation of the mean. The loss of these small values could upwardly bias the mean.

Next we calculate the average droplet radius within each control volume. Figure 6 shows the scatter plot of the mean droplet radius at each control volume obtained from the DNS and the model. At $t = 0$, the mean droplet radii in all control volumes obtained
Fig 4. Contour plot of fuel mass fraction $Y_F$ at $t = 2.5$ for $\sigma = 0.1$: (a) DNS, (b) PPDF

Fig 5. Temporal evolution of global quantities for $\sigma = 0.1$: DNS, PPDF, (a) Volume average of droplet radius, (b) total liquid mass (both normalized by respective initial values) and (c) mean fuel mass fraction in volume, ($Y_F$).

Fig 6. Correlation analysis between the DNS and PPDF for droplet radius averaged over a control volume. Scatter plot shows mean radius at each grid cell: a) $t = 0$, b) $t = 0.75$, c) $t = 1.5$, d) $t = 2$, e) $t = 2.5$

from both DNS and model are the same. The small scatter is due to discrete sampling of droplet sizes in DNS. With time, the mean droplet size in certain control volumes decreases more rapidly due to evaporation and the scatter plot shifts to the left towards zero radius, but the predictions from the two simulations are closely correlated. At large
times, the mean droplet radius from DNS is generally higher than that obtained from the model. This is partly because of the fact that droplets smaller than a threshold were removed in the DNS resulting in higher mean of the droplet radius. Local liquid mass, on the other hand, shows good correlation between the model and the DNS mainly because droplets of size less than the threshold contribute little to the mass in a control volume.

Figure 7 shows the pdf of the variable $z = (\ln r - \ln r_p)/\sigma$ which should follow the unit normal distribution if $r$ is distributed lognormally. The data was obtained from the DNS at times corresponding to those in figure 6. From the DNS, we collect all droplets in a control volume, and use the data to determine $r_p$ and $\sigma$ for that control volume. Then the variable $z$ is calculated for each particle, the results binned and plotted. The same procedure is repeated for each control volume. As shown in figure 7, initially the pdf collapses on top of the standard normal distribution. With time, there are some small deviations but the distribution does remain close to lognormal until most of the liquid has evaporated.

4.1.3. **PPDF or Lagrangian Parcels Tracking (LPT)**

In simulations of practical gas-turbine combustor, the spray is represented by computational particles or ‘parcels’ each representing a fixed number of droplets. Each parcel carries with it properties: velocity, mass, radius, temperature etc. equal to that of some
‘average’ particle in the cloud that it represents (Apte et al. 2003a, Apte et al. 2003b). Replacing a large clump of particles by a single ‘proxy’ in this way reduces the computational cost to manageable levels. The accuracy of the algorithm as well as its computational cost is inversely correlated to the number of particles that a parcel represents. In order to compare the PPDF model with the LPT approach in regards to accuracy as well as computational cost, two separate simulations were run with the LPT method using the conditions corresponding to case 2 of the Taylor-vortex flow. We will call these cases (a) LPT1: 3072 parcels each representing 40 droplets and (b) LPT2: 128 parcels each representing 960 droplets. They both correspond to the same number (122,880) of droplets present in the DNS. These numbers are typical of a realistic spray simulation in complex combustors (Moin & Apte 2005). Figure 8 shows the instantaneous distributions of fuel vapor mass fraction obtained from DNS, PPDF, LPT1, and LPT2. It is seen that the accuracy in predicting the evolution of fuel mass fraction degrades considerably as one goes from 40 to 960 drops per parcel. Table 4.1.3 shows the comparison of CPU time per 100 iterations on a single processor of Origin 2000 for the four different approaches. It should be noted that the PPDF and LPT1 have comparable computational cost, with the PPDF approach actually producing somewhat better agreement with DNS at a cost that is slightly lower than the LPT1 simulation.

<table>
<thead>
<tr>
<th>Method</th>
<th>CPUs in second per 100 iterations</th>
<th>DNS</th>
<th>PPDF</th>
<th>LPT1</th>
<th>LPT2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1200</td>
<td>75</td>
<td>85</td>
<td>50</td>
</tr>
</tbody>
</table>

4.2. Forced Isotropic Turbulence

The PPDF model was used to simulate forced isotropic turbulence with temperature gradients at $Re_\lambda = 40$ on a $64^3$ grid. The initial temperature profile was chosen as

$$T = T_{\text{min}} + \Delta T \cdot |1 - y/\pi|$$  \hspace{1cm} (4.6)

where $\Delta T = T_{\text{max}} - T_{\text{min}} = 2000 \, K$ and $T_{\text{min}} = 700 \, K$. The configuration is representative of the interaction between a turbulent flame and a sprinkler system. The droplets that are introduced in a narrow band of thickness $\Delta y = 0.03 \times (2\pi)$ around $y = 0$. They may be thought of as originating from a sprinkler at $y = 0$ and being subsequently

\[ \int_0^{\pi/2} \sin^2 (x) \, dx = \int_0^{\pi/2} \left( 1 - \cos(2x) \right) \, dx = \left. \left[ x - \frac{\sin(2x)}{2} \right] \right|_0^{\pi/2} = \frac{\pi}{4} \]
convected by the turbulent flow as they evaporate and cool the system. Figure 9 shows an instantaneous map of the liquid mass in droplets obtained from the DNS and the model. Preliminary results show good agreement with the DNS data. A more systematic analysis for this turbulent flow case is in progress.

5. Discussion

The model developed here is based on certain assumptions which are valid to a greater or lesser approximation depending on the physical system being described. Let us bring together here these various assumptions, discuss under what conditions they are valid and how the current theory may be expanded (if possible) when the assumptions fail to be valid.

First, we wrote down a continuity equation in phase space for the PDF \( n_p(x, r, t) \): (4.3) of CTR-SP02. This equation is valid provided that

(a) the external field \( u \) varies on a length scale that is very much larger than \( \Delta \), the scale on which \( n_p \) itself varies.

(b) there exists no processes that would result in abrupt changes in particle radii (i.e. collisions, coalescence and break up of droplets).

(c) the particles move with the local flow velocity.

Both (a) and (b) are reasonable if \( a \ll d \ll \eta \) where \( a \) is a characteristic particle radius, \( d \) is a typical separation and \( \eta \) is the Kolmogorov scale. If \( d \sim \eta \) and one is solving a DNS then the PDF approach is of course superfluous since one has only a few particles per grid and one might as well track them individually and not rely on any modeling. If on the other hand one is describing the system at a courser level, such as an LES then \( \Delta \gg d \) and \( d \sim \eta \) or \( d \gg \eta \). In this case the velocity in (4.3) of CTR-SP02 need to be decomposed into a slowly varying part and a second rapidly varying term. If one assumes that the latter (the rapidly varying part) has a net diffusive effect (the “Fokker-Planck Approximation”) then the moment equations get modified through the appearance of a term \( \alpha \nabla^2 m_k \) (where \( \alpha > 0 \)) on the right hand side and \( u \) is identified as the smooth part of the velocity field. Thus, such a modification of the theory would extend it to situations such as LES where \( u \) has a smooth and a fluctuating component. If \( a \sim d \) then assumption (b) is no longer valid because of collisions between particles. Unlike the case of collisions between rigid spheres, there exists no simple “collision operator” for the coalescence and break up of fluid drops. In a turbulent fluid statistical break up models such as those due to Kolmogorov predict an equilibrium distribution \( n_p^{eq} \) that is lognormal (Kolmogorov 1941, Gorokhovski 2001). If the system is not very far from equilibrium a linearized collision operator \( (n_p - n_p^{eq})/\tau \) (where \( \tau \) is a timescale parameter) may be used and the moment equations should be modified to account for such a term. The approximation is not likely to be valid far from equilibrium. Fortunately in many combustor systems there are separate zones characterizing droplet break up and evaporation and the current model might be useful in the latter zone while the break up region is handled by a different approach. The third assumption is the assumption of zero particle inertia. Its accuracy depends on the Reynolds number based on particle radius being small. The violation of this assumption leads to important phenomena that are well known (Reade & Collins 2000).

Secondly we assumed that the system has a “universal behavior” in the sense that the PDF has a certain prescribed form (such as lognormal) the only thing that varies with position and time are the finite set of moments \( m_0, \ldots, m_n \) that specify the distribution.
Such ‘self-similarity’ is well known in systems with many degrees of freedom, the case of an ideal gas being a familiar example. In that case, the velocity distribution is “locally Maxwellian” everywhere, the parameters of the Maxellian obey certain moment equations which are the familiar Navier-Stokes-Fourier equations of classical gas dynamics. The self-similarity in the gas dynamic example follows from the smallness of the duration of collisions compared to the time between collisions. The smallness of the ratio of these two time-scales imply a collapse to a center manifold the evolution on which is described by the Navier-Stokes-Fourier equations. In our case, we do not have an asymptotic formalism such as the Chapman-Enskog development to systematically prove such a self-similar behavior but rather such behavior is assumed a priori, an assumption that is open to critique and subject to experimental test.

Thirdly we assumed lognormality and the evaporation law (2.1). These assumptions are the least fundamental and are only incidental to the particular test cases we chose to run. Both statistical arguments as well as experimental data exists to support the hypothesis that in dense two phase turbulent flows, the distribution of droplet sizes is well approximated by the lognormal distribution. Therefore, if we wish to model the zone beyond the break up zone where droplet evaporation dominates droplet break up, the lognormal assumption is a reasonable one at least for the particles entering our computational zone. Subsequently, evaporation could change the shape of the distribution, and the accuracy of the model would depend on whether or not droplet evaporation is essentially complete before substantial departure from lognormality becomes an issue. If it does become an issue, then one will need to replace \( \phi \) by a more detailed model. Finally, equation (2.1) was chosen for illustrative purposes only. Models that capture much finer details of the particle evaporation or condensation process are well known in atmospheric physics. A modified evaporation law may also be desirable for a technical reason; equation (2.1) has the feature, that the radius of a droplet goes to zero in finite time \( t = t_e \) which leads to a small denominator problem in equations (2.6) unless the droplet radius is artificially prevented from going to zero. However, a better way of avoiding the singularity is to modify the evaporation law (2.6), for example:

\[
\frac{dr}{dt} = -\frac{\Lambda(T - T_0)}{r} \left\{ 1 - \exp(-r/b) \right\}
\]

eliminates the finite time singularity. Here \( b \) is to be chosen as a length so small that the mass of liquid droplets of radius less than \( b \) is essentially zero for all physical purposes. The incorporation of these more complicated evaporation models involves only the practical difficulty of evaluating more complicated integrals for the source terms.
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Spreading laws for diffusion in a low-Reynolds-number channel

By J. Jiménez†,

1. Introduction

It was shown by del Álamo et al. (2004) and by Jiménez, del Álamo & Flores (2004) that the spectral energy densities of the streamwise velocity fluctuations in turbulent channels contain relatively-narrow ridges at long wavelengths, scaling as $\lambda_z \sim \lambda_x^{1/3}$ in the viscous and buffer sublayers, and as $\lambda_z \sim \lambda_x^{1/2}$ in the logarithmic region. The wavelengths $\lambda_x$ and $\lambda_z$ in those expressions can be interpreted as characteristic streamwise and spanwise dimensions of individual velocity structures, and it was argued by those authors that those two laws could be explained by the spreading of wakes left in the mean velocity profile by compact wall-normal-velocity structures.

It has indeed often been noted that, for long streamwise structures, the equations for the streamwise and for the flow-normal velocity components approximately decouple, and that the former can be approximated as a passive species advected by the latter (Orlandi & Jiménez 1994). In a turbulent flow this advection can approximately be represented as a turbulent diffusion. It was shown by del Álamo et al. (2004) that reasonable assumptions on the advection velocity of the generating structures and on the effective eddy viscosity yield spreading rates which agree quantitatively with the spectral square-root behavior observed in the logarithmic layer. It was also noted by Jiménez, del Álamo & Flores (2004) that the cube-root law is the similarity solution for diffusion in a uniform shear under the effect of a constant diffusion coefficient, both of which are reasonable assumptions near the wall. Finally, the physical structure of the wakes in the logarithmic region was isolated by means of conditional statistics in del Álamo et al. (2005), and supporting evidence for wakes in the buffer layer was provided by Jiménez, del Álamo & Flores (2004).

On the other hand, the coexistence of two different power laws remains to our knowledge undocumented in other flows, and would benefit from a quantitative theoretical explanation in at least one case. Since diffusion in turbulent channels, which requires delicate modelling of the effective diffusion coefficients at various flow locations, remains complicated, we will present here the analysis of the spanwise spreading of a mixing layer in a laminar low-Reynolds flow, and we will show that it already contains the two power-law regimes.

That shear influences diffusion is well known. Taylor (1953, 1954) showed in two classic papers that the effective diffusion coefficient of a solute is strongly modified when the mixing occurs in a shear flow. His analysis deals with the experimentally-important case in which the solute is injected as a plug filling a tube, and the diffusion is nominally streamwise. It therefore competes with the advection by the sheared streamwise velocity, which generates a wall-normal concentration gradient that is responsible for the enhanced diffusion. Recently Baroud et al. (2002) implemented a different experimental

† School of Aeronautics, Universidad Politécnica, 28040 Madrid, Spain
configuration in which the diffusion happens in a narrow channel in which two streams of different solute concentration are injected side by side in the spanwise direction. The conditions are such that, although the Reynolds number of the flow is low enough for the mean velocity profile to be considered parabolic, the Péclet number of the solute is large, and the lateral diffusion occurs slowly. Since the longitudinal evolution of the mixing layer is then also slow, its interaction with the streamwise shear is weaker than in the plug case, but its growth is still modified. It is indeed clear that, were it not for the wall-normal diffusion, the mixing layer would grow at different rates at different wall distances, corresponding to the different local velocities. In this paper we analyze the diffusion of a solute under those conditions in enough detail to allow the experimental arrangement to be used in the determination of molecular diffusion coefficients. As discussed above a secondary motivation is to document the dependence on the wall distance of the spreading exponents, and to compare it with the ones observed in wall turbulence.

2. Basic scaling

Consider a channel between two parallel plates located at $y = \pm h$, and denote by $\bar{x}$ and $\bar{z}$ the streamwise and spanwise coordinates (see figure 1). Normalize the parabolic velocity profile $U$ with its maximum, and the coordinates with $h$, so that $U = 1 - y^2$. Two streams with different concentrations of a passive scalar $c$ are initially at $\bar{z} > 0$ and $\bar{z} < 0$, and come together at $\bar{x} = 0$. The diffusion equation for $c$ is

$$Pe(1 - y^2) \partial_x c = \partial_{xx} c + \partial_{yy} c + \partial_{zz} c,$$

(2.1)

where $Pe = U_c h / \kappa \gg 1$, and $\kappa$ is the diffusivity of $c$. We will assume that there is no diffusion flux into the walls, so that

$$\partial_y c = 0, \text{ at } y = \pm 1,$$

(2.2)

and that the mixing takes place between

$$c = \pm 1/2, \text{ at } \bar{z} = \pm \infty.$$

(2.3)

Note that, since the problem is linear and homogeneous in $\bar{z}$, the same analysis can applied to the spreading of an initially-thin contaminant layer by differentiating everything with respect to $\bar{z}$.

As long as $\bar{x} \gg 1$ the streamwise diffusion term is negligible with respect to the other
two directions, and can be neglected. The spreading of the mixing layer involves the balance of the streamwise advection with the spanwise diffusion, which have to be of the same order. If \( x = O(L) \), the spanwise scale then has to be \( z = O(L/Pe)^{1/2} \). There is a natural scaling, \( L = Pe \), in which the three remaining terms of (2.1) are of comparable magnitude. Defining stretched coordinates \( x = \bar{x}/Pe \) and \( z = \bar{z}/Pe^{1/2} \), we get

\[
(1 - y^2)\partial_x c = \partial_{yy} c + \partial_{zz} c + O(Pe^{-2}).
\]

The leading order of this equation is parameter-free, and can be integrated numerically. The solution is symmetric with respect to \( y = 0 \), and antisymmetric with respect to \( z = 0 \), and is shown in figure 2 as a function of the scaled \( x \), of \( y \), and of the usual similarity variable for two-dimensional diffusion problems

\[
s = z/x^{1/2}.
\]

It has been computed using a second-order Crank-Nicholson marching code, using 200 grid points in \( y \), and between 200 and 800 points in \( z \), depending on the distance to the origin. The step in \( x \) was refined to insure grid independence in the critical region of small \( x \). The solution in the figure corresponds to the overlap of three different computations at three different \( x \)-ranges, and the lack of discontinuities between the ranges was used as a criterion for numerical convergence.

At the central plane the solution follows fairly well the square-root law, but near the wall it spreads faster, specially at the early stages of the mixing. Even at the central plane there is a transition in the growth rate around \( x = 1 \). To understand that behavior we consider next the two limits in which \( x \) is either much smaller or much larger than one.

3. The near limit, \( \bar{x} \ll Pe \)

This is the relevant experimental case when \( Pe \gg 1 \), because further downstream the mixing layer grows enough to interfere with the lateral walls of the apparatus. When
$x \ll 1$, the longitudinal transport and the transverse diffusion are the dominant terms in (2.4), and it is natural to attempt an expansion of the form

$$c = c_{n,0} + xc_{n,1} + \ldots,$$

(3.1)

where the coefficient are functions of $y$ and of $s$. They satisfy

$$\partial_{ss} c_{n,k} + (1 - y^2) \left( \frac{2}{s} \partial_s c_{n,k} - kc_{n,k} \right) = -\partial_{yy} c_{n,k-1},$$

(3.2)

which is a well-ordered hierarchy in which $y$ appears only as a parameter. In the leading-order equation for $c_{n,0}$ the right-hand side vanishes, and the solution can be written immediately as

$$c_{n,0} = \frac{1}{2} \text{erf} \left( \frac{Z}{2} \right),$$

(3.3)

where

$$Z = s(1 - y^2)^{1/2}.$$  

Equation (3.3) satisfies the boundary conditions for $c$ at $z = \pm \infty$, but not the zero-flux conditions (2.2) at the walls.

Consider the neighborhood of the lower wall, and define the distance to the wall as $y' = y + 1$. When $y' \ll 1$ the velocity is $U \approx 2y'$, and $c_{n,0}$ behaves as $y'^{1/2}$. In this region the width of the mixing layer given by (3.3) is $z = O(\eta x^{1/3})$, and there is a boundary layer of thickness $y' = O(x^{1/3})$ in which the wall-normal diffusion cannot be neglected. The three terms in (3.2) are then of the same order, and there are new similarity variables

$$\eta = y'/x^{1/3},$$

and

$$\zeta = z/x^{1/3},$$

in terms of which (3.2) becomes

$$\partial_{\eta\eta} c + \partial_{\zeta\zeta} c + \frac{2}{3} \eta (\eta \partial_{\eta} c + \zeta \partial_{\zeta} c) = O(x^{1/3}).$$

(3.7)

The error term in the right-hand side is due primarily to the expansion of $U$ near the wall in terms of $\eta$. The concentration $c$ must satisfy (2.2) at $\eta = 0$, and (2.3) at $\zeta = \pm \infty$. When $\eta \gg 1$, it also has to match the $y \ll 1$ limit of the outer solution (3.3),

$$c_{n,0} \approx \frac{1}{2} \text{erf} [\zeta(\eta/2)^{1/2}],$$

(3.8)

This is a parameter-free elliptic problem that can be solved numerically. Its solution, $c_{BL}$, is antisymmetric with respect to $\zeta = 0$, and is shown graphically in figure 3(a). It has been obtained in the domain $\zeta = (0,8)$ and $\eta = (0,6)$, using a straightforward second-order finite-difference code with a grid of 200 x 250 points. It tends to (3.8) away from the wall, but it does not become infinitely wide in $\zeta$ at the wall.

Note that the higher-order terms of the expansion for $c_n$ become increasing singular near the wall. While the only singularity of $c_{n,0}$ comes from the similarity variable $Z$, the next term

$$c_{n,1} = -\frac{Z(3 + 3y^2 + y^2Z^2)}{12\sqrt{\pi}(1 - y^2)^{3}} e^{-z^2/4},$$

(3.9)

has an extra factor factor $y'^{-3}$. It is easy to show that $c_{n,k}x^k$ behaves near the wall as $(x/y'^3)^k = \eta^{-3k}$. Since $Z$ is also approximately $\zeta \eta^{1/2}$ in that limit, it follows that the
inner limit of the outer solution is a function of $\zeta$ and $\eta$ which has contributions from all the orders in the expansion (3.3). It is however clear from the previous discussion that the contributions to this function of the higher-order terms decay quickly as $\eta$ increases, and that the boundary-layer solution can be matched safely to $c_{n_0}$ as long as the matching is done far enough. On the other hand, this is a problem in which the only way to avoid singularities in the higher-order terms is to use in the right-hand side of (3.2) the composite solutions formed by the lower-order boundary-layer and outer solutions, instead of just by the outer ones (Van Dyke 1964). This has no effect in the outer region, where the inner and outer solution coincide but, within the boundary layer where $\partial_{\eta \eta} c_{BL} = O(x^{-2/3})$, the correction $x c_1$ is $O(x^{1/3})$. This was already suggested by (3.7).

What is often measured in experiments is the vertically-integrated concentration

$$\langle c \rangle = \frac{1}{2} \int_{-1}^{1} c \, dy. \quad (3.10)$$

It can be written in the present case as

$$\langle c \rangle \approx \langle c_{n,0} \rangle + x^{1/3} \langle \Delta c \rangle = \frac{\sqrt{\pi}}{8} \exp(-s^2/8) \left[ I_0(s^2/8) + I_1(s^2/8) \right] + x^{1/3} \langle \Delta c \rangle, \quad (3.11)$$

where $I_0$ and $I_1$ are Bessel functions. The correction $\langle \Delta c \rangle$ due to the boundary layers is

$$\langle \Delta c \rangle (\zeta) = \int_{0}^{\infty} (c_{BL} - c_{n,0}) \, d\eta, \quad (3.12)$$

and is given in figure 3(b). For $\zeta \gg 1$ the solution $c_{BL}$ is everywhere close to its asymptotic value 1/2, and (3.12) is mostly due to the integral of $c_n$, which can be evaluated exactly. That limit, $\langle \Delta c \rangle \approx 1/2 \zeta^2$, is included in figure 3(b) for comparison.

Because $\langle c_n \rangle (s)$ and $\langle \Delta c \rangle (\zeta)$ depend differently on $x$ it is impossible to express the composite solution in terms of a single similarity variable but, since (3.11) and (3.12) only hold in the limit $x \ll 1$, it is usually possible to write asymptotically valid expressions

![Figure 3.](image-url)

(a) Similarity solution for the boundary layer near the lower wall. — , similarity solution; ———, outer solution (3.8). The contours are $c_{BL} = 0.1 (0.1) 0.4$. (b) Correction to the vertically-integrated concentration due to the boundary layer. — , $\langle c_{BL} - c_n \rangle$; ———, large-$\zeta$ limit, $0.5/\zeta^2$. 

Spreading laws for diffusion in a channel
for most quantities. Consider for example the ‘slope’ thickness defined by
\[
\delta_s = \frac{c_{\infty} - c_{\infty}}{\langle c \rangle_z},
\]
(3.13)
where \(c_z\) stands for \(\partial_z c\) at \(z = 0\). Using the expressions above,
\[
\delta_s^{-1} = \langle c_n \rangle_s x^{-1/2} + \langle \Delta c \rangle_z \approx \frac{\sqrt{\pi}}{8} x^{-1/2} + 0.0551,
\]
(3.14)
where \(\langle c_n \rangle_s\) follows from (3.11), and \(\langle \Delta c \rangle_z\) has been estimated numerically from figure 3(b). Similar expressions can be obtained for other product thicknesses.

4. The limit \(\bar{x} \gg P e\)

When \(x \gg 1\), the mixing layer becomes much wider than \(h\), and the dominant diffusion term is the one normal to the wall. We then look for expansions of the form,
\[
c = c_{f,0} + x^{-1} c_{f,1} + \ldots,
\]
(4.1)
where the coefficients are again functions of \(s\) and \(y\), and satisfy,
\[
\partial_{yy} c_{f,k+1} = -\partial_{ss} c_{f,k} - (1 - y^2) \left( \frac{s}{2} \partial_{ss} c_{f,k} + k c_{f,k} \right).
\]
(4.2)
To leading order \(\partial_{yy} c_{f,0} = 0\) and, from the boundary conditions (2.2), it follows that \(c_{f,0}\) is only a function of \(s\). To obtain it we must go to the next order, where
\[
\partial_{yy} c_{f,1} = -(1 - y^2) \frac{s}{2} \partial_{ss} c_{f,0} - \partial_{ss} c_{f,0}.
\]
(4.3)
The correction \(c_{f,1}\) also has to satisfy the Neumann conditions (2.2) at \(y = \pm 1\), and it follows from the integration of (4.3) between the two walls that this is only possible if
\[
(1 - y^2) \frac{s}{2} \partial_{ss} c_{f,0} + \partial_{ss} c_{f,0} = \frac{s}{3} \partial_{ss} c_{f,0} + \partial_{ss} c_{f,0} = 0,
\]
(4.4)
from where we write immediately
\[
c_0 = \langle c_0 \rangle = \frac{1}{2} \text{erf} \left( s/\sqrt{6} \right).
\]
(4.5)
Note that the similarity variable in (4.5) is the same as the one for \(\langle c_n \rangle\) in the previous section, but that the spreading rate is different. The first-order correction \(c_{f,1}\) can be obtained by integrating (4.3) with respect to \(y\), and contains an unknown additive function of \(s\) that has to satisfy a diffusion equation similar to (4.4), but the solution is now uniformly valid across the channel, and the correction is everywhere \(O(x^{-1})\). To leading order, the mixing layer thickness is
\[
\delta_s = (6\pi x)^{1/2}.
\]
(4.6)
In figure 4(a) the evolution of the slope thickness obtained from the numerical solution of (2.4) is compared with the asymptotic expressions (3.14) and (4.6). The approximation is much better in the downstream case than in the one near the origin, in agreement with the different orders of the corrections which have been neglected, but the solution deviates little in general from a square-root growth law.

Note that we could have written the similarity variable \(s\) in these formulas with an arbitrary shift in the origin of \(x\), since the approximation in this section does not hold
at the physical origin of the mixing region. Any shift in the virtual origin can however be expected to be at most $x_0 = O(1)$, and would only appear in a large-$x$ expansion as a term of $O(x^{-1})$.

The growth of the mixing layer at different distances from the wall is summarized in figure 4(b), which is compiled from the numerical results. The square-root growth appears as a constant in this plot, and it is the one followed by the layer in the central plane. The two different constants at small and large downstream locations correspond to the two outer solutions (3.8) and (4.5). Near the wall the layer follows initially the $x^{1/3}$ growth law, and only joins the square-root behavior when the mixing layer becomes vertically uniform farther downstream. The behavior of the intermediate location at $y' = 0.15$ is interesting. That wall distance is initially within the outer core of the channel, and follows approximately the square-root law. It then changes to an $x^{1/3}$ behavior as it is swallowed by the growth of the wall boundary layer, and it only returns to $x^{1/2}$ in the downstream limit in which the layer uniformizes.

5. Conclusions

We have shown that the spreading of a spanwise discontinuity of a passive scalar in a laminar channel is modified by the wall-normal diffusion due to the variation of the advection velocity with the distance to the wall. Because the spreading is orthogonal to the shear, this effect is weaker than in the case of longitudinal diffusion in tubes, but it has several experimentally-relevant effects. First, the spreading in the central plane is always approximately like $x^{1/2}$, but the reasons are different near the origin and far from it, and the multiplicative constants change accordingly. Near the origin the wall-normal diffusion is negligible in this central region, but it becomes dominant far downstream, where the layer is much wider than the channel thickness. The layer then becomes uniform in the wall-normal direction, and behaves as if the advection velocity were constant and equal to the bulk velocity.

Near the origin the wall-normal diffusion is only important in boundary layers that develop near each wall. They have widths and heights of the order of $(\bar{x}/Pe)^{1/3}$, and they account for corrections of that order to the square-root behavior of the vertically-
integrated scalar profiles. The transition between the two regimes occurs at $x/h \approx Pe$, when the wall layers fill the whole channel. We have given numerical results which can be used to interpret experiments.

We have noted that similar spreading laws are found in the growth of the structures of the streamwise velocity of turbulent channels. The effect of the wall-normal shear should also be their origin in that case, but there are extra complications connected with the variation of the eddy viscosity with the wall distance. That case will be the subject of a future study.
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Consistent hybrid LES-FDF formulation for the simulation of turbulent combustion

By V. Raman, H. Pitsch AND R. O. Fox †

1. Motivation and objectives

The numerical simulation of turbulent reactive flows is a complex and challenging problem with widespread practical use. Recent breakthroughs in algorithmic techniques and the drastic increase in computing power have provided us with the tools to understand the complex interaction between turbulence and chemical reactions. In the past decade, the use of the large-eddy simulation (LES) technique has made it possible to make accurate predictions of turbulent flows even for complex configurations. On the other hand, the treatment of combustion is mainly through models similar to that used in the Reynolds-Averaged NS methods (RANS) like flamelet models or conditional moment closure type approximations. Although these models work well for systems that exhibit little or no extinction, a higher-dimensional multi-scalar model is required to describe slow and extinction chemistry. The transported-filtered density function (FDF) (Colucci et al. 1998) method provides a natural starting point for such detailed description. The FDF technique has the key advantage that the reaction source term of the scalars appears closed and requires no modeling.

Though a joint velocity-composition FDF transport equation can be formulated, numerical implementations of this high-dimensional system pose stability and feasibility issues. To overcome this problem, a hybrid approach is used where the velocity and turbulence fields are solved using an Eulerian scheme (like RANS or LES), while the scalar transport is handled using the FDF approach. Although the FDF technique has been widely used in the RANS context, almost all the applications involve steady-state flows. Since LES is inherently transient, the coupled LES-FDF method needs to maintain temporal accuracy. Due to the statistical nature of the FDF scheme, such a coupled scheme poses numerical accuracy issues.

Hence, in order to establish the accuracy of a LES-FDF implementation, a robust consistency criterion is formulated. Based on redundant density fields carried by the Eulerian as well as the Lagrangian part of the solver, it is required that the evolution of all such density fields should be equivalent. The theoretical development guarantees such an equivalence. The current implementation of the LES-FDF scheme is then used to verify this equivalence in the context of a numerical simulation of a variable density complex flow problem.

2. Hybrid LES-FDF scheme

In the hybrid scheme implemented here, the LES technique is based on a low-Mach number approximation-based finite-volume scheme. Further details of the LES implementation can be found elsewhere (Pierce 2001; Pierce & Moin 2004). The Lagrangian method uses stochastic particles to evolve the FDF.
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Figure 1. Flowchart showing the coupled LES-FDF simulation with feedback.

The particle method is obtained from the fundamental FDF transport equation. The FDF in a variable density flow can be defined as:

\[
F_L (\psi; x, t) = \int_{-\infty}^{+\infty} \rho (y, t) \xi [\psi, \phi (y, t)] G (y - x) \, dy, \quad (2.1)
\]

\[
\xi [\psi, \phi (y, t)] = \delta [\psi - \phi (y, t)], \quad (2.2)
\]

where \( \delta \) is an \( N \)-dimensional delta function for an \( N \)-species system and \( \psi \) is the sample space variable in the composition domain. The FDF definition yields the following property:

\[
\int_{-\infty}^{+\infty} F_L (\psi; x, t) \, d\psi = \int_{-\infty}^{+\infty} \rho (y, t) G (y - x) \, dy = \bar{\rho}. \quad (2.3)
\]
Similarly, the filtered mean of any scalar $Q_\phi$ can be defined as:

$$\tilde{Q}_\phi = \int_{-\infty}^{+\infty} Q_\phi(\psi, y, t) F_L d\psi = \frac{1}{\rho} \int_{-\infty}^{+\infty} \rho(y,t) Q_\phi(y,t) G(y - x) dy.$$ (2.4)

Using these definitions, the transport equation for the joint composition FDF can be written as (Colucci et al. 1998; Jaberi et al. 1999)

$$\frac{\partial F_L}{\partial t} + \frac{\partial}{\partial x} \left( \tilde{u} F_L \right) + \frac{\partial}{\partial x} \left( \tilde{u}' |\psi F_L \right) = -\frac{\partial}{\partial \psi} \left[ \frac{1}{\rho} \nabla \cdot \rho D\nabla \phi |\psi + S(\psi) \right] F_L,$$ (2.5)

where $\tilde{u}$ is the filtered velocity field, $\tilde{u}' |\psi$ is the sub-filter velocity fluctuation conditioned on the scalar, $\nabla \cdot \rho D\nabla \phi |\psi$ is the conditional micromixing term, and $S$ is the reaction source term. The conditional velocity term is modeled using the gradient-diffusion hypothesis to give

$$\tilde{u}' |\psi F_L = -\rho D_T \frac{\partial F_L / \rho}{\partial x_i}.$$ (2.6)

The conditional mixing term is closed using the Interaction-by-Exchange-with-the-Mean (IEM) model (Villermaux 1986).

$$\nabla \cdot \rho D\nabla \phi |\psi = \nabla \cdot \rho D\nabla \tilde{\phi} - \frac{\rho C_\phi}{\tau} \left( \psi - \tilde{\psi} \right),$$ (2.7)

where $C_\phi$ is scalar-to-mechanical time-scale ratio and $\tau$ is a turbulence time scale. In the present study we set $C_\phi = 2$ (Peters 2000) and use a turbulent-diffusivity-based time scale (Colucci et al. 1998).

The high dimensionality of the FDF equation makes finite-differencing-based solution techniques infeasible. A stochastic approach (Pope 2000) is used where the filtered momentum equations are solved using conventional grid-based techniques (like LES) while the FDF equation is solved using a particle-based Monte-Carlo approach. The Lagrangian approach uses a large ensemble of notional particles to represent the fluid. These particles evolve using a set of stochastic differential equations obtained from the above FDF transport equation. The stochastic differential equations are functions of the filtered LES flow fields. Hence, the Lagrangian system uses the filtered fields from the LES solver to advance the notional particles. Using the particle properties, mean fields are constructed that are fed back to the LES solver. The LES solver then advances the flow using these mean fields. Figure 1 shows the flowchart of the hybrid algorithm.

Typically, the Lagrangian system provides the filtered density field that is then used by the LES solver. However, the stochastic nature of the FDF scheme leads to large statistical fluctuations in the filtered density field. Direct feedback of this noisy field usually leads to numerical instabilities. Here, to increase the robustness of the feedback algorithm, an additional enthalpy equation is used. Following (Muradoglu et al. 1999), we define the equivalent enthalpy, $h$ as

$$h(\psi) = \frac{\gamma}{\gamma - 1} \frac{P_0}{\rho(\psi)},$$ (2.8)

where $\gamma$ is the ratio of the specific heats, $P_0$ is the operating pressure. Since the equivalent enthalpy is only a function of the local thermochemical composition, the transport equation for $h$ can be derived from the FDF transport equation.

$$\frac{\partial \tilde{h}}{\partial t} + \frac{\partial}{\partial x} \left( \tilde{u} \tilde{h} \right) = \frac{\partial}{\partial x} \left( \tilde{u} (D + D_T) \frac{\partial \tilde{h}}{\partial x} \right) + \tilde{\rho} \left( h_\alpha S_\alpha - \frac{1}{2\tau} C_\phi \tilde{h}_\alpha \tilde{h}_\alpha ' \right),$$ (2.9)
where $\alpha$ represents the components of the N-dimensional composition array. It is evident that the physical transport terms in this equation can be treated in the same way as a conserved scalar equation. The source terms, however, are not known and need to be provided by the FDF solver. In terms of the particle properties, the source term is the change of enthalpy of the particles due to reaction and mixing (Muradoglu et al. 1999):

$$\tilde{S}_h = \mathbf{p} \left( h_\alpha S_\alpha - \frac{1}{2\tau} C_\phi \rho h_\alpha \tilde{\phi}_\alpha \right).$$

(2.11)

Once the equivalent enthalpy is known, the density field is found using the relation obtained by filtering Eq. 2.8:

$$\rho = \gamma \rho_0 h,$$

(2.12)

where the low-Mach number assumption has been used to remove the pressure fluctuations. This density field is then used to advance the LES flow solver. It is found that this feedback mechanism is numerically stable and does not lead to large spikes in the $d\rho/dt$ term that appears in the continuity equation.

To increase statistical accuracy, large particle numbers are needed making such methods computationally expensive. Numerical implementation of the LES-FDF scheme is an algorithmic challenge and novel techniques are used to reduce the computational expense of these schemes (Raman et al. 2004). A major issue in such implementations is to consistently couple a stochastic FDF scheme and a deterministic Eulerian scheme. Though steady-state-based flow solvers have been successfully used (Muradoglu et al. 1999), a consistent algorithm for a temporally variant system (like the LES-based approach) has not been studied in detail so far. Here we propose a criterion for a consistent implementation and test it with a challenging reacting flow problem.

3. Consistency requirements

In the Lagrangian particle-based system, the computational domain is decomposed into a large number of notional particles that represent the fluid. The particles are initially distributed uniformly and evolve in space and time using stochastic differential equations (Pope 2000). Each particle carries information about its location, a composition vector and a representative weight. In order to pass information from and to the LES solver, particle mean fields are obtained by a weighted summation process involving particle properties in a given computational cell. The particle weight is initially assigned to be a fraction of the local fluid mass such that the sum of the particle weights in a computational cell equals the cell fluid mass.

$$w_k = \frac{V_i \rho_i}{N_p},$$

(3.1)

where $w_k$ is the particle weight, $V_i$ is the cell volume, $\rho_i$ is the fluid density in cell $i$, and $N_p$ is the number of particles in the cell. As the particles evolve with time, the sum of the weights of the particles in a given cell is dependent on the enforcement of the continuity equation. The particle weight has no direct evolution equation and will follow the particle trajectory. At any time step, the particle-weights based density can be obtained by using the sum of particle weights in a given cell.
In addition to the particle weight, a mean density can also be obtained from the particle composition vector based on thermochemical properties.

\[
\bar{\rho}_w = \frac{1}{V} \sum_{i=1}^{N_p} w_k.
\]  

(3.2)

where \( \bar{\rho}(\phi) \) is the thermochemical density computed using the particle composition. The initial conditions are chosen such that \( \bar{\rho} = \bar{\rho}_p \) at \( t = 0 \). As the particles evolve in space and time, the density fields evolve through different equations, though indirectly, they should all satisfy the continuity equation. By construction (Raman et al. 2004), the thermochemical density (\( \bar{\rho}_p \)) and the LES density (\( \bar{\rho} \)) evolve closely. This is ensured by solving an ancillary enthalpy transport equation using Eulerian schemes. The source term
for the enthalpy equation is provided using the particle properties. The Eulerian density is obtained directly using this enthalpy field (Muradoglu et al. 1999).

On the other hand, the particle weights-based density (\(\rho_w\)) evolves with the particle motion. Based on the continuity equation, it can be shown (Pope 2000) that for the particles to be uniformly distributed, the particle-weights-based density should be equivalent to the Eulerian density field. However, the stochastic evolution scheme will make the particle-based mean fields noisy. Hence a strict equality can be obtained only by time-averaging a statistically stationary field. Finite particle number density can also introduce a bias in the mean fields. This will lead to a progressive divergence of the particle-weights-based density field from the Eulerian field. Such a bias will be readily observed through particle agglomeration in certain sections of the grid and depletion of particles in other regions. The sampling error induced by such low particle number density will further increase the error in mean-field estimation.

A consistent algorithm should hence maintain the equivalence of the three density fields described above. It is noted that this amounts to a consistent evolution of the zeroth moment of the FDF-transport equation. The accuracy of the scheme can be tested using higher-order moments of the same equation. For the single-scalar flamelet model used here, the first moment of the scalar can be evolved simultaneously by both the particle and Eulerian systems. Such a moments-based validation procedure ensures a robust yet simple way of demonstrating the accuracy of the numerical implementation. We will illustrate the validation criteria using an experimental flame next.

4. Numerical test

A bluff-body stabilized experimental flame is simulated using the LES-FDF scheme. The methane/hydrogen fuel jet is separated from the coflow of air by a solid body (Fig. 2). The presence of this bluff-body induces strong recirculation zones that stabilize the flame. In fact, time-averaged streamtraces (Fig. 3) show the presence of two counter-rotating vortices that help mix the coflow with the fuel. The interaction of the high-velocity jets with the slow recirculating fluid creates high shear rates where the reaction is controlled predominantly by mixing. This complex unsteady reacting flow makes an ideal candidate
Figure 4. Comparison of density obtained from particle weights (dashed line), particle composition (solid line) and LES flow solver (symbols). The four plots are at downstream locations of (top) 13, 30, (bottom) 65, and 90 mm, respectively. The density values have been normalized by the density of the coflow.

for testing the LES-FDF scheme. A computational domain of $256 \times 128 \times 32$ is used along with a nominal particle number density of 15 per cell. Combustion is described using a laminar flamelet chemistry.

The FDF solver was initialized with 15 particles per cell. During the course of the simulation, the total number of particles in the domain was in the range of 10.5–21 million. The simulations were started from cold-flow-converged results, after which the mixture was ignited using the flamelet solution. All simulations were continued for 7 flow-through times, where each flow through time is defined by the time it takes for a particle to travel along the centerline from the inflow to the exit of the domain. The simulation is time-averaged for 1.5 flow-through times starting at two different time-steps separated by 1 flow-through time. The two time-averaged profiles differed by less than 2 % for the mixture-fraction radial profiles ensuring that statistical stationarity has been reached.
The LES-FDF simulation took roughly 200 hours on an 8-processor 600 MHz computer to reach statistical stationarity.

Figure 4 shows time-averaged radial profiles of the three density fields. The density profiles show very good agreement indicating that the FDF implementation is accurate. It was further confirmed that the time-averaged particle number density was constant indicating that there was no long term accumulation of statistical errors. This trend continues at further downstream positions as well.

Figures 5 and 6 show the time-averaged mixture-fraction and RMS mixture-fraction radial profiles at different axial locations. To aid in the comparison, the Eulerian mixture-fraction and RMS mixture-fraction fields obtained from the finite-volume solution of the scalar transport equation are also included. It is observed that the mean mixture-fraction profiles obtained from the FDF solver and the Eulerian solver show excellent agreement with one another and the experimental data as well. The near-bluff-body profile shows a flat profile in the recirculation zone, further affirming the large-scale mixing in this region. The sharp decay of the mixture fraction near the edge of the bluff body is a region of large temperature changes, and consequently large density gradients. At $X = 30$ mm, the recirculation region is slightly overpredicted, indicated by the large mixture-fraction values as compared to experiments as well as a sharper decay at the outer vortex signifying a thin reaction zone. Further downstream, the profiles are in much better agreement with the experimental data. At $X = 90$ mm, the profiles indicate a tendency of the flame to be narrower than the experimental observation. This is a direct consequence of the grid coarsening to limit the number of computational cells, and leads to the faster decay of the axial velocity.

The RMS profiles show good agreement with experimental data, although certain discrepancies are noticed near the centerline. In general, it is observed that the results agree well with the Eulerian computation as well. At the first axial position considered, the FDF as well as Eulerian calculation show the right RMS profile indicating that the large-scale recirculation has been captured accurately. It is noted that the sub-filter or the unresolved variance in this zone is very small since the large-scale mixing renders the fluid homogeneous. Similar trends are observed at $X = 30$, and 45 mm, but the extent of the recirculation zone in the radial direction decreases as implied by the streamtrace profile (Fig 3). At $X = 65$ mm, the secondary peak in the mixture-fraction RMS corresponding to the end of the recirculation zone is captured very accurately. Further downstream, the peak in the RMS profile is shifted towards the centerline which is consistent with the mixture-fraction profiles that indicate a narrower jet spreading than the experimental observation.

It is observed that the RMS profile from the FDF calculation at $X = 30$ mm and $X = 45$ mm show a peak near the centerline that is much larger than the experimental data. One explanation for this behavior is the reduction of accuracy of the particle tracking near the centerline. The LES solver uses a semi-implicit form, where the radial and azimuthal directions are treated implicitly, and are hence independent of the CFL criteria accounting for the radial and azimuthal components. However, the particle method is fully explicit implying that in regions where the CFL criteria computed based on the radial or azimuthal velocity is not satisfied, the errors could be significant. It was found from an analysis of the turbulent-diffusivity profile that such an event is more likely to occur in the region where the central fuel jet breaks down. For this flow, this region varied from $X = 25$ mm to $X = 60$ mm. It is noted that the CFL criterion is not violated at each time step, but the additive errors due to frequent violation of this condition led to a spurious
Figure 5. Comparison of mean mixture fraction and RMS mixture fraction profiles with experimental data at different axial locations. From top to bottom, $X = 13, 30, \text{ and } 45\ \text{mm}$. Symbols are experimental data, solid lines show FDF-based results and dashed lines show beta-function-based Eulerian calculation.
increase in the RMS fluctuation. Since the purpose of this study is to establish the hybrid technique as a viable tool for practical flows, no further evaluations are reported on this observation. Although not reported here, increase in the nominal particle number density decreased this error. Currently, a multi-step fractional-stepping algorithm is being tested to overcome this problem.

5. Conclusion

A consistent hybrid LES-FDF scheme has been developed and implemented for variable density flows. The LES-FDF scheme has been validated by using a density-based consistency condition. An experimental flame configuration was used to test the validation scheme. Currently, direct integration of the chemical source term is being used with a detailed chemical mechanism to fully exploit the advantages of the LES-FDF technique.
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Conditional filtering method for large eddy simulation of turbulent nonpremixed combustion

By S.H. Kim and H. Pitsch

1. Motivation and objectives

In the fast chemistry limit of turbulent nonpremixed combustion, turbulence does not affect the local flame structure and a reactive scalar is given as a function of the mixture fraction, which describes mixing of fuel and oxidizer (Bilger 1980). This assumption allows the statistics of reactive scalars to be determined from those of the mixture fraction. Although the fast chemistry limit gives a leading order solution for turbulent nonpremixed combustion, the separation of time scales is not generally acceptable due to a wide spectrum of time scales involved in turbulence and chemical reactions.

Turbulent straining enhances scalar gradients and diffusive heat loss from flames to surrounding fluid parcels. Scalar dissipation rate, which measures the diffusive mixing rate, is a critical parameter to describe the nonequilibrium effects. With excessive scalar dissipation rate, nonpremixed flames may be locally extinguished. The extinguished flames may be reignedited by diffusive transfer of heat and radicals from burning flames, when the scalar dissipation rate falls below a certain level. The modeling of local extinction and reignition requires detailed description of transient response of local flame structure to scalar dissipation fluctuations.

Large eddy simulation (LES) offers two advantages over the Reynolds averaged Navier Stokes (RANS) approach in computation of turbulent flames. First, mixing processes can be predicted with improved accuracy because large scale structures, which dominates global mixing characteristics, are resolved in LES. Second, LES can capture the transient response of the local flame structure to the unsteadiness of the flow field on the order of resolved time scale or longer. This makes LES attractive for the computation of turbulent flames, in which nonlinear interactions of turbulence and chemical reactions are of critical importance, e.g., local extinction and reignition in turbulent nonpremixed flames.

Subgrid scale modeling of combustion processes in LES is a prominent research topic. A subgrid scale model usually adopts the scale invariance assumption, which implies that certain features of physical processes are invariant in different length scales (Meneveau & Katz 2000). This assumption works well when the major part of subgrid scale contributions comes from length scales just smaller than the filter width. The scale invariance assumption is, therefore, not relevant to subgrid scale combustion processes, which mostly occur at the dissipative scales. The filtered density function method (Jaberi et al. 1999), the linear eddy model (Kerstein 1992), the laminar flamelet model (Pitsch 2002), the conditional source term estimation (Bushe & Steiner 1999) and the progress-variable approach (Pierce & Moin 2004) have been proposed as a subgrid combustion model.

The conditional moment closure (CMC) model solves the conditional moments of reactive scalars to resolve the closure problem of nonlinear chemical reactions (Bilger 1993; Klimenko 1990; Klimenko & Bilger 1999). In a turbulent nonpremixed flame, fluctuations of reactive scalars are primarily associated with those of the mixture fraction. Nonlinear
chemical reactions can, therefore, be closed using statistics conditioned on the mixture fraction. The first-order CMC model, which assumes that fluctuations of the reactive scalars about the conditional means are small enough for chemical reactions to be closed using the conditional means, has been successfully applied to turbulent nonpremixed flames with low levels of local extinction (Kim et al. 2000; Smith et al. 1995). Refined approaches, such as second-order closure and double conditioning are being investigated for application to significant local extinction (Kim et al. 2002; Kim & Huh 2004; Kronenberg 2004; Cha & Pitsch 2002). Although the CMC model has been extensively studied for RANS, there have been few studies in the context of LES (Bushe & Steiner 1999).

The objective of this study is to develop a subgrid combustion model for turbulent nonpremixed flames with local extinction and reignition, based on the concept of CMC. In what follows, the conditionally filtered equations for reactive scalars are derived and closure assumptions are discussed. The integrated conditional filtering for a reacting shear layer is introduced. The closure assumptions and the performance of the model are tested with direct numerical simulation (DNS) data of reacting mixing layers.

2. Mathematical formulation

2.1. Conditional filtering

Conventional filtering smoothes out all small scale details and filtered chemical reaction rates are generally not well reconstructed from the (conventionally) filtered scalar field. In turbulent nonpremixed flames the mixture fraction, which describes the extent of mixing of fuel and oxidizer, is a key quantity to describe the flame structure (Klimenko & Bilger 1999). Here we adopt density weighted filtering conditioned on iso-surfaces of the mixture fraction to resolve small scale mixing and chemical reactions in a nonpremixed flame:

\[
\overline{\phi|\eta|\eta(x,t)} = \frac{\int_V \rho \phi(x,t) \delta(\xi(x,t) - \eta) G(x - x' \Delta_f) dx'}{\int_V \rho \delta(\xi(x,t) - \eta) G(x - x' \Delta_f) dx'}, \tag{2.1}
\]

where \(G(x - x'; \Delta_f)\) is a filtering function of specified width, \(\Delta_f\). We assume constant filter width so that the filtering operation commutes with differentiation. \(\delta\) is the Dirac delta function and \(\xi\) is the mixture fraction. In Eq. (2.1), filtering is made only on iso-\(\eta\) surfaces because of the weighting with \(\delta(\xi(x,t) - \eta)\). This decouples physical processes across a flame from those on a flame surface. The denominator of Eq. (2.1) is the subgrid probability density function (PDF) of the mixture fraction, \(P_\xi\), weighted by the conditionally filtered density. The density weighted filtered value of \(\phi\) can be calculated by integration in \(\eta\) space:

\[
\overline{\phi} = \frac{\int_0^1 P_\eta \overline{\phi|\eta} P_\xi(\eta) d\eta}{\overline{P}}, \tag{2.2}
\]

where \(\overline{P}\) is the filtered density.
2.2. Conditionally filtered equation

The conditionally filtered equation for a reactive scalar can be derived using the transport equation for the $\delta$ function:

$$\frac{\partial \rho \delta_\eta}{\partial t} + \nabla \cdot (\rho \nabla \delta_\eta) = - \frac{\partial \delta_\eta \nabla \cdot (\rho D \nabla \xi)}{\partial \eta}$$

$$= - \frac{\partial^2 \rho \delta_\eta N}{\partial \eta^2} - \frac{\partial \nabla \cdot (\delta_\eta D \nabla \xi)}{\partial \eta},$$

(2.3)

where $\delta_\eta \equiv \delta(\xi(x, t) - \eta)$. $D$ is the molecular diffusivity. The molecular diffusivity is assumed to be equal for all scalars here, $N \equiv D \nabla \xi \cdot \nabla \xi$ is the scalar dissipation rate. Multiplying Eq. (2.3) by $Y_i$ and adding the equation for $Y_i$ multiplied by $\delta_\eta$ gives

$$\frac{\partial \rho \delta_\eta Y_i}{\partial t} + \nabla \cdot (\rho \delta_\eta \nabla Y_i) = \rho \delta_\eta \omega_i - \frac{\partial^2 \rho \delta_\eta N Y_i}{\partial \eta^2} + 2 \frac{\partial \rho \delta_\eta D \nabla \xi \cdot \nabla Y_i}{\partial \eta}$$

$$- \frac{\partial \nabla \cdot (\delta_\eta D \nabla Y_i)}{\partial \eta} + \nabla \cdot (\delta_\eta \rho D \nabla Y_i),$$

(2.4)

where $\omega_i$ is the chemical reaction rate of species $i$. Filtering Eq. (2.4) gives

$$\frac{\partial \rho \delta_\eta P\xi Y_i|\eta}{\partial t} + \nabla \cdot (\rho \delta_\eta P\xi \nabla Y_i|\eta)$$

$$= \rho \delta_\eta P\xi \omega_i|\eta - \frac{\partial^2 \rho \delta_\eta P\xi N Y_i|\eta}{\partial \eta^2}$$

$$+ 2 \frac{\partial \rho \delta_\eta P\xi D \nabla \xi \cdot \nabla Y_i|\eta}{\partial \eta}$$

$$- \frac{\partial \nabla \cdot (\rho \delta_\eta P\xi D \nabla \xi|\eta)}{\partial \eta} + \nabla \cdot (\rho \delta_\eta P\xi D \nabla Y_i|\eta).$$

(2.5)

To identify the resolved part of the equation, we substitute the decompositions, $Y_i \equiv \bar{Y}_i|\eta + \gamma_i$, $v \equiv \nabla|\eta + v'$ and $N \equiv N|\eta + N'$, into Eq. (2.5). This gives

$$\frac{\partial \rho \delta_\eta P\xi \bar{Y}_i|\eta}{\partial t} + \nabla \cdot (\rho \delta_\eta P\xi \nabla \bar{Y}_i|\eta)$$

$$= \rho \delta_\eta P\xi \omega_i|\eta - \frac{\partial^2 \rho \delta_\eta P\xi N|\eta \bar{Y}_i|\eta}{\partial \eta^2}$$

$$+ 2 \frac{\partial \rho \delta_\eta P\xi N|\eta \nabla \bar{Y}_i|\eta}{\partial \eta} \left( \frac{\partial \bar{Y}_i|\eta}{\partial \eta} \right) + \rho \delta_\eta P\xi F_i + \rho \delta_\eta P\xi M_i,$$

(2.6)

where

$$F_i \equiv \frac{1}{\rho \delta_\eta P\xi} \left[ - \nabla \cdot (\rho \delta_\eta P\xi J^\eta_i) + \frac{\partial \rho \delta_\eta P\xi J^\eta_i}{\partial \eta} \right]$$

(2.7)

$$J^\eta_i \equiv - \nabla \bar{Y}_i|\eta + \nabla|\eta \bar{Y}_i|\eta$$

(2.8)

$$J_i \equiv \frac{1}{\rho \delta_\eta P\xi} \left[ - \frac{\partial \rho \delta_\eta P\xi (N \bar{Y}_i|\eta - N|\eta \bar{Y}_i|\eta)}{\partial \eta} + 2 \left( D \nabla \bar{Y}_i|\eta \nabla \bar{xi}|\eta - N|\eta \nabla \bar{Y}_i|\eta \right) \right]$$

(2.9)

$$M_i \equiv \frac{1}{\rho \delta_\eta P\xi} \left[ - \nabla \cdot (\rho \delta_\eta P\xi D \nabla \xi|\eta) + \nabla \cdot (\rho \delta_\eta P\xi D \nabla \bar{Y}_i|\eta) \right].$$

(2.10)
The conditionally filtered equations for other reactive scalars can be obtained by the same procedure.

2.3. Primary closures

$F_i$ represents the subgrid transport of reactive scalars in $(x, \eta)$ space: $J_x^i$ for $x$ space and $J_\eta^i$ for $\eta$ space. It plays an important role in reignition of locally extinguished flames and stabilization of lifted diffusion flames. Extinguished flames are reignited through transfer of heat and species from burning flames. Reignition may occur by the edge flame propagation along iso-surfaces of the mixture fraction and also by diffusion normal to the iso-$\eta$ surfaces following flame folding (Sripakagorn et al. 2004). These interactions between neighboring flames are represented by $F_i$ in the conditionally filtered equation. When we assume that flame propagation along the isopleth is the most important mechanism for reignition and flame stabilization, $F_i$ can be approximated as

$$F_i \approx -\frac{1}{\rho_\eta^\xi} \nabla \cdot \left( \rho_\eta^\xi P_\xi J_\eta^i \right).$$

(2.11)

Next we are concerned with the closure of $M_i$. It can be easily shown that

$$\nabla \cdot [\rho D \nabla (\delta_\eta Y_i)] = -\frac{\partial \nabla \cdot (\rho \delta_\eta D \nabla Y_i)}{\partial \eta} + \nabla \cdot (\delta_\eta \rho D \nabla Y_i).$$

(2.12)

When the density and the molecular diffusivity are constant, we have

$$\nabla \cdot [\rho D \nabla (P_\xi \overline{Y_i|\eta})] = -\frac{\partial \nabla \cdot (\rho P_\xi D \nabla Y_i)}{\partial \eta} + \nabla \cdot (P_\xi \rho D \nabla Y_i).$$

(2.13)

The term, $M_i$, therefore, represents the molecular transport of $\overline{Y_i|\eta}$ on iso-$\eta$ surfaces. The molecular transport is much smaller than the turbulent transport and usually neglected in RANS of high Reynolds number flows. However, in LES, the molecular transport term can be of the same order as the unresolved subgrid one. Based on Eq. (2.13) we propose the following closure for $M_i$:

$$M_i \approx \nabla \cdot [\rho_\eta D_\eta \nabla (P_\xi \overline{Y_i|\eta})],$$

(2.14)

where $D_\eta \equiv \overline{D|\eta}$.

2.4. Closure of chemical reaction rates

In turbulent nonpremixed flames, fluctuations of reactive scalars are primarily associated with those of the mixture fraction. However, fluctuations of reactive scalars on iso-$\eta$ surfaces, which are much smaller than those in $x$ space, can be significant when turbulent time scales are of the order of chemical ones. Assuming that fluctuations on iso-$\eta$ surfaces occur on the large scales, the conditionally filtered reaction rate can be calculated as

$$\omega_i(\rho, Y, T) \approx \omega_i(\rho_\eta, \overline{Y|\eta}, \overline{T|\eta}).$$

(2.15)

2.5. Integrated conditional filtering for a reacting shear layer

The conditionally filtered quantity may not be properly evaluated with negligible subgrid scale probability. For example, when we take measurements at the locations far from the axis of a turbulent jet diffusion flame, we seldom observe mixtures with $\xi \approx 1$ and have difficulty in evaluating conditionally filtered quantities at $\eta \approx 1$. The conditionally filtered equation is valid over the whole flow field but becomes trivial when $P_\xi$ is negligible. It is physically meaningful in a small volume in the four-dimensional probability space,
(x, \eta), where P_\xi is not negligible. Here, integrated conditional filtering is introduced as an alternative for Eq. (2.1), which is computationally less expensive and solves the low probability problem:

\[
\frac{\partial \phi}{\partial t}(x, x_2, x_3, t) \equiv \frac{\int_{-\infty}^{\infty} w \int_{\xi} \phi(x, t) \delta(\xi(x, t) - \eta) G(x - x', \Delta_f) dx' dx_1}{\int_{-\infty}^{\infty} w \int_{\xi} \delta(\xi(x, t) - \eta) G(x - x', \Delta_f) dx' dx_1},
\]

where \( x = (x_1, x_2, x_3) \), \( w \) is the weighting factor that depends on the coordinate system. The integration direction depends on the case, but should go through the flame brush. In a round jet flame \( x_1 = w = r \), where \( r \) is the radial coordinate. The equation for \( \overline{Y_i|\eta} \) can be written as

\[
\frac{\partial \rho_\eta^* P_\xi^* \overline{Y_i|\eta}}{\partial t} + \nabla \cdot (\rho_\eta^* P_\xi^* \overline{\nabla_i|\eta} \overline{Y_i|\eta}) = \rho_\eta^* P_\xi^* \omega_i |\eta| - \frac{\partial \rho_\eta^* P_\xi^* \overline{N_i|\eta} \overline{Y_i|\eta}}{\partial \eta^2} + 2 \frac{\partial}{\partial \eta} \left( \rho_\eta^* P_\xi^* \overline{N_i|\eta} \frac{\partial \overline{Y_i|\eta}}{\partial \eta} \right) + \rho_\eta^* P_\xi^* F_i^* + \rho_\eta^* P_\xi^* M_i^*,
\]

where the superscript, \( * \), represents the integrated quantity. This is the conservative form of the conditionally filtered species equation. Using the equation for \( P_\xi^* \) we obtain

\[
\frac{\partial \overline{Y_i|\eta}}{\partial t} + \nabla |\eta| \cdot \nabla \overline{Y_i|\eta} = \overline{N_i|\eta} \frac{\partial \overline{Y_i|\eta}}{\partial \eta^2} + \omega_i |\eta| + F_i^* + \nabla \cdot (D_{ii}|\eta) \overline{Y_i|\eta}),
\]

where \( \rho_\eta^* P_\xi^* \) is assumed to have a weak spatial dependence. This equation has a similar form to the Eulerian laminar flamelet model of Pitsch (2002), but includes the subgrid transport term, \( F_i^* \), and the molecular transport term, which are neglected in the Eulerian flame model. Closure of \( F_i^* \) will be addressed in a subsequent section.

3. Direct numerical simulation

DNS was performed to validate the present formulation. The simulated flow field is a shear-free, temporally developing mixing layer. Initially separated fuel and oxidizer mix in the presence of decaying turbulence, and react according to a single-step reaction:

\[ F + O \rightarrow 2P \]
where $F$, $O$ and $P$ represent fuel, oxidant and product, respectively. The stoichiometric mixture fraction is 0.5 and the reaction rate is given by

\[
\omega = A_F Y_F Y_O \exp \left( -\frac{\beta}{1 + \alpha \theta} \right)
\]

where $Y_F$ and $Y_O$ represent the mass fractions of fuel and oxidizer, respectively. $\theta \equiv (T - T_0)/(T_f - T_0)$ is the nondimensional temperature, where $T_f$ and $T_0$ represent the adiabatic flame temperature and reference temperature, respectively. The heat release parameter, $\alpha \equiv T_f/T_0 - 1$, is given by $q/(c_p T_0)$, where $q$ and $c_p$ are heat release per unit mass and the specific heat at constant pressure, respectively. $\beta \equiv T_a/T_0$ is the nondimensional activation temperature, where $T_a$ is the activation temperature. Chemical parameters used here are $\alpha=6$ and $\beta=28$. The pre-exponential factor, $A$, is adjusted to control the level of local extinction.

The fully compressible Navier-Stokes equations are solved with the conservation equations of the mass fractions of the fuel and the oxidizer. A low storage fourth-order Runge-Kutta method is used for time integration, while spatial derivatives are evaluated with a sixth-order compact finite difference scheme (Kennedy et al. 2000; Lele 1992). The computation domain is periodic in the $x_2$ and $x_3$ directions, while it has nonreflecting boundaries in the $x_1$-direction (Poinset & Lele 1992). Table 1 shows characteristics of the simulations. The initial Mach number based on the r.m.s. velocity fluctuations and the temperature of fuel and oxidizer is below 0.1 for all the cases, so that compressibility effects are negligible. The nondimensional temperature, $\theta$, is set to be the product mass fraction for the constant density cases, C1 and C2. The dynamic viscosity is a constant for the given case here. C1, C2 and H2 have a similar level of local extinction. The level of local extinction for H3 is lower than that for H2, while that for H1 is more significant.

4. Results and discussion

Figure 1 shows the instantaneous fields of the product mass fraction on an $x_1-x_2$ plane for the case, C2, at $\tau \approx 2$, where the nondimensional time, $\tau$, is normalized by the initial eddy turn over time. There is significant local extinction in Fig. 2. The extinguished part
of the flame surface is of large scale and is not much distorted by small scale eddies, indicating that extinction processes are dominated by large scale structures in this case. The product concentration is high near a vortex core where the scalar dissipation is low. Note that the variation of $Y_P$ along the stoichiometric surface is significant near the vortex core. Rolling up of the flame surface makes extinguished and burning flames be closer around the vortex core.

The underlying assumption of the conditional filtering method is that fluctuations of reactive scalars on iso-surfaces of the mixture fraction are primarily due to large scale fluctuations of the scalar dissipation rate. The justification of this assumption has been discussed in Pitsch (2002). For a further validation, we need to investigate the length scales of scalar dissipation fluctuations on iso-$\eta$ surfaces. Figure 2 shows the distribution of the scalar dissipation rate in an $x_2-x_3$ plane for the case, $C2$, at $\tau \approx 2$. High scalar dissipation rates are associated with thin sheet-like structures in Fig. 2. The length scales of scalar dissipation rate across flames are much smaller than those along flame surfaces. Figure 3 shows the distribution of the integrated scalar dissipation rates on the stoichiometric surfaces for $C2$. Scalar dissipation rates for $0.4 < \xi < 0.6$ are averaged in the $x_1$-direction. Note that the structures with high scalar dissipation rates have a range of length scales and that higher scalar dissipation rates are associated with large scale structures. Nonpremixed flames are sensitive to the spatial and temporal fluctuations of the scalar dissipation rate. With excessive scalar dissipation rate, nonpremixed flames may be locally extinguished and flame holes appear. Capturing high scalar dissipation events is crucial to predict the extinction process. Although high scalar dissipation rates are concentrated in a very small fraction of the fluid, these are mainly associated with counter-flowing large scale structures that carry high and low values of the scalar (Warhaft 2000; Shriman & Sigga 2000). The major part of high scalar dissipation events can, therefore, be captured from a resolved large scale field, while filtering smoothes out highest scalar dissipation events.

Figure 4(a) shows the conditionally filtered reaction rates, $\bar{\omega}|_{\eta_{st}}$, for H2 at $\tau \approx 2$, where the subscript, $st$, denotes stoichiometric conditions. A top hat filter with a filter width of $\Delta_f = 8\Delta$ was used. The predicted reaction rates are in excellent agreement with the filtered DNS data in Fig. 4(a), while they are slightly overpredicted for a small
fraction of points with higher reaction rates. The overprediction of the reaction rates occurs in the region close to interface between burning and extinguished flames. In that region the conditional subgrid fluctuations of reactive scalars are large enough for the higher order correlations to be nonnegligible. The first-order closure tends to overpredict the reaction rates when the reactive scalars fluctuate near the maximum reaction rate. Figure 4(b) shows the integrated reaction rate, $\overline{\omega|\eta_t}$, for H2. The overall agreement is similar to that for $\overline{\omega|\eta_{ht}}$. Figure 4(c) shows the conditionally filtered reaction rates, $\overline{\omega|\eta_{ht}}$, for C2 at $\tau \approx 2$. The prediction is well correlated with the filtered DNS, while it is more scattered than in H2. Here, in addition to the overprediction at higher reaction rates,
the reaction rates are underpredicted at lower reaction rates. In Fig. 4(d) the accuracy of the integrated reaction rate for C2 is not as good as for H2.

The correlation coefficients between the filtered DNS data and the model prediction for all the test cases are shown in Table 2:

\[
C = \frac{\langle \omega | \eta_{\text{at}} \rangle \langle \omega | Y_{\text{net}}, T | \eta_{\text{bl}} \rangle - \langle \omega | Y_{\text{net}} \rangle \langle \omega | Y_{\text{net}}, T | \eta_{\text{bl}} \rangle}{\sqrt{(\langle \omega | \eta_{\text{at}} \rangle^2 - \langle \omega | \eta_{\text{at}} \rangle^2)(\langle \omega | Y_{\text{net}}, T | \eta_{\text{bl}} \rangle^2 - \langle \omega | Y_{\text{net}}, T | \eta_{\text{bl}} \rangle^2)}} 
\]

(4.1)

The correlation coefficients are above 0.9 except for C2, when the filter width, \( \Delta_f \), is smaller than the integral length scale, \( l \). For C2 the correlation coefficient remains about 0.9 when \( \Delta_f < 0.5l \). Accuracy of the first-order closure is not much affected by the level of local extinction. Note that the correlation coefficient decreases slowly with \( \Delta_f \). This implies that the grid spacing for conditionally filtered equations can be larger than that for the flow field, which significantly reduces the computational cost for solving the conditionally filtered equations.

Table 3 shows the correlation coefficients for \( \omega | \eta_{\text{at}} \). The integration direction is \( x_1 \) and \( w = 1 \). The correlation coefficients remains about 0.8 when \( l/\Delta_f < 0.5 \), which are lower than those for \( \omega | \eta_{\text{at}} \). Due to the integration, \( \omega | \eta_{\text{at}} \) contains the contribution of the subgrid fluctuations along the \( x_1 \)-direction. The subgrid fluctuations along the \( x_1 \)-direction are more significant for C2, which has higher Reynolds number.

Conditional filtering adds a new independent variable in the system of equations, which substantially increases the computational cost. However, the computational cost can be reduced when the characteristics of the conditionally filtered equation are properly considered. \( P_\xi (\eta_{\text{at}}) \) has a very narrow distribution as compared with the thickness of the mixing layer as in Fig. 1. Since all the terms in the conservative form of the conditionally filtered equations are weighted by \( P_\xi \), only a small region of \((x, \eta)\) space is active. We do not need to solve the equations in the region where \( P_\xi \) is negligible. In addition, according
to the results in Table 2, the filter width for the conditionally filtered equations can be larger than that for the flow field. Another way to reduce the computational cost is the integrated conditional filtering approach. In this approach, the number of independent variables is reduced by one due to integration in one spatial coordinate.

The integrated conditional filtering equation, Eq. (2.18), is solved to validate the performance of the model. $\overline{N|\eta}$ and $\overline{\vec{v}|\eta}$ are taken from the DNS data to avoid ambiguity in the modeling of the flow and mixing field. The conditional subgrid scale flux, $\overline{J^*_i}$, is modeled by an eddy diffusivity model:

$$J^* \approx -D_t \nabla \overline{Y_i|\eta}$$

where $D_t$ is given by

$$D_t = c_q \Delta f^2 \sqrt{2\Sigma_{ij}\Sigma_{ij}}.$$  

$\Sigma_{ij}$ is the filtered strain rate tensor. Although a dynamic model could be used to determine the value of $c_q$, a constant value of $c_q = 0.1$ has been used here. Because $\rho_\eta P^*$ has a weak spatial dependence, $F^*_i$ can be approximated as

$$F^*_i \approx \nabla \cdot (D_t \nabla \overline{Y_i|\eta}).$$

The filter width is taken as $\Delta f = 8\Delta$. The physical domain is discretized into 32 × 32 grid points, while 50 grid points are used in mixture fraction space.

The spatial distributions of $\overline{Y_F|\eta_{st}}$ at $\tau \approx 2$ are shown in Fig. 5. The present method predicts the location and size of flame holes for H1 with good accuracy, while the minimum of $\overline{Y_F|\eta_{st}}$ in the flame holes is overpredicted due to the filtering. Flame holes with large length scales are also well predicted for C2.

The variation of the conditional average in a transverse direction is small in a turbulent shear layer (Klimenko 1995). A priori tests show that the variation of the conditionally filtered quantity is not as small as that of the conditional average. As shown in Fig. 2, due to the folding of the flame surface, burning and extinguished flamelets can coexist in the integration direction. The averages have then contributions from the flames with different strain rate history, which causes errors in the integrated approach. The variation of the conditional average is not significant because flame surfaces fluctuate in the shear layer.

Although the present method underpredicts large excursions of a reactive scalar from the conditionally filtered value, it can reproduce the major part of extinction processes, which are associated with large scale structures. Pitsch (2002) showed in LES of a turbulent methane/air jet flame that the prediction of pollutant formation can be improved by considering large scale fluctuations of the scalar dissipation rate. The subgrid fluctuations of scalar dissipation could be considered by second-order closure of conditionally filtered reaction rates (Klimenko & Bilger 1999; Kim et al. 2002; Kim & Huh 2004).

5. Conclusions

The conditional filtering method is proposed as a subgrid combustion model in LES of turbulent nonpremixed combustion. Filtering conditioned on iso-surfaces of the mixture fraction is adopted to resolve small scale mixing and chemical reactions in nonpremixed combustion. The conditionally filtered equation is derived and a priori tests are performed to validate the closure assumptions and the model performance.
Figure 5. Distribution of conditionally filtered mass fraction of product at the stoichiometric mixture fraction: (a) filtered DNS data for H1 (b) conditional filtering method for H1 (c) filtered DNS data for C2 (d) conditional filtering method for C2.

The first-order closure of the reaction rate performs well when the filter width is less than half the integral length scale in the present cases. The effects of the subgrid fluctuations become more important as the filter width increases. Accuracy of the first-order closure is not sensitive to the level of local extinction in contrast to first-order CMC for RANS. The integrated conditional filtering approach is introduced to reduce the computational cost and to resolve the low probability problem in the conditional filtering method. While the assumption of homogeneity in the integration direction is not as good as in the conditional average, the integrated formulation is shown to well represent the extinction process caused by large scale fluctuations of the scalar dissipation rate.
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DNS of lean premixed turbulent spherical flames with a Flamelet Generated Manifold

By R. J. M. Bastiaans, J. A. van Oijen†, S. M. Martin, L. P. H. de Goey† and H. Pitsch

1. Motivation and objectives

The present research is concerned with the direct numerical simulation (DNS) and analysis of turbulent propagation of premixed flame kernels. The simulations are direct in the sense that the smallest scales of motion are fully resolved, while the chemical kinetics are solved in advance and parameterized in a table by the method of the flamelet generated manifolds (FGM) (Van Oijen 2002). The state of the reactions are assumed to be directly linked to a single progress variable. The conservation equation for this progress variable is solved using DNS, with the unclosed terms coming from the table. This allows the use of detailed chemical kinetics without having to solve the individual species conservation equations.

Turbulent premixed combustion of gaseous fuels is one of the most important energy conversion processes today, but its physics are not fully understood (e.g. Driscoll 2003). On the one hand a detailed knowledge is required to understand the behavior of the conversion process and the efficiency and formation of pollutants. On the other hand this insight is needed to obtain the parameterizations that are essential in developing accurate models for large scale simulations. One of the most important processes to understand is the physics of turbulent flame wrinkling. Flame wrinkling is very important because it determines both the total flame surface area as well as the local modulation of the mass burning rate.

Here a lean premixed turbulent expanding flame kernel is studied. Lean premixed combustion is becoming the method of choice for ground based gas turbine combustors due to several advantages. The high percentage of air results in complete combustion, reducing emissions of hydrocarbons and carbon monoxide. The excess air also results in lower combustion temperatures and as a consequence low emissions of nitrogen oxides. Therefore, significant research on turbulent premixed combustion has been performed under lean conditions. Some examples of these investigations are the experimental study of Shepherd et al. (2002) and the numerical study of Bell et al. (2002). The research of Shepherd et al. (2002) indicates that even when the smallest turbulent scales are smaller then the flame thickness there is no significant flame front broadening, i.e. combustion remains within the thin reaction front regime. This result is confirmed by an analysis of experimental low swirl burner results of De Goey et al. (2004). In the numerical experiments of Bell et al. (2002), which includes semi-detailed kinetics, it was concluded that flame wrinkling is the dominant factor for increasing the turbulent flame speed.

From a numerical point of view, the setup of a flame kernel is relatively straightforward. There are no walls and due to the expansion of the kernel itself, all boundaries are considered as outflow boundaries. The initial turbulence is decaying, as is the case in

most practical combustion applications. However, not many researchers have used flame kernels for the study of premixed turbulent combustion. Of particular interest is the research of Jenkins & Cant (2002), Gashi et al. (2004) and Thévenin (2004). The latter study is associated with rich flames, which are not addressed here. Jenkins & Cant (2002) studied the evolution of shape parameters in terms of flame normals and curvatures by means of DNS combined with single step chemistry. One of their conclusions is that at low turbulence intensities there is a tendency to favor spherical over cylindrical curvature. In the study of Gashi et al. (2004), the numerical simulations of Jenkins & Cant (2002) were extended and supplemented by experimental PLIF observations for both methane and hydrogen combustion at stoichiometric and lean conditions. The result of the study is a qualitatively good agreement between the simulations and experiments.

Combustion at lean premixed conditions, like in ground-based gas-turbines, predominantly takes place in the flamelet and thin-reaction zones regimes of premixed combustion using Peters (2000) definitions. Consequently, this is the starting point for the development of many models. Several flamelet based models have been developed for premixed combustion in the flamelet regime. The first and most well-known models were derived by assuming that the flame front is infinitely thin (Bray & Moss 1977). An efficient flamelet model is based on the G-equation (Peters 2000). The G-equation is a kinematic equation which can be used to follow the average position, brush thickness and wrinkling of the flame front. Peters very recently extended the G-equation model for combustion in the thin-reaction zones regime. The model is efficient since it is not sensitive to the internal structure of the turbulent flame brush.

Flame stretch is an important parameter that is recognised to have a determining effect on the burning velocity in premixed flames. In the past this effect has not been taken into account in the flamelet approach for turbulent combustion in a satisfying manner. The laminar burning velocity, which is largely affected by stretch, is an important parameter for modelling turbulent combustion. Flame stretch is also responsible for the creation of flame surface area, affecting the consumption rate as well. In the turbulent case, stretch rates vary significantly in space and time. An expression for the stretch rate is derived directly from its mass-based definition by De Goey & Ten Thije Boonkkamp (1999),

\[ K = \frac{1}{M} \frac{dM}{dt}, \]  

where \( M \) is the amount of mass in an arbitrary control volume moving with the flame velocity:

\[ M = \int_{V(t)} \rho dV. \]  

On the basis of this definition, a model for the influence of stretch and curvature on the mass burning rate has been developed. In a numerical study by Groot & De Goey (2002), it was shown that this model, with a slight reformulation, shows good agreement with calculations for spherically expanding laminar flames. This formulation, for the ratio of the actual mass burning rate at the inner layer, \( m_{in} \), relative to the unperturbed mass burning rate at the inner layer, \( m_{0in} \) (for unity Lewis numbers), reads

\[ \frac{m_{in}}{m_{0in}} = 1 - \Lambda a_{in}, \]  

with the integral Karlovitz number being a function of flame stretch (Eq. 1.1), flame
surface area, $\sigma$, and a progress variable, $Y$,

$$\kappa_{\text{in}} := \frac{1}{\sigma_{\text{in}} m_{\text{in}}^2} \left( \int_{s_u}^{s_b} \sigma P K Y ds - \int_{s_b}^{s_{\text{in}}} \sigma P K ds \right).$$  \hspace{1cm} (1.4)

The integrals have to be taken over paths normal to the flame and $s_u$, $s_b$ and $s_{\text{in}}$ are the positions at the unburned side, the burned side and the inner layer, respectively. The flame surface area, $\sigma$, is related to the flame curvature, $\kappa$, which is related to the flame normals, $n_i$ on the basis of the progress variable, $Y$,

$$n_i = -\frac{\partial Y / \partial x_i}{\sqrt{\partial Y / \partial x_j \partial Y / \partial x_j}},$$  \hspace{1cm} (1.5)

$$\kappa = \frac{\partial n_i}{\partial x_i} = -\frac{1}{\sigma} \frac{\partial \sigma}{\partial s}.$$  \hspace{1cm} (1.6)

In turbulent premixed combustion the total fuel consumption is a result of the combined effect of flame surface increase and local modulation of the mass burning rate. In the present study the latter will be investigated on the basis of Eq. 1.3 and possible parameterizations thereof, i.e. models for the Karlovitz integral, Eq. 1.4.

2. Methodology

In this section the governing equations and the numerical treatment are presented. Followed by the construction of the initial fields.

### 2.1. Numerical method

Freely expanding flames are modelled in a turbulent flow field using DNS. More detailed information about the DNS program can be found in Bastiaans et al. (2001) and Groot (2003). The governing equations are,

$$\frac{\partial p}{\partial t} + \frac{\partial}{\partial x_i} (\rho u_i) = 0$$

$$\rho \frac{\partial u_i}{\partial t} + \rho u_i \frac{\partial u_i}{\partial x_i} = -\frac{\partial p}{\partial x_i} + \frac{\partial \sigma_{ij}}{\partial x_j}$$

$$\rho \varepsilon \frac{\partial T}{\partial t} + \rho u_i \varepsilon_i \frac{\partial T}{\partial x_i} = \frac{\partial}{\partial x_i} \left( \lambda \frac{\partial T}{\partial x_i} \right) - p \frac{\partial u_i}{\partial x_i} + \sigma_{ij} \frac{\partial u_i}{\partial x_j}$$

$$\Sigma_{\alpha} \left[ \left( \left[ R_{\alpha} T - h_{\alpha} \right] \dot{\rho}_{\alpha} + \rho R_{\alpha} T D_{am} \frac{\partial^2 Y_{\alpha}}{\partial x_i^2} + \frac{\partial Y_{\alpha}}{\partial x_i} \frac{\partial \rho R_{\alpha} T D_{am}}{\partial x_i} - \rho D_{am} \frac{\partial Y_{\alpha}}{\partial x_i} \frac{\partial \left[ R_{\alpha} T - h_{\alpha} \right]}{\partial x_i} \right) \right.$$}

$$\left. \rho \frac{\partial Y_{\alpha}}{\partial t} + \rho u_i \frac{\partial Y_{\alpha}}{\partial x_i} = \frac{\partial}{\partial x_i} \left( \lambda L_{\alpha} \varepsilon_i \frac{\partial Y_{\alpha}}{\partial x_i} \right) + \dot{\rho}_{\alpha} \right]$$

with

$$\sigma_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial u_k}{\partial x_k} \right); \hspace{1cm} p = \rho RT.$$  \hspace{1cm} (2.1)
The viscosity of the mixture is computed with Sutherland’s law and the ratio of the thermal conductivity and the heat capacity at constant pressure ($\lambda/c_p$) is assumed to be a function of temperature only (Smooke & Giovangigli 1991). The species heat capacities are tabulated in polynomial form. Unity Lewis numbers are assumed for all species in order to prevent differential diffusion effects from obscuring the direct effects of stretch and curvature on the mass burning rate.

The equations are in fully compressible form and are solved in a three-dimensional cubic computational domain with a length of 12 mm and 254 grid points uniformly distributed in each direction. This gives a mesh size of approximately 0.0472 mm in each direction. For the spatial discretization of second derivatives, the sixth order accurate compact finite difference method of Lele (1992) is used. First order derivatives connected to advection are treated by a compact fifth order finite difference method, developed by De Lange (2004). The time integration is performed explicitly with a compact storage third-order Runge-Kutta method. A time step of order $10^{-8}$ is used to satisfy the stability criteria.

The boundary conditions are modelled with the Navier-Stokes Characteristic Boundary Conditions (NSCBC) of Poinsot & Lele (1992). The initial flame kernels are expanding at atmospheric conditions, which means that all boundaries of the cubic computational domain are modelled as outlet boundaries to prevent pressure build-up in the domain. Therefore, partially-reflecting outlet boundaries are required, imposing a fixed pressure far away.

To make the DNS computations affordable, the FGM method of Van Oijen (2002) is used to describe the reaction kinetics. FGM can be considered a combination of the flamelet approach and the intrinsic low-dimensional manifold (ILDM) method of Maas & Pope (1992) and is similar to the Flame Prolongation of ILDM (FP1) introduced by Gicquel et al. (2000). FGM is applied similarly to ILDM. However, the thermo-chemical data-base is not generated by applying the usual steady-state relations, but by solving a set of 1D convection-diffusion-reaction equations describing the internal flamelet structure. The main advantage of FGM is that diffusion processes, which are important near the interface between the preheat zone and the reaction layer, are taken into account. This leads to a very accurate method for (partially) premixed flames that uses fewer controlling variables than ILDM. The manifold used in this paper is based on the GRI3.0 kinetic mechanism with 53 species and 325 reversible reactions (Smith et al. 1999).

The mass fraction of carbon dioxide, which is monotonically increasing, is used as the single controlling variable (progress variable). Since pressure, enthalpy and element mass fractions are constant in these flames, they are not needed as additional controlling variables. A large portion of the terms and parameters in the governing equations, Eq. 2.1, are given by the manifold. These items include the source term for the progress variable, the source term for the temperature equation, which is given by all the terms in the summation over species (the large term in square brackets), the viscosity, conductivity, specific gas constant, the heat capacity at constant volume and the ratio of heat capacities.

### 2.2. Initial Conditions

The initial conditions are a laminar spherical flame superimposed on a turbulent field. There is no forcing in the simulation, so the turbulence will decay in time. In order to select a physical condition to be considered one normally refers to a certain region of the premixed combustion regime diagram given by (Peters 2000) among others. Given a certain chemistry, the regime is given by the applied turbulence in terms of the amplitude
of the velocity fluctuations and the mean turbulent coherence length given by the Taylor integral scale. The procedure to initialize the turbulence starts with drawing random numbers for a stream function. This field is subsequently filtered multiple times by means of a top-hat filter. This results in a smooth field in which derivatives can be approximated with sufficient accuracy and a certain Taylor scale depending on the number of filter operations. It must be remarked that the number of filter operations generally is of the order of 100, so that the effective filter is an accurate approximation of a Gaussian. In order to keep disturbances away from the domain boundaries, the resulting field is windowed with a tanh function, decreasing from 1 to 0 at a diameter of 0.8 times the domain size and with a width of 0.05 times the domain size. Subsequently, derivatives are taken from the stream function to obtain the velocity components of a solenoidal field.

The chemistry is chosen due to the large interest in the power industry in lean premixed combustion engines and there is detailed knowledge of its chemical kinetics. Therefore premixed combustion of a methane/air mixture is used, with an equivalence ratio of $\phi = 0.7$. An additional advantage for lean methane chemistry is that the flame speed and the flame thickness are equal for the full GRI3.0 kinetics, and for the case in which these kinetics are used with a $Le_i = 1$ approximation (as can be observed from simulations using CHEM1D (2002), displayed in figure 1). We will use the $Le_i = 1$ approximation in the present study. The advantage is that the results will not be obscured by differential diffusion effects.

Our objective is to analyse the flame dynamics in a well defined and sufficiently resolved case. The most interesting region in the regime diagram with respect to the objective of the present study is the transition from the thin reaction zones regime towards the distributed reactions zone regime. It is expected that somewhere in this region the FGM method (as used in the present mode with only one progress variable, based on the ratio of the CO\textsubscript{2} mass fraction and its equilibrium value) loses its validity. In this study we will restrict ourselves to conditions where the use of just one progress variable is still a good assumption. Additionally, the simulations are constrained by geometrical and numerical conditions.
Since the domain size depends on the starting field of the controlling variable (progress variable), a relevant initial flame kernel must be chosen. For this reason and for comparison of turbulent results with a laminar undisturbed flame development, the evolution of the initial laminar spherical flame kernel is calculated with detailed chemistry as well. Again, the CHEM1D (2002) code was used, but now using spherical coordinates. The starting condition is a flat adiabatic flame at the same conditions, which is converted geometrically to a spherical flame with a very small radius. It is assumed that this kernel adjusts itself in time to a sort of self-similar laminar flame kernel.

3. Results

In this section the test cases are presented, followed by the flamelet analysis. The section closes with the presentation of results.

The first simulation, denoted C1, is a lean case with an equivalence ratio of $\phi = 0.7$, domain size of 12 mm, an initial flame kernel radius of approximately 2.9 mm, turbulent fluctuations of $u' = 0.4$ m/s and a turbulence length scale of $l_t = 1.15$ mm. In order to allow for very mild perturbations, initially we study the results at a time equal to $0.026\tau$, with $\tau = \ell_t / u' = 2.9$ ms, taken from the start of the simulation. The time of growth of the laminar flame kernel to the initial DNS size was about 5 ms. The burning velocity of a flat unstretched flame with respect to the unburnt mixture is equal to $s^0_u = 18.75$ cm/s and the corresponding mass burning rate is $m^0 = 0.213$ kg/m$^2$s. The progress variable is taken to be the carbon dioxide mass fraction, normalized with the maximum adiabatic value. At the left side of figure 2 is a cross section of the field. The contours of the progress variable are deformed only very mildly. It is observed that the scale of the vorticity patches are larger then the integral flame thickness. For this field the mass burning rate is analyzed as a reference case.

Additional analyses are performed in order to assess the basic model (Eq. 1.4) under varying physical conditions. The test cases are listed in table 1. In case C2, the effect of
grid resolution is investigated. It is assumed that the FGM method is valid in the flamelet regime if the progress variable is approximated with enough accuracy. Since all lengths scales of the gradients of primary variables (i.e., the variables that are solved in the present DNS calculations) are of the same order, this will yield satisfactory solutions. In order to assess the influence of the chemistry a stoichiometric case, C3, is selected, in which the same ratio of the turbulent velocity fluctuations compared to the laminar flame speed, and the turbulent integral length scale compared to the initial flame thickness as used for cases C1 and C2. For the stoichiometric case at unity Lewis numbers the burning velocity is \( s_L^0 = 28.17 \text{ cm/s} \) and the corresponding mass burning rate is \( m^0 = 0.316 \text{ kg/m}^2\text{s} \). An additional case is given by the simulation of an increased initial flame kernel in a larger domain, C4. Here also the effective resolution is decreased. In addition, cases are chosen with increased velocity fluctuations and decreased length scales, cases C5 and C6, respectively.

In the analysis, the stretch rate defined by,

\[
\rho K = \frac{\partial}{\partial x_i} (\rho s_L n_i),
\]

is evaluated by using the relation for the local burning velocity \( s_L \),

\[
s_L = \left( \frac{\partial}{\partial x_i} \left( \frac{X}{r_x} \frac{\partial s}{\partial x_i} \frac{\partial X}{\partial x_i} \right) + \dot{\rho} \right) \left( \frac{\partial Y}{\partial x_i} \right),
\]

which is a consequence of the combination of the conservation equation for \( Y \) with the kinematic equation for \( Y \). The latter defines the flame speed \( u_{\text{f}} \) and then the relation for the flame velocity, \( u_{\text{f}} = u_i + s_L n_i \), can be used to arrive at Eq. 3.2.

Now the actual mass burning rate can be compared to model-values. This is performed by looking for points in the domain that are close to the inner layer and interpolate from there in the direction of positive and negative gradient of the progress variable, with steps of 1/20 times the gridsize. All relevant variables are interpolated over these flamelets and these flamelets are analysed to determine the burning velocity of Eq. 3.2 and the model of the mass burning rate given by Eq. 1.4. For the present simulations these analyses lead to lots of starting points (e.g., for case C1: 52000) and thus resulting flamelets. For case C1 the correlation is depicted on the right side of figure 2. This shows that the model is a relatively accurate description of the actual mass burning rate. Deviations of the actual
mass burning rate compared to the model (Eq. 1.4) are given in table 2 for all six cases. It is seen that the mean error for all cases is about 0.01 or less, with a root mean square value of 0.02 to 0.03 (without normalization). It can be concluded that the model is a good description for all the present cases. Moreover, the grid coarsening shows no real deterioration, indicating that all cases are sufficiently resolved.

Starting from this point approximations to Eq. 1.4 can be considered. First, one can consider the case in which the surface area is taken to be constant, \( \sigma = \sigma_{\text{in}} \) as used frequently in the literature,

\[
K a_{\text{in}} := \frac{1}{m_{\text{in}}} \left( \int_{s_{\text{in}}}^{s} \rho K y ds - \int_{s_{\text{in}}}^{s_{\text{in}}} \rho K ds \right).
\]  

An improved model can be constructed by assuming that the curvature is not a function of the distance \( s \), but that it remains constant equal to the inner layer value \( \kappa = \kappa_{\text{in}} \). By integrating Eq. 1.6 this yields for the surface

\[
\sigma = \exp (-\kappa_{\text{in}}(s - s_{\text{in}})).
\]  

A third approximation is that the iso-planes of the progress variable are concentric, either cylindrical or spherical yielding

\[
\sigma = \left( \frac{s_{\kappa_{\text{in}}}}{\kappa_{\text{in}}} - s \right)^{\xi},
\]  

in which \( \xi \) takes the value 2 for spherical curvature and 1 for cylindrical curvature. This has to be limited for distances \( s \) beyond the concentric origin, \( s > \xi/\kappa_{\text{in}} \), at which \( \sigma = 0 \).

The result of the approximations are given in table 3 for all cases. It is observed that the constant flame surface conjecture gives rise to relatively large error. There is a systematic over-prediction of about 0.05 (without normalization) of the mass burning rate with this model and the fluctuations are of the same order of magnitude. The other approximations give much better results. For the mean differences the spherical approximation, \( \xi = 2 \), is superior compared to the cylindrical model, \( \xi = 1 \), and for most cases also compared to the constant curvature model. However, this is not really substantiated when looking at the accompanying fluctuations. For the better resolved cases, C1 and C3, the mean difference is best predicted by the \( \xi = 2 \) model, but again the accompanying fluctuations are much larger than the model deviation. This suggests that it is not a real improvement. With respect to the fluctuations it seems that constant curvature gives the smallest deviations. Additionally, it can be observed that the constant curvature estimation gives slight under-predictions, whereas the concentric cases give systematic increased values of the mass burning rate. Moreover it can be seen that the stoichiometric case (C3) gives

<table>
<thead>
<tr>
<th>Case</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.0072</td>
<td>0.0081</td>
<td>0.0075</td>
<td>0.0091</td>
<td>0.0107</td>
<td>0.0094</td>
</tr>
<tr>
<td>RMS</td>
<td>0.0215</td>
<td>0.0202</td>
<td>0.0216</td>
<td>0.0226</td>
<td>0.0336</td>
<td>0.0280</td>
</tr>
</tbody>
</table>

Table 2. Differences of the mass burning rate with the basic model.
\[ \sigma = \sigma_{in} \]

<table>
<thead>
<tr>
<th>Case</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>-0.0537</td>
<td>-0.0519</td>
<td>-0.0340</td>
<td>-0.0496</td>
<td>-0.0653</td>
<td>-0.0810</td>
</tr>
<tr>
<td>RMS</td>
<td>0.0552</td>
<td>0.0473</td>
<td>0.0373</td>
<td>0.0641</td>
<td>0.0772</td>
<td>0.1004</td>
</tr>
</tbody>
</table>

\[ \kappa = \kappa_{in} \]

<table>
<thead>
<tr>
<th>Case</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.0062</td>
<td>0.0055</td>
<td>0.0029</td>
<td>0.0026</td>
<td>0.0082</td>
<td>0.0079</td>
</tr>
<tr>
<td>RMS</td>
<td>0.0103</td>
<td>0.0085</td>
<td>0.0055</td>
<td>0.0173</td>
<td>0.0186</td>
<td>0.0338</td>
</tr>
</tbody>
</table>

\[ \xi = 2 \]

<table>
<thead>
<tr>
<th>Case</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>-0.0011</td>
<td>-0.0006</td>
<td>-0.0007</td>
<td>-0.0075</td>
<td>-0.0037</td>
<td>-0.0141</td>
</tr>
<tr>
<td>RMS</td>
<td>0.0114</td>
<td>0.0101</td>
<td>0.0074</td>
<td>0.0313</td>
<td>0.0224</td>
<td>0.0540</td>
</tr>
</tbody>
</table>

\[ \xi = 1 \]

<table>
<thead>
<tr>
<th>Case</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>-0.0059</td>
<td>-0.0050</td>
<td>-0.0032</td>
<td>-0.0115</td>
<td>-0.0101</td>
<td>-0.0219</td>
</tr>
<tr>
<td>RMS</td>
<td>0.0169</td>
<td>0.0142</td>
<td>0.0098</td>
<td>0.0333</td>
<td>0.0281</td>
<td>0.0556</td>
</tr>
</tbody>
</table>

**Table 3. Differences of the mass burning rate determined by the basic model compared to the approximations.**

the smallest deviations for any of the present approximations. This indicates that the choice of progress variable for the lean case might not be the best choice.

For closer inspection of all realizations in the field, case C6 is chosen in which the deviations are largest. Correlation plots are shown in figure 3. For this case the basic model does not deviate significantly from the results in figure 2, the only difference being that the range of values is extended more to the origin of the plot. Moreover some features, as indicated above, are clearly reflected like the under-prediction of the constant surface case. Furthermore the predictions of the concentric cases are less robust compared to the constant curvature model. The latter however gives deviations at small mass burning rates. This is also observed, to a lesser degree, in the concentric spherical approximation. Near the origin the cylindrical model seems to perform better. This is in agreement with observations of Jenkins & Cant (2002), who found that at higher turbulence levels, curvature in premixed turbulent combustion of flame kernels tends to cylindrical modes of deformation of the flame front.

It is obvious that all models do not fit to the true values because no local information on the flame geometry is taken into account in the approximations. If local geometric information is taken into account a much better agreement would be possible and will be a topic of further research. At larger times in the evolution, e.g. case C6, it was found that the basic model Eq. 1.4, gives good correlations (at \( t = 0.087r \) mean deviation 0.08, rms values of 0.24), see figure 4, whereas all approximations are starting to deteriorate.
severely. In this case the curvatures have large values, the associated values of radii are within the flame thickness, $\delta_f$, as shown in the figure (at the right).

4. Future plans

From the previous results it can be concluded that the method of FGM in combination with DNS calculations looks very encouraging. It appears that the FGM is a promising technique to reduce the chemistry and obtain accurate results for the flow, thermodynamics and species. However, apart from a validation in terms of laminar burning velocity, a direct validation is not present for turbulent cases. With respect to this, more validation is needed and the strategy for this will be twofold. By applying a suitable kinetics model with a limited number of species, a DNS can be conducted. This system can be reduced and validated directly against the results of the detailed chemistry calculations. A sec-
second method is to increase the dimension of the manifold. It must be studied how many controlling variables are required for a certain accuracy of the predictions. This again can be performed in the framework of the previously mentioned full chemistry DNS.
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Numerical simulations of spray flames

By R. Kurose, O. Desjardins, M. Nakamura†, F. Akamatsu† AND H. Pitsch

1. Motivation and objectives

Spray combustion is utilized in a number of engineering applications such as energy conversion and propulsion devices. It is, therefore, necessary to precisely predict the spray combustion behavior in designing and operating the equipment. However, since spray combustion is a complex phenomenon in which dispersion of the liquid fuel droplets, evaporation, and chemical reaction of the fuel vapor with oxidizer take place interactively at the same time, the underlying physics governing these processes has not been well understood.

Direct numerical simulations (DNS) directly solve conservation equations for the carrier gaseous phase and Lagrangian equations for dispersed droplet dynamics and can be used for discussing the detailed spray combustion mechanism. However, few of such studies have been done even for low Reynolds numbers and simple geometries, because such simulations can be quite expensive.

Likewise, although large-eddy simulations (LES) are becoming a standard tool to study and predict single-phase gaseous combustion fields (e.g., Huang et al. 2003; Pierce & Moin 2004; Selle et al. 2004), the number of LES studies of two-phase combustion fields is very limited. Recently, Kurose & Makino (2003) applied LES to a turbulent jet flame of solid fuel and investigated the interactions among the dispersion, evaporation and combustion of solid-fuel particles. Ham et al. (2003) also performed LES of a spray combustion field in a realistic gas turbine combustor. The small number of papers on LES of two-phase combustion is attributed not only to the high computational cost, but also to the lack of experimental data for the validation.

In LES modeling of gaseous fuel combustion, the widely-used flamelet models (Peters 1984, 2000) have been extensively validated in different formulations, such as the steady-flamelet model (Cook et al. 1997), the unsteady-flamelet models (Pitsch & Steiner 2000; Pitsch 2002), and the flamelet/progress-variable approach (Pierce & Moin 2004). However, for spray combustion, the mixture fraction, which characterizes the mixing field, is not a conserved scalar anymore. Evaporation changes the mixing field, and especially the scalar dissipation rate. A proper formulation accounting for all the effects has not yet been developed. In addition, the validity of the standard approach for representing a group of droplets so called parcel to reduce the computational cost should be carefully studied, since the use of the parcels may deteriorate the numerical accuracy. In fact, it was demonstrated that the spray combustion behavior varies with the number of parcels (Nakamura et al. 2004), and it is expected that this phenomenon can be explained in terms of the droplet group combustion theory (Chiu & Liu 1977; Chiu et al. 1982).

The purpose of this work is twofold. First, the spray combustion behavior is studied by a two-dimensional DNS of spray flames formed in a laminar counterflow. The droplet group combustion theory (Chiu & Liu 1977; Chiu et al. 1982) is discussed in detail. The
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second aim of this work is to apply LES with the flamelet/progress-variable approach to a spray jet flame and validate the technique. Qualitative results are presented and compared with experimental observations.

2. Two-dimensional direct numerical simulation of spray flames stabilized in a laminar counterflow

2.1. Field description and numerical method

The computational setup for DNS of a spray flame in a laminar counterflow is designed to match the experiment of Hwang et al. (2000, and the numerical details are described in Nakamura et al. (2004). The computational domain analyzed in this study is shown in Figure 1. The dimensions are 20 mm × 40 mm. There are two burner ports with the widths of 20 mm on both the upper and lower sides, and the separation distance between the ports is 20 mm. The origin of the calculation domain is located at the center of the upper burner port. From the upper port of -10 ≤ y ≤ 10 mm, atmospheric air (T = 300K, P = 0.1013 MPa, and oxygen mass fraction Y_{O_2} = 0.2357) is issued at a velocity of 0.4 m/s. From the lower port, a premixture of atmospheric air and n-decane (C_{10}H_{22}) vapor (equivalence ratio, φ = 0.6) is issued in the region of -3 ≤ y ≤ 3 mm, and atmospheric air is issued in the region of -10 ≤ y ≤ -3 mm and 3 ≤ y ≤ 10 mm at the velocity of 0.4 m/s. The stretch ratio of the laminar counterflow is 40 1/s. The n-decane (C_{10}H_{22}) spray is injected from the upper port in the range of -3 ≤ y ≤ 3 mm at the velocity of 0.4 m/s.

Gaseous species considered in the calculations are O_2, N_2, CO_2, H_2O, and C_{10}H_{22}, and their transport properties and thermodynamic data are obtained from CHEMKIN (Kee et al. 1986, 1989). Properties of liquid n-decane are obtained from Reid et al. (1977). The governing equations considered for the gaseous phase (mass, momentum, energy and species mass) are discretized and solved by the finite volume method using the SIMPLE algorithm (Patankar 1980). Dispersed droplets are tracked in a Lagrangian manner. It is assumed that the density of the droplets is much larger than that of the continuous phase such that only drag and gravity are significant. The effect of fluid shear on fluid force acting on the droplets (Saffman 1965; Kurose & Komai 1999), droplet breakup and collision, and dense particulate effects (Ham et al. 2003; Apte et al. 2003) are neglected. It is well known that the drag is reduced by evaporation. This effect is taken into account using the method by Kurose et al. (2003). Mass, heat and momentum interchanges between the carrier gas and dispersed droplet phases are calculated by the PSE-Cell model (Crowe et al. 1977). For the droplet evaporation, a non-equilibrium Langmuir-Knudsen evaporation model is employed (Miller & Bellan 1999).

Although the time-averaged equivalence ratio of the spray, φ, was 0.42 in the experiment (Hwang et al. 2000; Nakamura et al. 2004), this value was considered to vary periodically with time due to the unsteadiness of the fuel injection system. Hence, the computations are performed for four different spray equivalence ratios of φ = 0.21, 0.42, 0.84 and 1.26. The initial droplet size distribution is the same as that obtained by the PDA (phase Doppler anemometer) measurement (Figure 2), and the initial position of each droplet is determined randomly. The calculation domain (0 ≤ x ≤ 20 mm, -20 ≤ y ≤ 20 mm) is divided into 200 × 400 equally spaced computational cells in x and y directions, respectively, which generates the actual control volume size of 100 μm × 100 μm. The calculation time step is set at 0.1 ms.
2.2. Results and discussion

Figure 3 shows the time-averaged axial (x direction) profiles of gaseous temperature, $T$, and axial velocity, $u$, respectively (at $y = 0$). The solid, dashed, dotted and dash-dotted lines show the results of spray flames for $\phi_t = 0.21, 0.42, 0.84$ and 1.26, respectively. In general, as $\phi_t$ increases, the high $T$ region expands, which is expected because the heat of reaction of the added spray increases with increasing $\phi_t$. However, in the upper part of the high $T$ region of $0.3 \leq x/L_x \leq 0.55$ ($L_x$ is the separation difference between the ports), the value of $T$ tends to decrease for high spray equivalence ratios of $\phi_t = 0.84$ and 1.26. It is also observed that, in accordance with the $T$ profile, the difference in $u$ between $\phi_t = 0.84$ and 1.26 is less for the upper region ($x/L_x \approx 0.4$) than that for the lower region ($x/L_x \approx 0.75$).

To investigate the spray combustion behavior in detail and clarify the reason why the gaseous temperature decreases for high spray equivalence ratio in the region of $0.3 \leq x/L_x \leq 0.55$, the instantaneous combustion fields for $\phi_t = 0.21, 0.42, 0.84$ and 1.26 are shown in Figure 4. Gas phase temperature, $T$, combustion reaction rate, $R_F$, and gas phase equivalence ratio, $\phi$, are illustrated, and the droplet location is superimposed on each figure. The high combustion reaction rate around $x/L_x = 0.75$ in the figure of $R_F$ (indicated by arrow $F$) is due to the flame of the premixed gases supplied from the lower port. The photograph of the flame obtained from the experiment, which, as will be explained later, is considered to correspond to the adjacent numerical condition, is also shown (Nakamura et al. 2004). It is found that, with increasing $\phi_t$, the number of droplet entering the high temperature region increases, and the combustion behavior changes drastically. That is, while the droplets for low spray equivalence ratio of $\phi_t = 0.21$ monotonically evaporate and burn individually, those for higher spray equivalence ratio experience two different combustion zones, as shown in the distributions of $R_F$ and $\phi$. Firstly, for the high spray-equivalence-ratio cases of $\phi_t = 0.84$ and 1.26, the high $R_F$ zone appears around the front surface of the high $T$ region at $x/L_x = 0.35$ (indicated by arrow $C$). Although the droplets continuously evaporate even in the upstream region of
this zone (see the figure of \( \phi \)), combustion does not occur until the fuel vapor reaches this zone. It can be said that a “premixed-like combustion” takes place in this zone, since the fuel vapor mixes with air before reaction starts. Subsequently, in the downstream region of \( 0.35 \leq x/L_x \leq 0.5 \) (between arrows \( C \) and \( E \)), there appears a “diffusion-like combustion” zone, where the evaporation and combustion of the residual droplets penetrating the “premixed-like combustion” zone takes place at the same time.

Furthermore, this “diffusion-like combustion” is apparently divided into two different combustion types. The residual droplets in the high \( T \) region evaporate and burn individually in the upper region (\( 0.35 \leq x/L_x \leq 0.4 \) (between arrows \( C \) and \( D \))), but burn as clusters of some droplets in the lower region (\( 0.4 \leq x/L_x \leq 0.5 \) (between arrows \( D \) and \( E \))). The difference in the combustion type can be explained by Figure 5, which shows the instantaneous axial profiles of gaseous temperature, \( T \), mass fraction of \( O_2 \) and \( C_{10}H_{22} \), \( Y_{O_2} \) and \( Y_{C_{10}H_{22}} \), and combustion reaction rate, \( R_F \), on the \( A \) and \( B \) section in Figure 4. The oxygen is abundant in the upper region of \( 0.35 \leq x/L_x \leq 0.4 \), but almost zero in the lower region of \( 0.4 \leq x/L_x \leq 0.5 \). Therefore, the fuel vapor generated in the high \( T \) region rapidly reacts with the oxygen and is consumed in the former condition, whereas it is not consumed in the latter condition. Consequently, the high fuel vapor lumps containing some droplets burn from the outer surface, where the oxygen is abundant.

This phenomenon, in which the droplets burn as a cluster, is known as droplet group combustion. According to Chiu & Liu (1977) and Chiu et al. (1982), there are four modes in spray flames, i.e., (1) single droplet combustion mode, in which droplets burn as a single droplet, (2) internal group combustion mode, in which group flames appear inside the droplet group (droplets inside the group flame only just evaporate and droplets outside the group flame burn as a single droplet), (3) external group combustion mode, in which the group flame encloses the whole droplet group, and (4) external sheath combustion mode, in which a non-evaporation region (low temperature region) is found inside the evaporation region in the droplet group. These modes change from the single droplet
Figure 4. Instantaneous distributions of gaseous temperature, $T$, combustion reaction rate, $R_F$, gaseous equivalence ratio, $\phi$, and photograph in the central region of counterflow ($0.15 \leq y/L_x \leq 0.15$): (a) $\phi_l = 0.21$; (b) $\phi_l = 0.42$; (c) $\phi_l = 0.84$; (d) $\phi_l = 1.26$. 
combustion mode to the external sheath combustion mode, as the group combustion
number, \( G \), increases.

In Figure 4, for the highest spray-equivalence-ratio cases of \( \phi_t = 1.26 \), low temperature
lumps containing some droplets appear (see arrow \( G \) in the temperature profile in Figure
5). This is because that this combustion belongs to the external sheath combustion mode.
The decrease of the gaseous temperature for high spray equivalence ratios of \( \phi_t = 0.84 \)
and 1.26 in the upper part of the high \( T \) region of \( 0.3 \leq x/L_x \leq 0.55 \), as shown before, is
considered to be caused by the group combustion behavior. The reason why the gaseous
temperature decreases in the droplet group is due to the heat exchange between droplets
and gaseous phase, which is referred to as the evaporative cooling effect. The temperature
of droplets is much lower than that of the gaseous phase. Moreover, as the evaporation
of droplets proceeds, the heat of vaporization reduces the droplet temperature. This low
gaseous temperature leads to the low reaction rates. Thus, droplet group combustion,
which tends to appear in the regions of high droplet number density and low oxygen
concentration, delays the combustion reactions.

As mentioned earlier, although the time-averaged equivalence ratio of the spray, \( \phi_t \),
was 0.42 in the experiment, this value was considered to vary with time. Hence, the
flame photograph, which seems to correspond to each numerical condition, is selected in
Figure 4. In the photographs, blue and luminous flames indicate premixed and diffusion
combustion (the flames are shown in white and the luminous flames are indicated by
arrows \( H \) ), respectively, since the lumination originates from soot radiation, which is
generated under very rich conditions, such as those encountered in diffusion flames. It
seems that the computed results generally agree with the experimental observations. For
the high spray equivalence ratios of \( \phi_t = 0.84 \) and 1.26, the sizes and positions of the
computed group combustion flames correspond to those of the luminous flames.
3. Large-eddy simulation of a spray jet flame

3.1. Field description and numerical method

The spray jet flame considered here has first been experimentally investigated by Nakabe et al. (1988, 1991, 1994) and the detailed flame behavior has been studied by Akamatsu et al. (1996, 1997) using several kinds of optical measurement techniques. The spray jet flame is a non-swirling piloted jet flame stabilized in a two-phase stream with minimum slip between gas and droplets, for which a long mixing length from a spray atomizer to burner outlet is given (Figure 6). It is called premixed-spray jet flame. A liquid fuel atomized by an air-blast atomizer placed upstream is issued in air from the central port of the annular pilot burner. This premixed-spray jet flame has the advantage that complicated phenomena such as dense particle flow effects and spray breakup, collision, and deformation (e.g., Ham et al. 2003; Apte et al. 2003) can be neglected in the computations.

The computations performed in this study are designed to match the experimental setup (Akamatsu et al. 1996, 1997). The computational domain is shown in Figure 7. The computational domain normalized by the burner radius \( R_5 \) is \(-1 \leq z \leq 10, 0 \leq r \leq 6 \) and \( 0 \leq \theta \leq 2\pi \) in the axial, radius and azimuthal directions \( R_1 = 26.35 \text{ mm}, R_2 = 27.35 \text{ mm}, R_3 = 28.35 \text{ mm}, R_4 = 29.35 \text{ mm}, R_5 = 40.45 \text{ mm} \). In the experiments, kerosene is used as the liquid fuel, hydrogen is supplied from the annular pilot burner, and air is provided from the surrounding annulus to suppress the expansion of the stream lines. In this preliminary test, however, n-heptane is assumed as the liquid fuel, and the annular pilot burner to ignite and stabilize the spray flame is modeled by a stream of hot combustion products. The nominal bulk velocity of the central and surrounding air is 5.5 m/s.
The numerical procedure is essentially the same as that of Pierce and Moin (2001). A structured grid in cylindrical coordinates is used. The primary breakup of the liquid jet is not computed. Instead, the initial droplet size distribution obtained by the PDA measurement is used. The simplified model by Oefelein (1997) is used for droplet evaporation.

The size of the grid is 272 \times 128 \times 96 nodes in the axial, radial, and azimuthal directions, respectively, and the grid is refined near the solid boundaries. The parcels representing about 20 droplets are tracked, which yields around 0.7 million parcels in the domain.

3.2. Results and discussion

Figures 8 and 9 show the instantaneous distributions of mixture fraction and product mass fraction together with the droplet distribution. Only mixture fractions and product mass fractions larger than 0.05 are shown. The spray jet flame is found to be stabilized by the product mass fraction issued from the annular pilot burner. For both the mixture fraction and product mass fraction, high concentration regions are observed around the spray jet, which means that combustion proceeds from the outside of the spray jet. Although not apparent only from these figures, in the upstream region near the burner, most of the droplets evaporate on the edge of the spray jet and hardly penetrate into the outer high product mass fraction area. In the downstream region of the spray jet, on the other hand, some droplets are found to separate from the main spray jet and move into the high product mass fraction area as clusters, as shown in Figure 10. A similar behavior was observed in the previous experiment by Tsushima et al. (see Figure 11). The numerical results also illustrate that, for the droplet cluster in the high product mass fraction area, the high temperature droplets tend to cover the low temperature droplets. This trend seems to correspond to the earlier described mode (3) or (4), which suggests that the present LES is capable of capturing the droplet group combustion behavior. However, quantitative validation using an improved droplet evaporation model and chemical mechanism for a better kerosene surrogate would be essential to fully validate the technique.

4. Conclusions and future work

This paper presented the detailed behavior of spray flames by analysing 2-D DNS data for burning liquid fuel spray in a laminar counterflow. The droplet group combustion model (Chiu & Liu 1977) was explicitly demonstrated. It was also verified that the droplet group combustion tends to appear in the region of high droplet number density and low oxygen concentration and that it delays evaporation and combustion of the fuel droplets.

LES with the flamelet/progress-variable approach was applied to a spray jet flame, and preliminary test case results were shown. The spray jet flame was stabilized by supplying the progress variable from the annular pilot burner, and corresponding the experimental observations, the group combustion-like behavior was observed.

Future work will focus on the validation study for the LES technique of spray jet flames. First of all, an improved droplet evaporation model and a chemical mechanism for a kerosene surrogate will be implemented in the LES code. Our detailed experimental data for the premixed-spray jet flame (e.g. gaseous velocity, temperature, main species concentrations, droplet size, and droplet number density) will allow us to understand
Figure 8. Instantaneous distributions of mixture fraction and droplets.

Figure 9. Instantaneous distributions of product mass fraction and droplets.

the accuracy of the existing models associated with droplet evaporation and combustion, and to develop improved models.
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Figure 10. Magnified instantaneous distributions of product mass fraction and droplets.

Figure 11. Droplet distribution obtained by experiment (Tsushima et al. 1998).
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Frequency integrated radiation models for absorbing and scattering media

By J.F. Ripoll and A.A. Wray

1. Motivation and objectives

The objective of this work is to contribute to the simplification of existing radiation models used in complex emitting, absorbing, scattering media. The application in view is the computation of flows occurring in such complex media, such as certain stellar interiors or combusting gases. In these problems, especially when scattering is present, the complexity of the radiative transfer leads to a high numerical cost, which is often avoided by simply neglecting it. This complexity lies partly in the strong dependence of the spectral coefficients on frequency (Modest 2003; Siegel & Howell 2001). Models are then needed to capture the effects of the radiation when one cannot afford to directly solve for it. In this work, the frequency dependence will be modeled and integrated out in order to retain only the average effects. A frequency-integrated radiative transfer equation (RTE) will be derived. In it, the absorption and scattering will be treated through the use of mean coefficients (Siegel & Howell 2001 and references in it). To obtain these coefficients, it is needed to assume a form for the intensity, which we take to be the maximum entropy closure (Minerbo 1978). Such an intensity is a function of the macroscopic radiative energy and flux and accounts for the variations of radiation in the considered medium. Models for mean absorption, mean isotropic scattering, and mean non-isotropic scattering coefficients will be proposed in the case where the various spectral coefficients can be written as polynomial functions of the frequency. Some of these models have already been derived and tested for non-scattering media in (Ripoll et al. 2001; Ripoll & Wray 2004a). They are here extended to the general case of emitting, absorbing, and scattering media. A direct application will be given for soot, which follows a linear frequency law for absorption; isotropic and incoming scattering spectral models are also here roughly approximated by a linear law. Macroscopic radiation models will also be derived with absorption and scattering coefficients since they constitute an alternative to the use of the RTE in cases where this equation is too costly to solve, as in many coupled problems. Finally, we believe another application of these models could be for radiating flows occurring in dusty media.

2. A frequency integrated RTE with mean coefficients

2.1. Generalities

The radiative transfer equation (RTE) describes the evolution of the radiative intensity within a emitting, absorbing, and scattering medium and is given by

\[
\frac{1}{c} \partial_t I + \Omega \cdot \nabla I = \sigma_a(\nu) B(\nu,T) - \sigma_a(\nu) I - \sigma_s(\nu) I + \frac{\sigma_s(\nu)}{4\pi} \int_{\Omega'} I(\Omega') \Phi(\nu, \Omega, \Omega') d\Omega' \quad (2.1)
\]
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where the intensity \( I = I(t, r, \Omega, \nu) \) is a function of the time \( t \), the position \( r \), the direction of propagation \( \Omega \), and the frequency \( \nu \). Here \( c \) is the velocity of light, \( \sigma^a(\nu) \) is the spectral absorption coefficient, \( \sigma^{is}(\nu) \) the spectral isotropic scattering coefficient, \( \sigma^{s}(\nu) \) the spectral incoming scattering coefficient, and \( \Omega' \) the original direction of radiation scattered into \( \Omega \). The Planck radiative intensity \( B \) describes the isotropic emission of the medium at the frequency \( \nu \) and temperature \( T \) by

\[
B(\nu, T) = \frac{2h\nu^3}{c^2} \left[ \exp\left(\frac{h\nu}{kT}\right) - 1 \right]^{-1}
\]

(2.2)

where \( h \) is the Planck constant, \( k \) the Boltzmann constant, and \( \nu \) the frequency. We assume in this paper that the phase function of scattering \( \Phi(\nu, \Omega \rightarrow \Omega') \) can be expressed as

\[
\Phi(\nu, \Omega \rightarrow \Omega') = \alpha(\nu) + \beta(\nu) \Omega \cdot \Omega' + \gamma(\nu)(\Omega \cdot \Omega')^2 + \eta(\nu)\delta(\Omega - \Omega')
\]

(2.3)

where \( \delta(\cdot) \) is the Dirac delta function, and the coefficients, \( \alpha, \beta, \gamma, \) and \( \eta \) are all in general functions of the frequency. They must be defined such that the following normalization property holds:

\[
\frac{\sigma^a(\nu)}{4\pi} \int_{\Omega} \Phi(\nu, \Omega \rightarrow \Omega')d\Omega = \sigma^a(\nu).
\]

(2.4)

2.2. Derivation of the RTE with mean coefficients

By integrating the RTE over frequency and introducing the quantity \( J(t, r, \Omega) = \int_0^\infty I(t, r, \Omega, \nu)d\nu \equiv \langle I \rangle_\nu \), we obtain

\[
\frac{1}{c} \frac{\partial J}{\partial t} + \Omega \cdot \nabla J = \langle \sigma^a(\nu)B(\nu, T)\rangle_\nu - \langle \sigma^a(\nu)I \rangle_\nu - \langle \sigma^s(\nu)I \rangle_\nu
\]

\[
+ \left( \frac{\sigma^s(\nu)}{4\pi} \int_{\Omega'} I(\Omega')\Phi(\nu, \Omega \rightarrow \Omega')d\Omega' \right)_\nu.
\]

(2.5)

We now introduce the following mean absorption and scattering coefficients:

\[
\sigma^a_{\nu}(T) = \frac{\langle \sigma^a(\nu)B(\nu, T)\rangle_\nu}{\langle B(\nu, T) \rangle_\nu}
\]

(2.6)

\[
\sigma^s_{\nu}(t, r, \Omega) = \frac{\langle \sigma^s(\nu)I(t, r, \Omega, \nu) \rangle_\nu}{\langle I(t, r, \Omega, \nu) \rangle_\nu}
\]

(2.7)

\[
\sigma^{is}_{\nu}(t, r, \Omega) = \frac{\langle \sigma^{is}(\nu) - \sigma^a(\nu)\eta(\nu)/4\pi \rangle I(t, r, \Omega, \nu) \rangle_\nu}{\langle I(t, r, \Omega, \nu) \rangle_\nu}
\]

(2.8)

\[
\sigma^s_\nu(t, r) = \frac{\langle \sigma^s(\nu)\alpha(\nu)I(t, r, \Omega, \nu) \rangle_{\nu, \Omega}^\nu}{\langle I(t, r, \Omega, \nu) \rangle_{\nu, \Omega}^\nu}
\]

(2.9)

\[
\sigma^e_\nu(t, r, \Omega) = \frac{\langle \sigma^e(\nu)\beta(\nu)I(t, r, \Omega', \nu) \rangle_{\nu, \Omega'}^\nu}{\langle I(t, r, \Omega', \nu) \rangle_{\nu, \Omega'}^\nu}
\]

(2.10)

\[
\sigma^s_\nu(t, r, \Omega) = \frac{\langle \sigma^s(\nu)\gamma(\nu)(\Omega \cdot \Omega')^2I(t, r, \Omega, \nu') \rangle_{\nu, \Omega'}^\nu}{\langle (\Omega \cdot \Omega')^2I(t, r, \Omega, \nu') \rangle_{\nu, \Omega'}^\nu}
\]

(2.11)

where the superscripts \( e, a, \) is, and \( s \) designate respectively emission, absorption, isotropic scattering, and scattering. We define \( \chi(\nu) \equiv \sigma^s(\nu)\eta(\nu)/(4\pi\sigma^{is}(\nu)) \). Using these definitions and without any assumptions other than the form of the phase function (2.3), the
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frequency-integrated RTE becomes

\[
\frac{1}{c} \partial_t J + \mathbf{\Omega} \cdot \nabla J = \frac{\sigma_{E}^{a,\nu}}{4\pi} a T^4 - \sigma_{E}^{s,\nu} J - \sigma_{E}^{a,\nu} J + \frac{1}{4\pi} \int_{\Omega'} J(\Omega') (\sigma_{E}^{a,\nu} + \sigma_{E}^{s,\nu} \mathbf{\Omega} \cdot \mathbf{\Omega} + \sigma_{E}^{g}(\mathbf{\Omega} \cdot \mathbf{\Omega})^2) \, d\Omega'
\]

(2.12)

where the constant \( a = 8\pi^5 k^4/(15\hbar^3 e^3) \). It should be noted that the mean scattering coefficients in the integral do not depend on \( \mathbf{\Omega} \), unlike \( \sigma_{E}^{a,\nu} \) and \( \sigma_{E}^{s,\nu} \).

As a simplifying approximation, we now eliminate the \( \mathbf{\Omega} \) dependence of the two mean coefficients \( \sigma_{E}^{a} \) and \( \sigma_{E}^{s} \). This can be done by simply approximating the numerator and denominator in (2.7) and (2.8) by their \( \mathbf{\Omega} \)-integrated forms. Alternately, we integrate 2.12 indefinitely over \( \mathbf{\Omega} \), using the polar variables \( \mu = \cos \theta \) and \( \phi \), to obtain

\[
\int \frac{1}{c} \partial_t J + \mathbf{\Omega} \cdot \nabla J \, d\mu \, d\phi = \frac{\sigma_{E}^{a,\nu}}{4\pi} a T^4 \mu \phi - \frac{\int (\sigma^{a(\nu)}(t, \mathbf{r}, \mathbf{\Omega}, \nu)) \, d\mu \, d\phi}{\int (I(t, \mathbf{r}, \mathbf{\Omega}, \nu)) \, d\mu \, d\phi} \int J \, d\mu \, d\phi
\]

\[
- \frac{\int (\sigma^{s(\nu)}[1 - \chi(\nu)](t, \mathbf{r}, \mathbf{\Omega}, \nu)) \, d\mu \, d\phi}{\int (I(t, \mathbf{r}, \mathbf{\Omega}, \nu)) \, d\mu \, d\phi} \int J \, d\mu \, d\phi
\]

\[
+ \int \frac{1}{4\pi} \int_{\Omega'} J(\Omega')(\sigma_{E}^{a} + \sigma_{E}^{s} \mathbf{\Omega} \cdot \mathbf{\Omega} + \sigma_{E}^{g}(\mathbf{\Omega} \cdot \mathbf{\Omega})^2) \, d\Omega' \, d\mu \, d\phi
\]

(2.13)

We now replace the indefinite integrals in the numerator and denominator of the second and third terms on the rhs of (2.13) with definite integrals over the full \( 4\pi \) of \( \mathbf{\Omega} \) and then differentiate the resulting equation with respect to \( \mu \) and \( \phi \).

This approximation allows us to define the following new mean absorption and scattering coefficients \( \sigma_{E}^{a}, \sigma_{E}^{s} \), and \( \sigma_{E}^{g} \), the last two being approximations of \( \sigma_{E}^{a,\nu} \) and \( \sigma_{E}^{s,\nu} \) respectively:

\[
\sigma_{E}^{a}(T) = \frac{\langle \sigma^{a}(\nu) B(\nu, T) \rangle_{\nu \mathbf{\Omega}}}{\langle B(\nu, T) \rangle_{\nu \mathbf{\Omega}}} = \sigma_{E}^{a,\nu}(T)
\]

(2.14)

\[
\sigma_{E}^{s}(t, \mathbf{r}) = \frac{\langle \sigma^{s(\nu)} I(t, \mathbf{r}, \mathbf{\Omega}, \nu) \rangle_{\nu \mathbf{\Omega}}}{\langle I(t, \mathbf{r}, \mathbf{\Omega}, \nu) \rangle_{\nu \mathbf{\Omega}}} \approx \frac{\langle \sigma^{a}(\nu) I(t, \mathbf{r}, \mathbf{\Omega}, \nu) \rangle_{\nu \mathbf{\Omega}}}{\langle I(t, \mathbf{r}, \mathbf{\Omega}, \nu) \rangle_{\nu \mathbf{\Omega}}} = \sigma_{E}^{s,\nu}
\]

(2.15)

\[
\sigma_{E}^{g}(t, \mathbf{r}) = \frac{\langle \sigma^{g(\nu)} [1 - \chi(\nu)] I(t, \mathbf{r}, \mathbf{\Omega}, \nu) \rangle_{\nu \mathbf{\Omega}}}{\langle I(t, \mathbf{r}, \mathbf{\Omega}, \nu) \rangle_{\nu \mathbf{\Omega}}} \approx \frac{\langle \sigma^{a}(\nu) [1 - \chi(\nu)] I(t, \mathbf{r}, \mathbf{\Omega}, \nu) \rangle_{\nu \mathbf{\Omega}}}{\langle I(t, \mathbf{r}, \mathbf{\Omega}, \nu) \rangle_{\nu \mathbf{\Omega}}} = \sigma_{E}^{g,\nu}.
\]

(2.16)

The elimination of the \( \mathbf{\Omega} \) dependence of the mean absorption coefficients constitutes our first approximation. It is not strictly necessary to the closure: one could choose to not make it. The three mean incoming scattering coefficients are unchanged from (2.9)-(2.11).

The frequency-integrated RTE with these approximations becomes

\[
\frac{1}{c} \partial_t J + \mathbf{\Omega} \cdot \nabla J = \frac{\sigma_{E}^{a}}{4\pi} a T^4 - \sigma_{E}^{s} J - \sigma_{E}^{g} J
\]

\[
+ \frac{1}{4\pi} \int_{\Omega'} J(\Omega')(\sigma_{E}^{a} + \sigma_{E}^{s} \mathbf{\Omega} \cdot \mathbf{\Omega} + \sigma_{E}^{g}(\mathbf{\Omega} \cdot \mathbf{\Omega})^2) \, d\Omega'.
\]

(2.17)

We now introduce the following macroscopic quantities: the radiative energy given by

\[
E_{R}(t, \mathbf{r}) = \frac{1}{c} \langle I(t, \mathbf{r}, \mathbf{\Omega}, \nu) \rangle_{\nu \mathbf{\Omega}} = \frac{1}{c} \langle J(t, \mathbf{r} \mathbf{\Omega}) \rangle_{\mathbf{\Omega}}
\]

(2.18)
the radiative flux
\[ F_R(t, r) = \langle \Omega I(t, r, \Omega, \nu) \rangle_{\nu, \Omega} = \langle \Omega J(t, r, \Omega) \rangle_{\Omega} \]  \hspace{1cm} (2.19) 
and finally the radiative pressure
\[ P_R(t, r) = \frac{1}{c} \langle \Omega \otimes \Omega I(t, r, \Omega, \nu) \rangle_{\nu, \Omega} = \frac{1}{c} \langle \Omega \otimes \Omega J(t, r, \Omega) \rangle_{\Omega} \]  \hspace{1cm} (2.20) 
It should be noted that in (2.17) these moments appear in the integral term of the scattering. This term can then be absorbed in the definition of the moments and the integrated RTE written as
\[ \frac{1}{c} \partial_t J + \boldsymbol{\Omega} \cdot \nabla J = \frac{\sigma_P}{4\pi} T^4 - \sigma_E J - \sigma_F J \]
\[ + \frac{1}{4\pi} (c \sigma_k^E E_R + \sigma_F \mathbf{F}_R \cdot \mathbf{\Omega} + \sigma_G \sum_{i, j=1,3} P_{R,i}^{k,j} \Omega^i \Omega^j) \]  \hspace{1cm} (2.21) 
For this equation four remarks should be given. First, the introduction of the mean coefficients allows expressing the scattering term as a function of the moments. Integrations of the intensity are still needed in order to compute the moments, and in that sense the formulations (2.17) and (2.21) are equivalent. Second, if the phase function has moments of order higher than 2, this will introduce moments of order higher than the pressure in the scattering term. Third, if the intensity used in the mean incoming scattering coefficients is the exact one, then the incoming scattering term is exact. Finally, this equation has been derived with two assumptions relative to the absorption and isotropic scattering terms, namely (2.15) and (2.16).

The frequency-integrated RTE (2.21) will be closed in the next section by proposing expressions for the mean coefficients \( \sigma_P, \sigma_k^E, \sigma_E^*, \sigma_F^*, \), and \( \sigma_G^* \) in terms of the microscopic spectral coefficients \( \sigma^a, \sigma^*, \alpha, \beta, \gamma, \), and \( \eta \).

2.3. Closure of the radiative equation with mean coefficients

The mean coefficients (2.15), (2.16), (2.9), (2.10), and (2.11) are closed in this section by assuming a particular functional form for the intensity used in their definitions. For \( \sigma_k^E \), for instance, it is assumed that
\[ \sigma_k^E = \frac{\langle \sigma^a(\nu) I(t, r, \Omega, \nu) \rangle_{\nu, \Omega, 4\pi}}{\langle I(t, r, \Omega, \nu) \rangle_{\nu, \Omega, 4\pi}} \sim \frac{\langle \sigma^a(\nu) I^*(t, r, \Omega, \nu) \rangle_{\nu, \Omega, 4\pi}}{\langle I^*(t, r, \Omega, \nu) \rangle_{\nu, \Omega, 4\pi}} = \sigma_k^E^* \]  \hspace{1cm} (2.22) 
where the assumed intensity is denoted \( I^* \). Similarly we assume that
\[ \sigma_k^E \simeq \sigma_k^E^*, \quad \sigma_E \simeq \sigma_E^*, \quad \sigma_F \simeq \sigma_F^*, \quad \sigma_G \simeq \sigma_G^* \]  \hspace{1cm} (2.23) 
where the designation * for the mean coefficients, \( \sigma_k^E^*, \sigma_E^*, \sigma_F^*, \) and \( \sigma_G^* \), indicates that the intensity \( I \) has been replaced by the pseudo-intensity \( I^* \).

If we now assume that, at a microscopic level, the spectral absorption coefficient \( \sigma^a \) can be approximated as a sum of polynomial functions of frequency: \( \sigma^a(\nu) = \sum_{i=1}^{N} C_i^a \nu^{r-3} \), it follows that
\[ \sigma_P = \sum_{i=1}^{N} \sigma_P i (C_i^a, T) \quad \text{and} \quad \sigma_k^E^* = \sum_{i=1}^{N} \sigma_k^E^* i (C_i^a, T_R, f) \]  \hspace{1cm} (2.24) 
where \( \sigma_P i \) and \( \sigma_k^E^* i \) will be derived in the next section (Eqs. (2.32) and (2.38)). In particular, it will be shown that they depend on the radiative temperature \( T_R \) and on the anisotropic factor \( f \) defined below.
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If the spectral scattering coefficient can also be written as \( \sigma^s(\nu) [1 - \chi(\nu)] = \sum_{i=1}^{N} C_i^{s*} \nu^{-3} \), then the isotropic mean scattering coefficient can be then written in terms of \( \sigma_E \) (see Eq. (2.38) in the next section) and is given by

\[
\sigma_E^{*} = \sum_{i=1}^{N} \sigma_{E,i}^{*} (C_i^{s*}, T_R, \mathbf{f})
\]  

(2.25)

Now let us assume that the incoming spectral scattering coefficients can also be approximated as sums of polynomial functions:

\[
\sigma^s(\nu) \alpha(\nu) = \sum_{i=1}^{N} C_i^{a*} \nu^{-3}, \quad \sigma^s(\nu) \beta(\nu) = \sum_{i=1}^{N} C_i^{b*} \nu^{-3}, \quad \text{and } \sigma^s(\nu) \gamma(\nu) = \sum_{i=1}^{N} C_i^{c*} \nu^{-3}
\]

(2.26)

then we have

\[
\sigma_{E,i}^{*} = \sum_{i=1}^{N} \sigma_{E,i}^{*} (C_i^{a*}, T_R, \mathbf{f}), \quad \sigma_{F,i}^{*} = \sum_{i=1}^{N} \sigma_{F,i}^{*} (C_i^{b*}, T_R, \mathbf{f}), \quad \sigma_{G,i}^{*} = \sum_{i=1}^{N} \sigma_{G,i}^{*} (C_i^{c*}, T_R, \mathbf{f}).
\]

(2.27)

Finally, using these models for the mean absorption coefficients, the frequency-integrated RTE in its closed form is given by

\[
\frac{1}{c} \partial_t J + \mathbf{\Omega} \cdot \nabla J = \frac{\sigma_F}{4\pi} aT^4 - \sigma_E^{*} J - \sigma_F^{*} J + \frac{1}{4\pi} (c\sigma_E^{*} E_R + \sigma_F^{*} F_R \cdot \Omega + \sigma_G^{*} \sum_{i,j=1,3} \mathbf{P}^{ij} \Omega^i \Omega^j)
\]

(2.28)

where all the mean coefficients are defined in terms of the functions \( \sigma_{E,i}^{*} \), \( \sigma_{F,i}^{*} \), and \( \sigma_{G,i}^{*} \) defined in the following section.

2.4. Computation of the mean coefficients

The pseudo-intensity which is used in the definition of the mean coefficients is obtained from the maximization of the radiative entropy (Minerbo 1978; Fort 1997) and is given by

\[
I^*(t, r, \mathbf{\Omega}, \nu) = \frac{2h \nu^3}{c^2} \left[ \exp\left( \frac{h\nu}{kT^* (\mathbf{\Omega})} \right) - 1 \right]^{-1}
\]

(2.29)

with \( T^* (\mathbf{\Omega}) = 1/(B (1 - \mathbf{A} \cdot \mathbf{\Omega}) \text{ and } \mathbf{A} \text{ and } B \text{ defined by}

\[
\mathbf{A} = \frac{2 - \sqrt{4 - 3||\mathbf{f}||^2}}{||\mathbf{f}||^2} \mathbf{f}, \quad B = \frac{1}{T_R} \left[ \frac{3 + ||\mathbf{A}||^2}{3(1 - ||\mathbf{A}||^2)^2} \right]^{1/2}.
\]

(2.30)

These two coefficients are defined from the macroscopic quantities \( T_R \), the radiative temperature, and \( \mathbf{f} \), the anisotropic factor. The radiative temperature is defined in terms of the radiative energy by \( E_R = aT^2_R \), and the anisotropic factor is given by \( \mathbf{f} = \mathbf{F}_R/(cE_R) \).

Let us assume that a polynomial approximation in frequency of the spectral absorption and scattering coefficients can be done. Such a coefficient is chosen to have the following form

\[
\sigma(\nu) = \sum_{i=1}^{N} C_i \nu^{i-3}
\]

(2.31)
where $C_i$ are constants which depend on the gaseous medium considered, the volume fraction of the main species, the pressure, etc.

First, the well-known Planck mean absorption coefficient is computed from the Planck function (see Ripoll et al. 2001):

$$\sigma_P(T) = \frac{\langle \sigma(\nu)B(\nu, T) \rangle_{\nu, \Omega}}{\langle B(\nu, T) \rangle_{\nu, \Omega}} = \sum_{i=1}^{N} \sigma_{P_i}(C_i, T) = \frac{15}{\pi^4} \sum_{i=1}^{N} C_i \zeta(i + 1) \left( \frac{kT}{h} \right)^{i-3} \quad (2.32)$$

(2.33)

Second, the three mean coefficients $\sigma_E^*, \sigma_T^*, \text{ and } \sigma_G^*$ are defined by

$$\sigma_E^*(t, r, \boldsymbol{\Omega}) = \frac{\langle \sigma(\nu)\Omega \cdot \Omega^* (t, r, \Omega', \nu) \rangle_{\nu, \Omega'}}{\langle \Omega \cdot \Omega^* (t, r, \Omega', \nu) \rangle_{\nu, \Omega'}} = \frac{\Omega \cdot \langle \sigma(\nu)\Omega^* (t, r, \Omega', \nu) \rangle_{\nu, \Omega'}}{\Omega \cdot \langle \Omega^* (t, r, \Omega', \nu) \rangle_{\nu, \Omega'}} \quad (2.35)$$

$$\sigma_T^*(t, r, \boldsymbol{\Omega}) = \frac{\langle \sigma(\nu)\Omega \cdot \Omega^* (t, r, \Omega', \nu) \rangle_{\nu, \Omega'}}{\langle \Omega \cdot \Omega^* (t, r, \Omega', \nu) \rangle_{\nu, \Omega'}} \quad (2.36)$$

It should be noticed here that in $\Omega^*$ the $\boldsymbol{\Omega}$ dependence is only present through a scalar product with the vector $\mathbf{A}$. This greatly simplifies $\sigma_T$ as follows. The vector $\langle \Omega \cdot \Omega^* (t, r, \Omega', \nu) \rangle_{\nu, \Omega'}$ necessarily has the form $X(t, r, \nu) \mathbf{A}(t, r)$, where $X$ is a scalar, which leads to

$$\sigma_T^*(t, r) = \frac{\langle \sigma(\nu)X(t, r, \nu) \rangle_{\nu}}{\langle X(t, r, \nu) \rangle_{\nu}} \quad (2.37)$$

Thus, $\sigma_E^*$ does not depend on $\boldsymbol{\Omega}$.

Moreover, the simple form of $\Omega^*$ leads to analytical expressions for $\sigma_E$ and $\sigma_T$, though the computation is not detailed here (see Ripoll et al. 2001). These coefficients have also been tested and validated for simple 1D problems (see Ripoll & Wray 2004a). They are given by:

$$\sigma_E^*(T_R, \mathbf{f}) = \sum_{i=1}^{N} \sigma_{E_i}^*(C_i, T_R, \mathbf{f}) \quad (2.38)$$

$$\sigma_T^*(T_R, \mathbf{f}) = \sum_{i=1}^{N} \sigma_{T_i}^*(C_i, T_R, \mathbf{f}) \quad (2.39)$$

with

$$P_E^d(\|\mathbf{A}\|) = ((1 + \|\mathbf{A}\|)^i - (1 - \|\mathbf{A}\|)^i)/(3 + \|\mathbf{A}\|^2) \quad (2.40)$$

$$P_E^d(\|\mathbf{A}\|) = (1 - \|\mathbf{A}\|)^i(\|\mathbf{A}\| + 1) + (1 + \|\mathbf{A}\|)^i(\|\mathbf{A}\| - 1) \quad (2.41)$$

with $\zeta$ the Riemann Zeta function and $\mathbf{A}$ and $B$ given in (2.30)†. The derivation of $\sigma_G$

† for $i$ real but non-integer, these expressions are valid provided $i$ is replaced with $\Gamma(i + 1)$
Involves the pressure tensor and is much more complex. We have
\[
\sigma^G = \frac{\langle \sigma(\nu) \sum_{j,k} \Omega_j \Omega_k \Omega_j \Omega_k I^* \rangle_{\nu, \nu} \nu, \nu}{\sum_{j,k} \Omega_j \Omega_k \Omega_j \Omega_k I^*_{\nu, \nu}} \quad j, k = 1..3
\]

Following the same developments as in Ripoll et al. 2001, it is found that
\[
\sigma^G(T_R, f) = \sum_{i=1}^{N} \sigma^G_i(C_i, T_R, f)
\]
\[
= \frac{45}{2\pi^4} \sum_{i=1}^{N} (i - 3)! \cdot C_i \zeta(i + 1) \left( \frac{k}{hB(1 - \|A\|^2)} \right)^{i-3} \frac{P^G_{\Omega}(\Omega, \|A\|)}{\|A\|^5}
\]
where \( P^G_{\Omega}(\Omega, \|A\|) \) is given by
\[
P^G_{\Omega} = \frac{(1 - \|A\|^2)^{i}}{1 - \|A\|^2 + 4(A \cdot \Omega)^2} \left[ (1 - \|A\|^2)\|A\|^2 + (\|A\|^2 - 3)(A \cdot \Omega)^2 \right] + i\|A\|\left[ (1 + \|A\|^2)(\|A\|^2 - 3)(A \cdot \Omega)^2 \right]
\]
\[
+ \frac{(1 + \|A\|^2)^{i}}{1 - \|A\|^2 + 4(A \cdot \Omega)^2} \left[ (\|A\|^2 - 1)\|A\|^2 + (3 - \|A\|^2)(A \cdot \Omega)^2 \right] + i\|A\|\left[ (1 - \|A\|^2)\|A\|^2 + (\|A\|^2 - 3)(A \cdot \Omega)^2 \right]
\]

It should be noticed here that the Planck mean \( \sigma^P \) is a function of the volume fractions \( C_i \) and of the temperature, while the effective mean coefficients \( \sigma^E \), \( \sigma^F \) are functions of \( C_i \) and of both the radiative temperature and anisotropic factor. In addition, \( \sigma^G \) is dependent on the scalar product between a vector parallel to the flux and the direction \( \Omega \).

The mean coefficients have been introduced to avoid the cost of the frequency integration. Thus, to be useful, the numerical cost of evaluating the mean coefficients and of the iterations needed to solve for \( J \) must be lower than that of these time integrations. The coefficients which are proposed here are analytic and should have low computational cost. Furthermore, the three coefficients \( \sigma^E, \sigma^F, \sigma^G \) have common parts (see (2.38)-(2.44)). For absorbing media, it has been found that fewer than 6 iterations to solve the RTE were needed in the cases studied (Ripoll & Wray 2004a), which indicates that this method does not have a high numerical cost.

3. The linear case: application to soot

The apparent complexity of the coefficients in the previous section is only due to the polynomial expansion in frequency. For sooty media the absorption dependence is linear, and in this case the coefficients turn out to be quite simple.

The linear spectral absorption and isotropic scattering coefficients are written as
\[
\sigma^a(\nu) = C^a \nu, \quad \sigma^s(\nu) = C^s \nu, \quad \text{and} \quad \sigma^{is}(\nu) [1 - \chi(\nu)] = C^{is} \nu
\]

As a rough approximation, we here also assume that the scattering follows a linear law†.

The spectral scattering coefficients are then written as
\[
\sigma^a(\nu) \alpha(\nu) = C^{a \cdot \alpha} \nu, \quad \sigma^s(\nu) \beta(\nu) = C^{b \cdot \beta} \nu, \quad \text{and} \quad \sigma^s(\nu) \gamma(\nu) = C^{a \cdot \gamma} \nu.
\]

† More complex models, such as in Houf 1999, could also be treated but would need to introduce higher order terms in frequency
We define for convenience the following coefficients:

\[ C_p^f = 360 \frac{k_c}{\pi^4 h} C^z \]  

(3.3)

where \( x \) is a variable which will alternatively take the value \( a, e, is, (\alpha,s), (\beta,s), (\gamma,s) \) below. The Planck absorption coefficient becomes then

\[ \sigma_p^f(T) = \sigma_p^f(C^z, T) = 360 \frac{k_c}{\pi^4 h} C_p^f T = C_p^f T \]  

(3.4)

Using (2.38), (2.39), (2.44) for \( i = 4 \), and the definition (3.1), the general form for the mean coefficients is given by

\[ \sigma_{E,4}^f(C^z, T, f) = \frac{3C_p^f}{B(1 - ||A||^2)(3 + ||A||^2)} = C_p^f T_R G_E(f) \]  

(3.5)

\[ \sigma_{F,4}^f(C^z, T, f) = \frac{C_p^f}{4} \frac{5 + ||A||^2}{B(1 - ||A||^2)} = C_p^f T_R G_F(f) \]  

(3.6)

\[ \sigma_{G,4}^f(C^z, T, f) = C_p^f \frac{(1 - ||A||^2) + 6(\mathbf{A} \cdot \Omega)^2}{B(1 - ||A||^2)(1 - ||A||^2 + 4(\mathbf{A} \cdot \Omega)^2)} = C_p^f T_R G_G(f, \Omega) \]  

(3.7)

where the functions \( G_{E,F,G} \) are obtained by using the definitions (2.30) in (3.5)-(3.7). Hence, the mean absorption and isotropic scattering coefficients are given in the linear case by

\[ \sigma_{E,4}^{\text{in}} = \sigma_{E,4}^{\text{in}}(C^z, T, f) = C_p^f T_R G_E(f) \]  

(3.8)

\[ \sigma_{E,4}^{\text{out}} = \sigma_{E,4}^{\text{out}}(C^z, T, f) = C_p^f T_R G_E(f) \]  

(3.9)

and the incoming mean scattering coefficients are given by

\[ \sigma_{E,4}^{\text{in}} = \sigma_{E,4}^{\text{in}}(C^z, T, f) = C_p^f T_R G_E(f) \]  

(3.10)

\[ \sigma_{E,4}^{\text{out}} = \sigma_{E,4}^{\text{out}}(C^z, T, f) = C_p^f T_R G_E(f) \]  

(3.11)

\[ \sigma_{G,4}^{\text{in}} = \sigma_{G,4}^{\text{in}}(C^z, T, f, \Omega) = C_p^f T_R G_G(f, \Omega). \]  

(3.12)

The integrated RTE,

\[ \frac{1}{c} \partial_t J + \mathbf{\Omega} \cdot \nabla J = \frac{\sigma_{E,4}}{4\pi} a T^4 - \sigma_{E,4}^{\text{in}} J - \sigma_{E,4}^{\text{out}} J + \frac{1}{4\pi} (c \sigma_{E,4}^{\text{in}} E_R + \sigma_{E,4}^{\text{out}} F_R \cdot \mathbf{\Omega} + c \sigma_{E,4}^{\text{out}} \sum_{i,j=1..3} P_{R}^{i,j} \Omega^i \Omega^j) \]  

(3.13)

becomes using the previous definitions:

\[ \frac{1}{c} \partial_t J + \mathbf{\Omega} \cdot \nabla J = \frac{C_p^f}{4\pi} a T^4 - C_p^f T_R G_E(f) J - C_p^f T_R G_E(f) J \]

\[ + \frac{T_R}{4\pi} (c C_p^f G_E(f) E_R + C_p^f G_F(f) F_R \cdot \mathbf{\Omega} + c C_p^f G_G(f, \Omega) \sum_{i,j=1..3} P_{R}^{i,j} \Omega^i \Omega^j). \]  

(3.14)

If isotropy is assumed for the functions \( G_{E,F,G} \), the following simpler form is obtained:

\[ \frac{1}{c} \partial_t J + \mathbf{\Omega} \cdot \nabla J = \frac{C_p^f}{4\pi} a T^4 - C_p^f T_R J - C_p^f T_R J \]

\[ + \frac{T_R}{4\pi} (c C_p^f E_R + C_p^f F_R \cdot \mathbf{\Omega} + c C_p^f \sum_{i,j=1..3} P_{R}^{i,j} \Omega^i \Omega^j). \]  

(3.15)
with \( C_P^\beta = 5/4 C_P^\beta \). In Ripoll & Wray 2004a, it was found that the function \( G_E \) played an important role. Eq. 3.15 should hence not be used for radiating flows where the anisotropy \( ||f|| \) is larger than 0.3.

4. Macroscopic radiation models for absorbing and scattering media

We show in this section that the mean coefficients can be easily included in macroscopic moment models. We define the three first moments with respect to direction as

\[
E_R^\Omega(t, r, \nu) = \frac{1}{c} \langle I(t, r, \Omega, \nu) \rangle \Omega \tag{4.1}
\]

\[
F_R^\Omega(t, r, \nu) = \langle \Omega I(t, r, \Omega, \nu) \rangle \Omega \tag{4.2}
\]

\[
P_R^\Omega(t, r, \nu) = \frac{1}{c} \langle \Omega \otimes \Omega I(t, r, \Omega, \nu) \rangle \Omega \tag{4.3}
\]

The first moment equation is obtained by integrating Eq. (2.1) with respect to \( \Omega \). We obtain

\[
\partial_t E_R^\Omega + \nabla \cdot F_R^\Omega = 4\pi \alpha \sigma^a(\nu) B - c \sigma^a(\nu) E_R^\Omega \tag{4.4}
\]

where the incoming and isotropic scattering have canceled using the normalization property (2.4).

Multiplying (2.1) by \( \Omega \), and integrating with respect to it, using the phase function definition (2.3), we obtain

\[
\frac{1}{c} \partial_t F_R^\Omega + c \nabla \cdot P_R^\Omega = - (\sigma^a(\nu) + \sigma^{is}(\nu)(1 - \chi(\nu))/c) E_R^\Omega. \tag{4.5}
\]

The following three equalities have been used:

\[
\int \Omega, d\Omega = 0, \quad \int \Omega_i \Omega_j d\Omega = 4\pi/3 \delta_{ij}, \quad \int \Omega_i \Omega_j \Omega_k d\Omega = 0. \tag{4.6}
\]

Using definitions (2.18), (2.19), and (2.20), the integration of (4.4) over frequency gives

\[
\partial_t E_R + \nabla \cdot F_R = \alpha a (\sigma_F^a T^4 - \sigma_F^\beta E_R) \tag{4.7}
\]

where models \( \sigma_F^a \) and \( \sigma_F^\beta \) are given previously in (2.24).

Integrating (4.5) over frequency leads to the second moment equation

\[
\frac{1}{c} \partial_t P_R + c \nabla \cdot P_R = - (\sigma_F^a + \sigma_F^{is} - \frac{1}{3} \sigma_F^\beta) E_R, \tag{4.8}
\]

for which the models for the mean coefficients are

\[
\sigma_F^a \simeq \sigma_F^{a*} = \sum_{i=1}^{N} \sigma_{F_i}(C_i^a, T_R, f) \tag{4.9}
\]

\[
\sigma_F^{is} \simeq \sigma_F^{is*} = \sum_{i=1}^{N} \sigma_{F_i}(C_i^{is}, T_R, f) \tag{4.10}
\]

\[
\sigma_F^\beta \simeq \sigma_F^{\beta*} = \sum_{i=1}^{N} \sigma_{F_i}(C_i^{\beta}, T_R, f) \tag{4.11}
\]

where \( \sigma_{F_i} \) is defined in (2.39).

Closure of the macroscopic model (4.7)-(4.8) is achieved by modeling the radiative
pressure in (4.8). In many different closures the pressure is written as $P_R = D_R(f)E_R$, where $D_R(f)$ is the Eddington tensor (Ripoll & Wray 2004b).

Combining the steady forms of (4.8) and (4.7) to eliminate the flux $F_R$ leads to the general Milne-Eddington equations

$$-\nabla \cdot \left( \frac{1}{(\sigma^R_E + \sigma^R_F - \frac{1}{3}\sigma^B_E)} \nabla \cdot (D_R E_R) \right) = \sigma^R_E a T^4 - \sigma^R_E E_R . \quad (4.12)$$

Or, similarly, by eliminating the energy $E_R$, one obtains

$$-\nabla \cdot \left( \frac{D_R}{\sigma_E} \nabla \cdot F_R \right) + (\sigma^R_E + \sigma^R_F - \frac{1}{3}\sigma^B_E) F_R = -c \nabla \cdot \left( \frac{\sigma^R_E}{\sigma^B_E} D_{RaT^4} \right) . \quad (4.13)$$

We have two main comments on the model (4.7)-(4.8); they also apply to the formulation (4.12)-(4.13). First, the normalization property (2.4) eliminates the pressure term coming from the scattering in the first moment equation (4.7). Second, the contribution of the incoming scattering integrated over direction only enters through the first order and delta-function parts of the scattering function in (4.13), since the zero and second order terms vanish.

5. On the use of these models and their numerical costs

The models presented here will be useful when the solution for frequency dependent intensities cannot be done due to its cost. This is usually the case for coupled problems. We now give a discussion on reducing the computational cost of the models presented here.

First, when using mean coefficients, it is possible to reduce the computational cost by noticing that when the radiation is isotropic and close to equilibrium, the coefficients $\sigma_{E,G}$ are equal to the Planck mean and $\sigma_F$ to $(i + 1/4)\sigma_P$. There is hence no need to evaluate the complex expressions for $\sigma_{E,F,G}$, and they should be simply replaced by their limits. More generally, these limits can be extended to $\|f\| < 0.1$ when $T \simeq T_R$. In the case where the radiation is isotropic but $T \neq T_R$, the limit that should be taken is also the Planck mean but evaluated at $T_R$ instead of $T^\dagger$. It should also be noticed that the form of the mean coefficients proposed here, in terms of $A$ and $B$, should be retained. As a matter of fact, this choice allows checking the different limits and avoids introducing singularities. For instance, (2,30) can directly be replaced by their limits, respectively $A = 0$ and $B = 1/T$, for $\|f\| < 0.1$.

The solution of the RTE with mean coefficients requires iteration since the mean coefficients are nonlinear functions of $I$. The required number of iterations has been found to be small in many simple cases (Ripoll & Wray 2004a), but one could be tempted to reduce it further. In the case of using such an equation for coupled problems, the previous time step provides excellent starting values for the iterative solution so that the required number of iterations should be lower, perhaps only one or two. Another alternative in this case could be not to iterate the RTE at all, i.e., to lag it in time, assuming that a small difference between the opacity and the intensity due to their non-synchronization in time with the fluid motion will not strongly affect the solution. This is likely when a global convergence process of the hydrodynamics and radiation to a steady state leads to synchronizing all the variables at the end. For the very first iteration, the Planck limit seems to be a good initial condition. It should also be noticed here that the moment model

$\dagger$ as was shown in (3.15) in the linear case
(4.7)-(4.8) can similarly be solved by using the mean coefficients from the previous time step of the radiation loop or of the hydrodynamics loop in coupled problems.

6. Conclusion

The objective of this work was to propose a simple model accounting for radiation in complex emitting, absorbing, and scattering media. To do that, models for mean absorption and mean isotropic and incoming scattering coefficients have been proposed in the case where the various spectral coefficients can be written in terms of polynomial functions. Some of these models were previously derived and validated (Ripoll et al. 2001, Ripoll & Wray 2004a) for non-scattering media; they have been extended here to the general case. An integrated RTE which uses these coefficients has been derived where the integral scattering term has been absorbed into the modeling. Such a form of the RTE is much less costly to solve than the RTE in its non-modeled form. Macroscopic moment radiation models, written in their hyperbolic or diffusive forms, have also been derived using these coefficients. The particular case where the spectral coefficients are linear in frequency has been treated. This case is particularly important for soot and hence for combustion applications. It has also been explained how such models can be used at a lower cost by reducing the number of iterations needed. We believe the formulations proposed here could be used in many complex or coupled problems, like flows radiating in dusty media, where, for instance, isotropic and non-isotropic scattering are usually disregarded and neglected due to their computational cost.
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Macroscopic modeling and computation of radiation for a 2m diameter pool fire

By J.F. Ripoll

1. Motivation and objectives

In large pool fires, radiation is the predominant mode of heat transfer (Cox 1995; Tieszen 2001), and its computation is usually time consuming. The use of macroscopic moment models (Modest 2003; Siegel & Howell 2001), which have a lower cost than directly solving the radiative transfer equation (RTE), is thus very attractive. In this paper, the $M_1$ radiation model, sometimes referred to as Maximum entropy closure see (Minerbo 1978; Levermore 1984; Fort 1997; Brunner & Holloway 2001), is chosen to model the radiation field generated by a synthetic fire (Brown & Blanchat 2003).

The first goal of this work is to show the ability of the $M_1$ model to solve a real fire case occurring in a complex geometry. The fire considered here occurs in the FLAME facility of Sandia Albuquerque, and the particular and complex geometry of this facility will be taken into account. A discussion of the radiative characteristics of the fire will be given to show the coherence of the modeling.

Average opacities, also called effective mean absorption coefficients, are of outstanding importance for radiation modeling. They allow one to take into account, at a macroscopic level, the frequency dependence of the spectral opacity. For fires this spectral coefficient is mainly determined from the soot volume fraction and is linear in frequency. As a result, the mean absorption coefficients are different from the Planck mean absorption coefficient, which constitutes their usual approximation. In this paper, new effective mean absorption coefficients, derived in (Ripoll et al. 2001), are used to model the opacity field.

The opacity field is obtained from a computation using the Sandia Vulcan code and accounts for both gas and soot radiation. From this, a global coefficient representative of a mixture of soot and gas is derived and used in the computation of the emission and absorption coefficients.

The first part of this article is a description of the $M_1$ model, the mean absorption coefficients used therein, and the numerical scheme used for its solution. The second part is devoted to the validation of the $M_1$ results. In the particular case of two concentric black cold spheres cooling a hot, emitting gas, the solution obtained by the $M_1$ model is compared to the analytic solution. In the third part, results of the computation of the synthetic fire are given and discussed.

2. Radiative transfer equations

2.1. The $M_1$ radiative model

The $M_1$, or Maximum entropy closure, radiative model (Minerbo 1978; Levermore 1984; Fort 1997; Brunner & Holloway 2001) describes the evolution of the radiative energy $E_R$
and the radiative flux $\vec{F}_R$ of a non-scattering medium at temperature $T$.

$$\partial_t E_R + \nabla \cdot \vec{F}_R = c[\sigma a T^4 - \sigma E_R] \quad (2.1a)$$

$$\frac{1}{c} \partial_t \vec{F}_R + c \nabla \cdot \left( \vec{D}_R E_R \right) = -\sigma \vec{F}_R \quad (2.1b)$$

where $c$ is the speed of light and $\sigma$ the opacity. The radiative flux has three components in $\mathbb{R}^3$, $\vec{F}_R = (F_R^x, F_R^y, F_R^z)^T$. The Eddington tensor $\vec{D}_R$ is computed from the Eddington factor $\chi$ and the anisotropic factor $\vec{f} = (f_x, f_y, f_z)^T = \vec{F}_R/(cE_R)$:

$$\vec{D}_R = \frac{\vec{P}_R}{E_R} = \frac{1 - \chi}{2} \vec{I} + \frac{3\chi - 1}{2} \vec{n} \otimes \vec{n} \quad \text{with } \vec{n} = \frac{\vec{f}}{||\vec{f}||} \quad (2.2)$$

where $\vec{I}$ denotes the identity matrix, $\vec{P}_R$ is the radiative pressure, and $\otimes$ stands for the dyadic product. The Eddington factor $\chi(\vec{f})$ is a function of the Euclidian norm of $\vec{f}$, $||\vec{f}||$:

$$\chi(\vec{f}) = \frac{3 + 4||\vec{f}||^2}{5 + 2\sqrt{4 - 3||\vec{f}||^2}} \quad (2.3)$$

The radiative temperature is defined from the radiative energy by

$$T_R = \left( \frac{E_R}{a} \right)^{\frac{1}{4}} \quad \text{with } a = \frac{8\pi^5 k^4}{15 h^3 c^3} \quad (2.4)$$

where $k$ is the Boltzmann constant and $h$ the Planck constant.

### 2.2. Computation of mean absorption coefficients

When the spectral coefficients can be written as polynomial functions of the frequency, it is possible to derive closed formulas for the mean absorption coefficients using the following pseudo-intensity $I^*$ (Ripoll et al. 2001):

$$I^* = I(\nu, T^*(\Omega)) = \frac{2h\nu^3}{c^2} \left[ \exp\left( \frac{h\nu}{kT^*(\Omega)} \right) - 1 \right]^{-1} \quad (2.5)$$

where $h$ is the Planck constant, $k$ the Boltzmann constant, $\nu$ the frequency, $\Omega$ the direction of propagation, and $T^*(\Omega) = T/(B(1 - \bar{A} \cdot \Omega))$ with $\bar{A}$ and $B$ defined by

$$\bar{A} = 2 - \sqrt{4 - 3||\vec{f}||^2} \frac{\vec{f}}{||\vec{f}||^2} \quad (2.6)$$

$$B = \frac{T}{T_R} \left[ \frac{3 + ||\bar{A}||^2}{3(1 - ||\bar{A}||^2)^{3/2}} \right]^{\frac{1}{4}} \quad (2.7)$$

This pseudo-intensity has a Planckian form and maximizes the radiative entropy (or minimizes the mathematical entropy) under the constraint of the reconstruction of the two radiative moments (Minerbo 1978; Fort 1997; Brunner & Holloway 2001). $\bar{A}$ and $B$ are given by this constraint.

When the spectral absorption coefficient is frequency dependent, i.e., when the medium is not gray, this intensity can also be used to define the associated effective absorption coefficients $\sigma_E$ and $\sigma_F$, which are given below.

\[ \| \vec{g} \| \text{ denotes the Euclidian norm of a vector } \vec{g}. \]
For sooty flames, such that the size of the soot particles is much smaller than the
mean free path (Rayleigh approximation), the spectral absorption coefficient is linear in
frequency, becoming simply \( \sigma(\nu) = C_1 \nu \), where \( C_1 \) depends on the soot volume fraction
\( C_s \) and is defined in (Smith & Shaddix 1996) by

\[
C_1 = \frac{1}{c} \frac{36\pi n p C_s}{(n^2 - p^2 + 2)^2 + 4nP^2},
\]

where the values \( n \approx 1.57 \) and \( p = 0.56 \) of (Smith & Shaddix 1996) are used. Hence \( C_1 \)
is a linear function of the soot volume fraction: \( C_1 = 8.33 \times 10^{-9} C_s \).

The well-known Planck mean absorption coefficient, \( \sigma_P \), is given by

\[
\sigma_P(T) = \frac{\langle \sigma(\nu) B(\nu, T) \rangle_{\nu, \Omega}}{\langle B(\nu, T) \rangle_{\nu, \Omega}}
\]

(2.8)

where \( B \) is the Planck function and \( \langle B \rangle_{\nu, \Omega} \) denotes the integration of \( B \) over frequency \( \nu \)
and direction \( \Omega \). The effective mean absorption coefficients, \( \sigma_E \) and \( \sigma_F \), are defined and modeled by

\[
\sigma_E(t, r, \nu) = \frac{\langle \sigma(\nu) I(t, r, \Omega, \nu) \rangle_{\nu, \Omega}}{\langle I(t, r, \Omega, \nu) \rangle_{\nu, \Omega}} \quad \sigma_F(t, r, \nu) = \frac{\langle \sigma(\nu) I^*(t, r, \Omega, \nu) \rangle_{\nu, \Omega}}{\langle I^*(t, r, \Omega, \nu) \rangle_{\nu, \Omega}}
\]

(2.9)

and are functions of time \( t \) and position \( r \). These integrals are computed in (Ripoll et al.
2001) and are given by:

\[
\sigma_P = 360 \ C_1 \frac{k_5}{\pi^4h} T = C_P T \quad \text{with} \quad C_P = 360 \frac{k_5}{\pi^4h} C_1
\]

(2.11)

\[
\sigma_E = 1080 \ C_1 \frac{k_5T(1 + ||A||^2)}{(3 + ||A||^2)(1 - ||A||^2)} = 3\sigma_P \frac{1 + ||A||^2}{B(3 + ||A||^2)(1 - ||A||^2)},
\]

(2.12)

\[
\sigma_F = 90 \ C_1 \frac{k_5T(5 + ||A||^2)}{h(1 - ||A||^2)} = \frac{\sigma_P}{4} \frac{5 + ||A||^2}{B(1 - ||A||^2)}.
\]

(2.13)

Using (2.6) and (2.7), the coefficients become

\[
\sigma_E = C_P G_E(f) T_R \quad \text{and} \quad \sigma_F = C_P G_F(f) T_R
\]

(2.14)

with

\[
G_E(f) = \frac{3}{4} \left( \frac{-1 + \sqrt{4 - 3||f||^2}}{\sqrt{||f||^2 - 2 + \sqrt{4 - 3||f||^2}} + 2 \sqrt{4 - 3||f||^2}} \right)^{1/4} \left( \frac{||f||^2 - 4 + 2\sqrt{4 - 3||f||^2}}{||f||} \right)
\]

(2.15)

\[
G_F(f) = \frac{1}{4} \left( \frac{-1 + \sqrt{4 - 3||f||^2}}{\sqrt{||f||^2 - 2 + \sqrt{4 - 3||f||^2}} ||f||} \right)^{1/4} \left( \frac{||f||^2 - 4 + 2\sqrt{4 - 3||f||^2}}{||f||} \right)
\]

(2.16)

The \( M_1 \) radiative model with mean coefficients becomes

\[
\partial_t E_R + \vec{\nabla} \cdot \vec{F}_R = c[\sigma_P a T^4 - \sigma_E E_R] \quad (2.17a)
\]

\[
\frac{1}{c} \partial_t \vec{F}_R + c \vec{\nabla} \cdot (\vec{D}_R E_R) = -\sigma_F \vec{F}_R \quad (2.17b)
\]
2.3. Numerical Schemes

The \( M_t \) model with mean coefficients can be reformulated in a conservative form as follows (Ripoll et al. 2002):

\[
\partial_t U_R + \nabla_x F(U_R) + \nabla_y G(U_R) + \nabla_z H(U_R) = S_R(U_R, T) \tag{2.18}
\]

where

\[
U_R = \left( E_R, \frac{1}{c} F_R^x, \frac{1}{c} F_R^y, \frac{1}{c} F_R^z \right)
\]

\[
F(U_R) = \left( F_R^x, cD^{xx}_R E_R, cD^{xy}_R E_R, cD^{xz}_R E_R \right) \tag{2.19}
\]

\[
G(U_R) = \left( F_R^y, cD^{yx}_R E_R, cD^{yy}_R E_R, cD^{yz}_R E_R \right) \tag{2.20}
\]

\[
H(U_R) = \left( F_R^z, cD^{zx}_R E_R, cD^{zy}_R E_R, cD^{zz}_R E_R \right) \tag{2.21}
\]

\[
S_R(U_R, T) = \left( c (a\sigma_T T^4 - \sigma_E E_R) \right) \tag{2.22}
\]

Thus, given a computational field covered with a mesh of control volumes, the partial differential equations can be integrated on these polyhedra. Using Green’s formula, this system is discretized in time by an explicit scheme.

\[
\frac{U^n_{R,i,j,k} - U^{n+1}_{R,i,j,k}}{\Delta t} + \frac{F^\tau_{i+1/2,j,k} - F^\tau_{i-1/2,j,k}}{\Delta x} + \frac{G^n_{i,j+1/2,k} - G^n_{i,j-1/2,k}}{\Delta y} + \frac{H^n_{i,j,k+1/2} - H^n_{i,j,k-1/2}}{\Delta z} = S^n_{R(U^{n}_{R,i,j,k})} \tag{2.23}
\]

In order to compute the convective terms, an upwind flux-limited scheme, the HLLE scheme (Hirsch 1990), using Roe’s approximate Riemann solver, is used. This scheme applied to the \( M_t \) model approximates the divergence as follows:

\[
\frac{F^\tau_{i+1/2,j,k} - F^\tau_{i-1/2,j,k}}{\Delta x} = \frac{1}{2}\Delta x \left( F^{n+1}_{i+1/2,j,k} + F^{n+1}_{i,j,k} - c \left( U^{n+1}_{R,i+1,j,k} - U^{n+1}_{R,i,j,k} \right) \right) - \frac{1}{2}\Delta x \left( F^{n+1}_{i,j,k} + F^{n+1}_{i-1,j,k} - c \left( U^{n+1}_{R,i,j,k} - U^{n+1}_{R,i-1,j,k} \right) \right) \tag{2.24}
\]

\( G \) and \( H \) are obtained similarly to \( F \) by permutation of \( i, j, \) and \( k. \) A second order correction which is needed to obtain better accuracy is given in (Ripoll et al. 2001).

3. Numerical Validation

This section is devoted to the numerical validation of the \( M_t \) model and of the solver used.

The geometry for this test is the annular region between two concentric spheres. The inner sphere has a radius \( R_i = 1.0 \) and the outer sphere has radius \( R_o = 1.6. \) Both spheres have unit transmissivity (zero emissivity) and are exposed to cold black surroundings \( I_i = I_o = 0. \) The scattering coefficient within the annulus is zero while the absorption coefficient and retardation factor are set to unity. The annulus also has a uniform heat generation rate of \( Q = 4\pi. \)

With an uncertainty of 0.0005%, the steady state radiative energy is given in (Burns
Figure 1. Hot gas radiating between 2 concentric Spheres

(3.1)

<table>
<thead>
<tr>
<th>$r$</th>
<th>$E_R(r)$</th>
<th>$r$</th>
<th>$E_R(r)$</th>
<th>$r$</th>
<th>$E_R(r)$</th>
<th>$r$</th>
<th>$E_R(r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>3.6108</td>
<td>1.2</td>
<td>6.3288</td>
<td>1.4</td>
<td>6.0233</td>
<td>1.6</td>
<td>3.8398</td>
</tr>
<tr>
<td>1.1</td>
<td>5.8619</td>
<td>1.3</td>
<td>6.3390</td>
<td>1.5</td>
<td>5.3508</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For the $M_1$ solver, a domain of 1000 nodes is used to obtain mesh convergence. The steady state solution is converged in time, and the final residue is $10^{-15}$.

The solution found by the $M_1$ solver is in very good agreement with the semi-analytical values and with the solution given by a RTE solver, see Fig. 1. It may also be seen that the $M_1$ closure constitutes an improvement, compared to a simple closure like $P_1$, which in this case gives an inaccurate solution. The non-symmetry of the solution and the position of the maximum value, at $r = 1.2$ for the RTE solver and at $r = 1.25$ for $M_1$, indicates that the three dimensional geometry is well computed. These results demonstrate the accuracy of the method and its solver.

4. Computation of radiation for a pool fire

The domain of computation, describing a quarter of the geometry of the FLAME facility at Sandia Albuquerque, is shown in Fig. 2(left) (Brown & Blanchat 2003). The domain is three dimensional, but can roughly be considered axisymmetric due to the circular bowl containing the fuel and the circular facility for the entering air. All results plotted are in the plane $z = 0.05$, but the computations are done in 3D. The synthetic fire has been computed by A. Brown (Brown & Blanchat 2003) of Sandia Albuquerque. The mesh used for the computation is $31 \times 31 \times 93$. The wall and the bowl are simulated by a very large opacity, $1000 m^{-1}$, where radiation cannot propagate. The domain is hence considered completely open, and the opacity $\sigma$, playing the role of walls, will regulate the radiation field. It must be noticed here that the exact position of the bowl, where the fuel burns, is spread out vertically over two cells, centered at $z = -0.05$ and $z = -0.15$. The first computational cells adjacent to it are $z \in [0.0, 0.1]$ (white zone), centered at $z = 0.05$.

In Fig. 2(right), the profile of the temperature of the synthetic fire is given. Four zones
can be seen: (1) the flame zone, delimited by the flame front where the temperature is higher, (2) the hot gas region, flowing in the chimney, (3) a moderately high temperature region on the right of the fire (between 400K and 700K), where the opacity is small but not zero, generated by gas trapped by the too small size of the chimney, and (4) a region of quasi-ambient-temperature situated below the bowl. It is assumed that the absorption coefficient \( \sigma_a \), provided by Sandia, has been determined from a Planck absorption coefficient in which a mixture of soot and gas is considered to radiate with the same optical properties as soot. This last assumption constitutes the main approximation since gaseous flame mixtures are, unlike soot, not gray media. This approximation allows us to determine the volume fraction \( Y_m \) of the mixture soot+gas as follows:

\[
\sigma_s \simeq \sigma_p(Y_m, T) = C_m Y_m T \simeq C_s Y_m T
\]  

Then \( Y_m = \sigma_s/(C_s T) \) gives the mixture fraction of our mixture and is plotted in Fig. 3.

The opacity of the fire is now considered as given from this mixture, and the three mean coefficients \( \sigma_p(Y_m, T), \sigma_E(Y_m, T, ||f||), \) and \( \sigma_F(Y_m, T, ||f||) \) are used in this computation. These coefficients are plotted in Fig. 4-6. For each of these three figures, the high opacity zone in the flame is shown on the left: the maximal value reaches \( 10m^{-1} \) (zones higher than 10 are red and must be disregarded). The low opacity region, between \( 1m^{-1} \) and \( 0.1m^{-1} \), present close to the fire and in the chimney, is plotted on the right (here zones higher than 1 are red and must be disregarded). The steady state profile of both radiative temperature and energy computed with \( M_1 \) are given in Fig. 7. An important remark can immediately be given: the model does not propagate radiation below the bowl, as can be the case with other models, like \( P_1 \). The flame zone of the fire admits a high radiative temperature, but lower than the gas temperature, signifying a strong emission in this region. Furthermore, the moderately high temperature region absorbs a small quantity of radiation. The three components of the flux are plotted in Fig. 8. On the left, it can be checked that the x-component of the flux is very low compared to the others, signifying that the profile can be considered as nearly cylindrically symmetric.
Moreover the symmetry around the z-axis can be checked. In Fig. 8(center)-(right), very close to the bowl, a region of negative fluxes can be seen, indicating that the bowl is heated by radiation. Radiation propagates clearly in the direction of the chimney and in the direction of the right wall. Two high temperature zones, one very close to the bowl and the other at 3 m high, emit strongly in both chimney and wall directions, see Fig. 8(right).
In Fig. 9(left), the flux vector $\vec{V} = (F^y, F^z)$ is plotted. The three directions of propagation mentioned before are confirmed: toward the chimney, the wall, and the bowl. An important remark is that radiation does not propagate below the bowl in a pathological way, as we would find using some diffusion methods. In this region, where the opacity is almost zero, it can be seen that no dominant radiation occurs. The anisotropic factor in Fig. 9(center) indicates an isotropic region, central to the fire, where, due to symmetry around the z-axis, the fluxes are very small or zero. At one meter from the center of
the fire, radiation becomes anisotropic and, from there, isotropic models, like $P_1$, should not be used. The most anisotropic region is situated far from the fire, close to the wall, almost below the bowl, and “sees” the fire through a small window. The small opacity and angle of view explain this anisotropy region where $||f||$ reaches its maximal value of 0.94.

In Fig. 10, the radiative net heat flux, i.e. $c(\sigma_p a T^4 - \sigma_f E_R)$, which is the coupling term intervening in the energy conservation equation of Navier-Stokes (modulo the sign)
is plotted. Three ranges of scale have been chosen in order to differentiate the absorption zones from the emission ones. In the first figure, Fig. 10(left), the blue zone must be disregarded, as must be the red one in the next figure, and both blue and red ones in the third figure. In Fig. 10(left), the non-blue region of the flame zone indicates a strong region of emission. In Fig. 10(center), exactly in the first cells adjacent to the bowl, a strong absorption region can be seen. This indicates that the bowl is heated by the fire in a strong way, where we know it participates in an important way in the vaporization of the fuel. The vaporization process conditions the whole fire flow, and it is hence particularly important to predict it accurately. An accurate computation of the absorption of radiation is thus very important in this region. Moreover, a few centimeters higher, the hot gas in the flame cone region, not yet reacting, also absorbs heat from the flame zone. Finally it can be noticed that the wall of the chimney absorbs some heat as well. In Fig. 10(right) are plotted the regions where a low but non-negligible absorption occurs. The fire is bounded to the right by an absorption zone, which confines the heat. The right wall absorbs some heat as well. Finally, below the bowl, neither absorption or emission occurs.

5. Conclusion

A model of radiation using a moment method has been proposed for fires. The models for the transport of radiation, for the computation of the opacities, and their discretizations have been presented. A pool fire occurring in a complex geometry has been computed by this model. The results are found to be coherent and consistent. This model thus seems to constitute a good alternative to the solving of radiation by direct RTE methods, which are more costly. This work constitutes the preliminary results of a much bigger project involving the collaboration of NASA Ames, Sandia Albuquerque, and Ecole des Mines d’Albi. In this project, the radiation of a fire, which is comparable to the one studied
here, will be solved by several methods, including this one, and compared (Jensen et al. 2004).
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Direct numerical simulation of turbulent condensation in clouds

By R. Paoli and K. Shariff

1. Motivation and objectives

Clouds are responsible for precipitation, scattering and absorption of electromagnetic energy, and cloud particles serve as sites for chemical reactions. To properly incorporate these processes in cloud-resolving codes or climate models, the crucial quantity required is the droplet size spectrum \( n(r) \) within a computational cell, defined such that \( n \, dr \) gives the number of particles in the cell having radii between \( r \) and \( r + dr \). The role of turbulence in clouds has been the object of intensive investigation in the atmospheric science community over the last forty years. (Consult the reviews by Pinsky & Khain 1997, Vaillancourt & Yau 2000, and Shaw 2003). Turbulence has three effects on the development of the droplet size spectrum: (i) During the initial phase of condensational growth it causes each particle to experience a different fluctuating supersaturation as it is transported and this leads to a broadening of the spectrum (Cooper 1989). (ii) Turbulence causes particles to cluster when they become large enough that particle inertia becomes important; this clustering eventually influences the size spectrum during the coagulation phase. (iii) Finally, during the coagulation phase, turbulence increases the number of particle encounters. The present work aims to further elucidate the first of these effects with a view to developing sub-grid models for it. In the atmospheric sciences literature, this effect is referred to as “stochastic condensation.”

The first step in current approaches for modeling stochastic condensation (see for example Khvorostyanov & Curry 1999a) is to write down the transport equation,

\[
\frac{\partial f}{\partial t} + \frac{\partial (f u_j)}{\partial x_j} = \frac{\partial (f \, r)}{\partial r},
\]

for the particle size distribution \( f(x, r, t) \). Here \( f(x, r, t) \, dx \, dr \) gives the number of particles in the four dimensional phase space volume \( dx \, dr \) at \( (x, r) \). The next step follows the standard approach for Reynolds averaging. Decomposing variables into mean and fluctuating parts, \( f = \overline{f} + f', \, \, r = \overline{r} + r' \), and averaging the entire equation leads to the appearance of covariances like \( \overline{u_j f'} \) or \( \overline{r' f'} \) which are modeled using a mixing length approach. Khvorostyanov & Curry (1999b) were able to obtain a solution for \( \overline{f} \) in terms of gamma functions which is an attractive result as many observed cloud-droplet distribution can be fitted with gamma distributions (Shaw 2003). One of the assumptions made by those authors was to use a linear relation between droplet growth rate and supersaturation fluctuations, \( r' \sim \tilde{S}' \), based on the analysis by Srivastava (1989) and heuristic considerations about the equivalence between Brownian motion of small particles and the motion of turbulent eddies.

In this brief, we investigate the turbulent condensation of a population of droplets by means of direct numerical simulation. To that end, a coupled Navier-Stokes/Lagrangian
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solver is used (see Paoli et al. 2004) where each particle is tracked and its growth by water vapor condensation is monitored exactly. The main goals of the study are to find out whether turbulence broadens the droplet size distribution, as observed in in situ measurements. The second issue is to understand if and for how long a correlation between the droplet radius and the local supersaturation exists for the purpose of modeling subgrid scale microphysics in cloud-resolving codes.

This brief is organized as follows. In Sec. 2 the governing equations are presented, including the droplet condensation model. The implementation of the forcing procedure is described in Sec. 3. The simulation results are presented in Sec. 4 together with a sketch of a simple stochastic model for turbulent condensation. Conclusions and the main outcomes of the study are given in Sec. 5.

2. Governing equations

The dimensionless forced compressible Navier-Stokes equations are

\[ \frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_j)}{\partial x_j} = 0 \]  \hspace{1cm} (2.1)

\[ \frac{\partial (\rho u_i)}{\partial t} + \frac{\partial (\rho u_j u_j)}{\partial x_j} + \frac{\partial p}{\partial x_j} = \frac{1}{Re} \frac{\partial \tau_{ij}}{\partial x_j} + \rho f_i, \; i = 1, \ldots, 3 \]  \hspace{1cm} (2.2)

\[ \frac{\partial (\rho E)}{\partial t} + \frac{\partial [(\rho E + p) u_j]}{\partial x_j} = \frac{1}{Re} \frac{\partial (u_i \tau_{ij})}{\partial x_j} - \frac{1}{Re Pr} C_p \frac{\partial Q_i}{\partial x_j} + \rho W \]  \hspace{1cm} (2.3)

\[ \frac{\partial (\rho Y_n)}{\partial t} + \frac{\partial (\rho Y_n u_j)}{\partial x_j} = \frac{1}{Re Sc_n} \frac{\partial^2 Y_n}{\partial x_j^2} + \rho \omega_n + \rho q_n, \; n = 1, 2. \]  \hspace{1cm} (2.4)

Here \( \rho \) is the density, \( u = [u_1, u_2, u_3] \) is the velocity vector, \( p \) is the pressure, \( E \) is the total energy, \( Q = [Q_1, Q_2, Q_3] \) is the heat flux vector given by Fourier's law, \( C_p \) being the non-dimensional specific heat at constant pressure. The quantity \( \tau_{ij} \) is the shear stress tensor, and \( Y_n, n = 1, 2 \) are scalar fields, \( Y_1 \) being the temperature \( T \) and \( Y_2 \) the vapor mass fraction \( Y_v \), while \( \omega_n \) are physical source terms for \( Y_n \). In the case of water vapor (\( Y_2 = Y_v \)), \( \omega_2 = \omega_v \) represents the removal of vapor due to condensation. Quantities are made non-dimensional using reference values: \( \rho_{ref} \) for the density, \( u_{ref} \) for the velocity, \( l_{ref} \) for the pressure, \( T_{ref} \) for length, \( T_{ref} \) for temperature, \( \mu_{ref} \) for the dynamic viscosity, and \( C_{p,ref} \) for the specific heat. The Reynolds number is defined as \( Re = \frac{u_{ref} l_{ref}}{\mu_{ref}} / (\mu_{ref} / \rho_{ref}) \). The Schmidt number is defined as \( Sc_n = \frac{\mu_{ref}}{\rho_{ref} D_n} \), where \( D_n \) is the diffusivity of scalar \( n \). For atmospheric conditions vapor diffusivity (given in Pruppacher & Klett 1997, p. 503) is not too different from thermal diffusivity and so we chose \( Sc = 0.75 \) for both vapor and temperature. Finally, the terms \( \rho f_j, \rho W, \rho q_1, \) and \( \rho q_2 \) in (2.2)-(2.4) represent forcing of momentum, total energy, temperature and vapor, respectively and are described in detail in the next section.

The use of compressible equations to simulate atmospheric clouds requires some comment since use of the incompressible or Boussinesq equations is more common. The rms \( u' \) of velocity fluctuations in clouds is of the order of 1 to a few meters per second (MacPherson & Isaac 1977). For \( u' = 3 \) m/s and speed of sound \( a = 300 \) m/s, the turbulence Mach number \( M_t = u' / a = 0.01 \). If we were to choose a similar \( M_t \) for the simulations, the CFL criterion would lead to a time step that is very small compared with the flow time. Instead we chose \( M_t \approx 0.05 \) for the simulations. This leaves the velocity field essentially incompressible, but allows one to run with an affordable time step. However, in weakly
compressible flow, temperature fluctuations are induced by pressure fluctuations and are proportional to $M_f^2$. Furthermore the mechanisms for temperature fluctuations in the atmosphere are not unrelated to flow induced pressure fluctuations. Thus we have no right to define the temperature from the energy $E$ which obeys (2.3). For this reason, temperature is obtained independently by solving a scalar transport equation for $Y_1 \equiv T$.

2.1. Particle treatment

Due to their small size (less than about ten microns during the condensation phase), the relaxation time $\tau_p = 4\rho_p r^2/18\mu$ of particles is short compared to the smallest turbulence time scale. They can then be treated as tracers which follow the gas according to

$$\frac{dx_p}{dt} = u(x_p, t).$$  \hspace{1cm} (2.5)

Gas variables at a particle location $x_p$ are estimated by linear interpolation, using the values at the nodes of the surrounding cell (see Boivin et al. 1998 for details). For the law of droplet growth by condensation we start with equation (15.74) in Seinfeld & Pandis (1997) and ignore the solute contribution to the equilibrium vapor pressure over the drop. We retain the latent heat term as well as the curvature contribution (Kelvin effect) and the kinetic corrections to effective vapor and temperature diffusivities. (We verified a posteriori that the last two contributions are negligible for drops $\geq 1\mu m$). We are thus left with

$$\frac{dr}{dt} = \frac{\alpha(r, T) S}{r}$$  \hspace{1cm} (2.6)

where $S = Y_v - Y_v^*(T)$ is the local supersaturation with respect to water and $\alpha(r, T)$ is a coefficient that depends on temperature and droplet size. Saturation conditions are obtained from the fit by Sonntag (1994)

$$p_0' = p X_v^* \exp(a_1 \ln T + a_2 T^{-1} + a_3 + a_4 T + a_5 T^2)$$  \hspace{1cm} (2.7)

where the mass fraction $Y_v^*(T)$ and molar fraction $X_v^*(T)$ at saturation are related by $Y_v^* = X_v^*/(X_v^* + (1 - X_v^*) W_{a\text{ir}} / W_v)$, with $W_{a\text{ir}} / W_v = 28.85 / 18.01 = 1.6$.

2.2. Numerical method

The gas transport equations (2.1)--(2.4) are discretized in physical space by means of the sixth order compact scheme by Lele (1992). They are advanced in time together with (2.5)--(2.6), using a 3rd order Runge-Kutta scheme. Periodic boundary conditions are used in the three directions of the computational cube which has sides $L_{box} = 2\pi$.

The code is parallelized using domain decomposition with MPI as the communication protocol.

3. Turbulence forcing

In order to obtain a statistically stationary velocity field, a body force $f(x, t) = [f_1(x, t), f_2(x, t), f_3(x, t)]$ is applied to the momentum equations. Physically, this represents the effect of processes such as turbulence production by shear and the turbulent cascade which occur on scales larger than the computational box. To preserve universality of the smallest scales of turbulence, only the (low) vector-valued wavenumbers $k$ within the sphere $k \equiv |k| \leq k_f$ are forced. The force is represented as a finite Fourier
series (see Eswaran & Pope 1988a)

\[ f(x, t) = \sum_{k \leq k_f} e^{ik\cdot x} \hat{f}(k, t) \]  

(3.1)

where \( \hat{f}(k, t) = [ \hat{f}_1(k, t), \hat{f}_2(k, t), \hat{f}_3(k, t) ] \) and \( \hat{f}_j(k, t) \equiv f_j^R(k, t) + i f_j^I(k, t) \) is the Fourier transform corresponding to \( k = k_0 [l, m, n] \) \( (k_0 = 2\pi/L_{box} = 1 \text{ being the fundamental wavenumber}) \), while the summation is intended over the three components, \( l = -N/2 + 1, \ldots, N/2; m = -N/2 + 1, \ldots, N/2; n = -N/2 + 1, \ldots, N/2 \), with the condition \( k = k_0 (l^2 + m^2 + n^2)^{1/2} \leq k_f \). At each wavenumber, \( \hat{f}(k, t) \) is obtained from the divergence-free projection

\[ \hat{f}(k, t) = \hat{g}(k, t) - (k \cdot \hat{g}(k, t)/k^2) k, \]  

(3.2)

of the three-dimensional stochastic process \( \hat{g}(k, t) = [ \hat{g}_1(k, t), \hat{g}_2(k, t), \hat{g}_3(k, t) ] \) which is composed of six independent Uhlenbeck-Ornstein (UO) processes corresponding to the real and imaginary parts of \( \hat{g}_j(k, t) = g_j^R(k, t) + ig_j^I(k, t), j = 1, \ldots, 3 \). These processes are governed by the Langevin stochastic differential equation (Lemons 2002),

\[ dg_j^{RI}(k, t) = g_j^{RI}(k, t + dt) - g_j^{RI}(k, t) = -\frac{g_j^{RI}(k, t)}{\tau_j} \frac{dt}{dt} + N^{\tau + dt}(0, 1) \sqrt{2 \sigma_j^2 dt} \]  

(3.3)

where \( \tau_j \) and \( \sigma_j \) are, respectively, the autocorrelation time and standard deviation of all processes, while \( N^{\tau + dt}(0, 1) \) is a normally distributed random number with zero mean and unit variance associated with the time interval \([t; t + dt]\). From (3.3) it can be easily shown that each UO process has zero ensemble-mean and is exponentially auto-correlated with time lag \( \tau_j \), i.e.

\[ \langle g_j^{RI}(k, t) \rangle = 0 \]  

(3.4)

\[ \langle g_i^{RI}(k, t) g_j^{RI}(k, t + s) \rangle = \sigma_{ij}^2 \delta^{RI} e^{-s/\tau_j}. \]  

(3.5)

Using the condition that \( f_j \) be real (i.e. \( f_j^R(-k) = f_j^R(k), f_j^I(-k) = -f_j^I(k) \)) and the requirement \( \int_{V} f_j dV = 0 \) that the force not change the net linear momentum (i.e. \( f_j^R(0) = f_j^I(0) = 0 \)), one has for the forcing terms \( f_j \) and \( W \) in (2.2) and (2.3)

\[ f_j(x, t) = 2 \sum_{l=1}^{N/2} \sum_{m=1}^{N/2} \sum_{n=1}^{N/2} \left[ f_j^R(k, t) \cos(k \cdot x) - f_j^I(k, t) \sin(k \cdot x) \right], \quad k \leq k_f \]  

(3.6)

\[ W(x, t) = \sum_{j=1}^{3} f_j(x, t) u_j(x, t) - \int_{V} \sum_{j=1}^{3} f_j(y, t) u_j(y, t) dV(y). \]  

(3.7)

The quantity \( W \) represents the work done by the force and must be added in compressible flows to maintain consistency between the momentum and energy equations (see e.g. Kida & Orzag 1991). In the statistically stationary state the amount of work done by the forcing equals viscous dissipation to heat. The integral term in (3.7) removes thermal energy in the mean and is necessary to keep the mean internal energy in the computational box from monotonically increasing due to viscous heating.

3.1. Scalar forcing

Let us now consider the forcing terms \( q_n \) in the scalar equations (2.4), and for the sake of clarity neglect the subscript \( n \) which simply identifies the scalar (temperature or
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water vapor). The same stochastic forcing as described above is used in (2.4) to drive
temperature and vapor fluctuations at the large scales. In actual clouds it is convection
and mixing between air parcels, and radiation, etc. that drive the fluctuations. Following
the usual approach, one can decompose \( q(x,t) \) as

\[
q(x,t) = \sum_{k \leq k_f} e^{i k \cdot x} \tilde{q}(k,t), \quad \text{with} \quad \tilde{q}(k,t) = q^R(k,t) + i q^I(k,t),
\]

(3.8)

where \( q^R(k,t) \) and \( q^I(k,t) \) are chosen to be UO processes defined by

\[
dq^{R,I}(k,t) = -\frac{q^{R,I}(k,t)}{\tau_q} dt + N_i^t dt(0,1) \sqrt{2 \sigma_q^2 \frac{dt}{\tau_q}},
\]

(3.9)

Using the fact that \( q(x,t) \) is real one obtains finally

\[
q(x,t) = 2 \sum_{l=1}^{N_f/2} \sum_{m=0}^{N_f/2} \sum_{n=0}^{N_f/2} \left[ q^R(k,t) \cos(k \cdot x) - q^I(k,t) \sin(k \cdot x) \right], \quad k \leq k_f.
\]

(3.10)

In (3.9), we chose \( \tau_q = \tau_f \) assuming that the same process, namely large eddies, drive
scalar and velocity fluctuations. The amplitude parameter \( \sigma_q \) could be obtained by
requiring that the standard deviation of the resulting scalar field (temperature or vapor
concentration) be in the range of atmospheric values. Strictly speaking this can only be
verified a posteriori, however, one can obtain a good prediction of the resulting variance
by using the assumption of a particle system, as often done in the simulation of turbulent
flows (see Pope 2000). In these kinds of methods, the flow is regarded as an ensemble of
fluid particles each carrying a different value for the scalar \( Y \) which evolves according to
a Langevin equation

\[
dY(t) = -\frac{Y(t) - \langle Y \rangle(t)}{\tau_m} dt + \sum_{k=1}^{N_f/2} [q^R(k,t) + q^I(k,t)]
\]

(3.11)

\[
dq^{R,I}(k,t) = -\frac{q^{R,I}(k,t)}{\tau_q} dt + N_i^t dt(0,1) \sqrt{2 \sigma_q^2 \frac{dt}{\tau_q}}
\]

(3.12)

where \( N_f \) indicates all forced modes. The first term in (3.11) is a classical exchange-with-
the-mean mixing model, \( \tau_m \) being the mixing time (usually taken to be the integral time
scale \( \tau_e \) of the flow) which is assumed to be equal to forcing time scale, \( \tau_m = \tau_f \). From
(3.11) one may then derive

\[
\frac{d \langle Y \rangle}{dt} = \sum_{k=1}^{N_f/2} \langle [q^R(k,t) + q^I(k,t)] \rangle = 0
\]

(3.13)

\[
\frac{d \sigma_q^2}{dt} = -2 \frac{\sigma_q^2}{\tau_m} + 2 \sum_{k=1}^{N_f/2} \langle Y[q^R(k,t) + q^I(k,t)] \rangle.
\]

(3.14)

Using (3.4)-(3.5) and (3.9), one finally gets to

\[
\langle Y \rangle = \text{const} \equiv \langle Y \rangle_0
\]

(3.15)

\[
\sigma_q^2(t) = N_f \sigma_q^2 \frac{t^2}{\tau_e} \left( 1 - e^{-2t/\tau_e} - \frac{2t}{\tau_e} e^{-2t/\tau_e} - \frac{t^2}{\tau_e^2} e^{-2t/\tau_e} \right)
\]

(3.16)
\[ N \quad Re \quad u' = \sqrt{\frac{2}{3}K} \quad \frac{L_c}{L_{box}} \quad \text{Re}_\lambda \quad k_{max} \eta \quad \sigma_{y1}/\langle Y_1 \rangle \quad \sigma_{y2}/\langle Y_2 \rangle \]

<table>
<thead>
<tr>
<th>N</th>
<th>Re</th>
<th>( u' )</th>
<th>( \frac{L_c}{L_{box}} )</th>
<th>( \text{Re}_\lambda )</th>
<th>( k_{max} \eta )</th>
<th>( \sigma_{y1}/\langle Y_1 \rangle )</th>
<th>( \sigma_{y2}/\langle Y_2 \rangle )</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>2000</td>
<td>0.05</td>
<td>0.162</td>
<td>49</td>
<td>0.15</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>128</td>
<td>3333</td>
<td>0.05</td>
<td>0.162</td>
<td>69</td>
<td>0.18</td>
<td>0.001</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Table 1. Flow-field parameters

**Figure 1.** (a) Evolution of the standard deviation of the three components of the velocity field. Particles are introduced at \( t/\tau_e = 10 \) when the velocity field is statistically stationary. (b) Energy spectra normalized by the Kolmogorov length \( \eta \) and velocity \( u_y \). Solid line: 128³ simulation; dashed line: 64³ simulation; symbols: \( \text{Re}_\lambda \approx 69 \) grid-turbulence experiments of Comte-Bellot & Corrsin (1971).

which shows that \( \sigma_Y \) achieves a stationary value \( \sigma_{Y \infty} \) which satisfies

\[
\sigma_q = \frac{\sigma_{Y \infty}}{\tau_e} \left( \frac{2}{N_f} \right)^{1/2}.
\]

This relation can be used to design \( \sigma_q \), knowing some characteristic values for \( \sigma_{Y \infty} \) in the atmosphere. For temperature \( (Y \rightarrow Y_1 \equiv T) \) and vapor concentration \( (Y \rightarrow Y_2 \equiv Y_v) \), Kulmala et al. (1997) report \( \sigma_{T \infty} \approx 0.3 \text{K} \) and \( \sigma_{Y_v \infty} \approx 1.4 \times 10^{-5} \), which give, for the present simulations, \( \sigma_{q_Y} = 2.2 \times 10^{-3} \), and \( \sigma_{q_T} = 1.0 \times 10^{-6} \). We verified a posteriori that these choices did indeed lead to the desired fluctuation levels (see next section).

### 4. Simulation Results

For each simulation a statistically stationary turbulent flow is first generated according to the method described above. The radius of the sphere of forced wavenumbers is \( k_f = \sqrt{8} \), giving a total of \( N_f = 92 \) forced modes. The standard deviation and autocorrelation time scale of the stochastic forcing were chosen to be, respectively, \( \sigma_f = 1.339 \times 10^{-4} \) and \( \tau_f = 20.8 \) (the same as in Eswaran & Pope 1998b). The resulting turbulence statistics of the flow are provided in Table 1, where \( k_{max} \equiv \pi N/L_{box}, \quad K = \frac{1}{2} (\sigma_{u_1}^2 + \sigma_{u_2}^2 + \sigma_{u_3}^2) \) is the turbulent kinetic energy, \( L_c \equiv L_{111} \) is the longitudinal integral length scale, \( \text{Re}_\lambda = u'\lambda/\nu \) is the Reynolds number based on the Taylor microscale \( \lambda \) (see Pope 2000 for details). These statistics were obtained by averaging over samples collected between \( t = 10 \tau_e \),
when the velocity fluctuations reach their statistically stationary value, up to about $t = 50 \tau_c$; see Fig. 1a. This figure shows that velocity fluctuations are isotropic; this was also confirmed by examining the two-point longitudinal and transverse correlation functions (not shown). The bulk of the simulations were performed on a $64^3$ grid; the rest employed a $128^3$ grid which gives a higher $Re_\lambda$ and allows validation of the method against the grid-turbulence experiments of Comte-Bellot & Corrsin (1971) (see Fig. 1b).

Scalar equations are also forced with the same method, with the means set to $\langle T \rangle = 292 K$ and $\langle Y_\nu \rangle = 0.01415$, respectively. The resulting standard deviations are $\sigma_T \simeq 0.29 K$ and $\sigma_Y \simeq 1.4 \times 10^{-5}$, which are in the range of atmospheric values reported in the literature (see Kulmala et al. 1997).

At $t/\tau_c = 50$, $N_p = 96^3$ droplets are randomly distributed in the computational domain and time is then reset to zero. Their number was chosen to satisfy two major constraints: first, it must be high enough that accurate Lagrangian statistics can be obtained, and second, the particle spacing $\lambda = (V d/N_p)^{1/3}$ must be of the same order of the Kolmogrov scale as in clouds (see Sec. 1). This was indeed verified in the present DNS where $\lambda = 2\pi/96 = 0.67 \Delta$ or $\lambda = 1.8 \eta$ (for the $64^3$ simulations).

The reference length is taken to be $l_{ref} = 2.5$ cm which implies a dimensional box size of 15.7 cm (for a kinematic viscosity of air $\nu_{ref} = \mu_{ref}/\rho_{ref} = 1.5 \times 10^{-5} m^2/s$, this also sets a reference velocity $a_{ref} = \nu_{ref} Re/l_{ref} = 1.2 m/s$, and turbulent fluctuations $a_{u_j} a_{ref} \simeq 6 cm/s$). The droplets are initially monodisperse with radius $r_0 = 5 \mu m$.

Figure 2 shows the time evolution of the statistics of droplet size and of the local supersaturation. Three cases were run with different types of forcing of the vapor field. Each case is shown using a different line type and is described in the caption. As the mean radius $\langle r \rangle$ increases by condensation, the mean supersaturation $\langle S \rangle$ decreases due to mass conservation. However, their standard deviations are quite different: $\sigma_r$ increases, up to about 1 $\mu m$ while $\sigma_S$ fluctuates about a certain value. Apart for a short transient in case 3 which is due to the adjustment of water vapor to the turbulent flow, the insensitivity
of the results to vapor forcing implies that in the present simulations supersaturation fluctuations are mainly controlled by temperature fluctuations.

The increase in \( \sigma_r \) reflects broadening of the droplet size spectrum, as is often observed in cloud measurements (Shaw 2003). This is further shown in Fig. 3 where the distribution of particle radius is plotted at various instants. The mechanism of broadening is that each individual droplet absorbs a fraction of the available supersaturation, depending on the local thermodynamic conditions and water vapor concentration, and grows with its own rate, according to (2.6). Integrating the latter gives

\[
r^2(t) = r_0^2 + \int_0^t 2\alpha S(t) \, dt
\]

which shows that the square of the radius \( r \) depends on the time history of supersaturation \( S \). In particular, for two droplets \( i \) and \( j \) and for a short time \( t \) the difference in the radius goes like \( r_i^2 - r_j^2 \sim t(S_i - S_j) \). Equation (4.1) also indicates that \( r \) and \( S \) initially develop a correlation but subsequently turbulent fluctuations decorrelate them. This is clearly shown in Fig. 4 where the correlation coefficient \( C_{rS} = \langle r'S' \rangle / \sigma_r \sigma_S \) (\( S' \) being evaluated at particle locations) is shown for the two cases with and without forcing the vapor transport equation. The figure shows that, at least for the present \( Re_\lambda \) and dissipation rate, the correlation coefficient is \( > 0.5 \) up to \( t \equiv \tau_{i/2} = 5 \tau_c \). It is interesting to compare \( \tau_{i/2} \) with the characteristic condensation time for a cloud, which coincides with the supersaturation absorption time (see Khvorostyanov & Curry 1999a), \( \tau_f = (4\pi \langle \dot{r} \rangle D_r N_p / V \alpha d)^{-1} \). In non-dimensional form, this is \( \tau_f = 167 \approx 8 \tau_c \), or \( \tau_f \approx 1.6 \tau_{i/2} \) for the current simulations. Figure 5 shows scatter plots of \( r \) and \( S \) at different times for case 1. As the previous figure, they show that \( S'/\sigma_S \approx r'/\sigma_r \) up to \( t \approx 2 \tau_c \). This result may be used to model the droplet microphysics at the sub-grid scale level in cloud resolving LES, as mentioned e.g. by Paoli & Shariff (2003), and discussed next.

4.1. Towards a stochastic model of condensation

One goal of this work was to study the correlation between droplet radius and local supersaturation in a cloud and, eventually, to model it for application in cloud-resolving LES codes. The object of this section is to propose a modeling methodology.

The concept of fluid particles has already been used in Sec. 3 to derive a simple re-
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Figure 4. Temporal evolution of the radius-supersaturation correlation coefficient: solid line, case 1; dashed line, case 3.

...lation between $\sigma_q$ and $\sigma_{Y_\infty}$. The same approach is used here for a system of physical droplets, as they have negligible inertia and exactly follow fluid particles. Thus, averaging over droplets is equivalent to volume averaging provided the number of droplets is "sufficiently" high. This has been verified for the present simulations. Assuming a statistically stationary temperature forcing and neglecting water vapor forcing, one can use a Lagrangian formulation to describe temperature and vapor evolution around a physical droplet.

$$dY_v = -\frac{Y_v - \langle Y_v \rangle}{\tau_c} dt - 4\pi a_n r_n^2 \dot{r}$$  \hspace{1cm} (4.2)
where \( n_p \) is the droplet number density and \( \rho_w \) is the water density. Expanding the supersaturation \( S \) in (2.7) around the ambient temperature \( T_\infty \), one gets after some algebra

\[
Y_s(T) \simeq Y_s(T_\infty) + \left( \frac{dY_s}{dT} \right)_{T_\infty} (T - T_\infty) = Y_s(T_\infty) [1 + \varphi_\infty (T - T_\infty)]
\]

(4.4)

with \( \varphi_\infty = a_1 T_\infty^{-1} - a_2 T_\infty^{-2} + a_4 + 2a_5 T_\infty \). Substituting the latter into Eqs. (4.2) and (4.3) and rewriting for completeness the equation for the growth of droplet radius gives

\[
dS = -\frac{S - \langle S \rangle}{\tau_e} dt + \varphi_\infty Y_s(T_\infty) \sqrt{2\sigma_t^2} dt - 4\pi \alpha \rho_w n_p r^2 \hat{r}
\]

(4.5)

\[
dr = \frac{\alpha S}{r} dt
\]

(4.6)

Taking the average of these equations over a population gives

\[
\frac{d \langle S \rangle}{dt} = -4\pi \alpha \rho_w n_p \langle S \rangle = -4\pi \alpha \rho_w n_p \left( \langle S \rangle \langle r \rangle + C_{S_\sigma_r} \sigma_r \sigma_S \right)
\]

(4.7)

\[
\frac{d \langle r^2 \rangle}{dt} = \frac{d \langle r \rangle^2}{dt} + \frac{d \langle \sigma_r^2 \rangle}{dt} = 2\alpha \langle S \rangle.
\]

(4.8)

The problem then is to close, using information from the DNS, the covariances that appear when taking higher moments of \( r \) and \( S \) (such as, for example, the correlation between \( r^2 \) and \( S^2 \)). This represents the object of our current research.

5. Conclusions

In this brief, a direct numerical simulation of the turbulent condensation of a population of droplets was performed using a coupled Navier-Stokes/Lagrangian code. Forcing of the small wavenumbers was used to sustain velocity, vapor, and temperature fluctuations. The resulting supersaturation fluctuations were responsible for the broadening of
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the droplet size distribution in agreement with in situ measurements. Finally, a sketch of a possible approach for modeling the correlation between droplet size and supersaturation for use in cloud resolving LES was presented.
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Droplet growth by turbulent coagulation

By N. Riemer and A.S. Wexler

1. Motivation and objectives

Rain formation and the role of clouds in climate and atmospheric chemistry are closely linked to the evolution of the cloud droplet spectra. Our understanding of these processes is still fragmentary (Beard & Ochs 1993; Pinsky et al. 2000). This implies that the treatment of clouds leads to large uncertainties in weather and climate predictions.

Cloud droplets are initially produced by condensation of water vapor onto nuclei. Condensation alone, however, cannot form drops that are large enough to precipitate. In the absence of the ice phase this requires the coagulation of smaller droplets resulting in a larger drop. The process of coagulation relies on relative velocities between the droplet. One mechanism to provide relative velocities is the gravitational settling of the droplets. The larger droplets fall faster and collect smaller droplets on their way. However, this does not describe the real situation in a cloud sufficiently since the droplets are transported in a turbulent environment which results in relative velocities that will deviate from the mere differences of the terminal velocities in calm air.

Recent literature agrees that the in-cloud turbulence can enhance the collision kernel and hence the droplet growth significantly. However, the quantitative treatment of these processes represents a fundamental gap in our understanding of cloud microphysics. Although the potential importance of turbulence for droplet growth has been noted by Arenberg (1939) more than 60 years ago, progress has been slow in this area. At present, turbulence effects on cloud microphysics are ignored in most current cloud models.

Air turbulence in clouds can modify the collision process in at least four ways. First, particle inertia leads to increased relative velocities and less correlated velocity directions (acceleration effect). Second, the wind field shear produces collisions between particles even with the same inertia (shear effect). The acceleration and the shear effect are often referred to as the transport effect. Third, coagulation rates are enhanced due to local concentration increases for particle response times on the order of the Kolmogorov scale. For this phenomenon the terms “preferential concentration” or “accumulation effect” have been coined. Fourth, turbulence can also impact the local droplet-droplet hydrodynamic interactions.

Since turbulence also influences the fields of temperature and water vapor it may impact condensational growth due to the turbulence induced fluctuations in supersaturation (see for instance the article by Paoli & Shariff (2004), this issue). This process, however, is beyond the scope of this paper.

Depending on the relation between the governing time scales of the fluid and the particle response times, the impact of the transport and accumulation effects varies. The transport effect is most dominant if the particle response time $\tau_p$ is on the order of the flow integral time scale $T_a$, whereas the accumulation effect is most dominant if $\tau_p$ is on the order of the Kolmogorov time scale $\tau_k$ (Wang et al. 2000; Reade & Collins 2000).
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Maxey (1987) first showed the phenomenon of preferential concentration, which was expanded by Squires & Eaton (1991) and Wang & Maxey (1993). Sundaram & Collins (1996) introduced the pair correlation function to quantify the effect of preferential concentration in the collision kernel. Since this work, further efforts have been made by Wang et al. (1998), Wang et al. (2000) and Zhou et al. (2001) to develop a model for the collision kernel on the basis of the solution of the Navier-Stokes equations using direct numerical simulations (DNS).

Pinsky & Khain (1997) brought the concept of preferential concentration to the atmospheric science community as a phenomenon that could play an important role in cloud microphysics. Indeed, several authors measured the existence of small-scale concentration fluctuations in clouds which strengthens the hypothesis that preferential concentration is also present in the atmosphere (Brenguier & Chaumat 2001; Kostinski & Shaw 2001).

Laboratory studies are rare compared to the theoretical ones, especially in the parameter range that relates to atmospheric clouds. Obviously, it is not feasible to cover the entire turbulent kinetic energy spectrum present in natural clouds with laboratory experiments. Woods et al. (1972), Jonas & Goldsmith (1972) and Neizvestny & Kobzunenko (1986) all conclude from their experiments that turbulence enhances drop collision. However, their experiments were limited to relatively small collector drops. Vohl et al. (1999) confirmed for larger collector drops that the droplets grow faster in turbulent flow compared to laminar flow.

As outlined in the brief literature review above, many of the theoretical studies have been devoted to the derivation of collision kernels. Few studies, however, investigate the resulting development of droplet size distributions (Park et al. 2002; Pinsky & Khain 1997). In light of the recent DNS-derived kernels we explore the possible impact of turbulence on the droplet size distribution for atmospheric conditions systematically, approaching the problem in two steps.

First, we will consider a Lagrangian box model of a cloud parcel simulating the evolution of the cloud droplet size distribution under the assumption that only coagulation is occurring. We will employ the coagulation kernel presented by Zhou et al. (2001), since their parameterization covers the accumulation and the transport effects. By applying this parameterization to atmospheric conditions, the potential influence of turbulent coagulation on droplet growth is evaluated.

In the second step, we will expand this model to a 1D-column model so that condensation, and transport processes such as turbulent diffusion and sedimentation can also be included.

In the following section the calculation of the turbulent collision kernel is outlined. Section 3 presents numerical results of the box model simulations, and Section 4 presents results of column model. Finally, future work is addressed in Section 5.

2. The collision kernel

Zhou et al. (2001) provide a model to predict the geometric collision kernel in a bidisperse system for a turbulent fluid, which is derived from DNS. This model includes both the turbulent transport effect and the accumulation effect. In this work we apply this kernel to calculate the development of cloud droplet spectra under atmospheric conditions. The following section outlines the calculation of the collision kernel in a turbulent fluid.

The ensemble average of the collision kernel $K_i(r_1, r_2)$ for two particles with radii $r_1$
and \( r_2 \) in a turbulent fluid can be expressed in a generalized form by Sundaram & Collins (1997):

\[
K_t(r_1, r_2) = E_t \Gamma_0 \left( \frac{\langle |w_r(r_1, r_2)| \rangle}{\langle |w_{r,\text{shear}}(r_1, r_2)| \rangle} \right) g_{12}(R),
\]

(2.1)

where \( R = r_1 + r_2 \) is the collision radius and

\[
\Gamma_0 = \sqrt{\frac{8\pi}{15}} R^3 v_k \eta
\]

(2.2)
is the collision kernel for zero-inertia particles according to Saffman & Turner (1956), with the Kolmogorov velocity scale \( v_k = (\nu\epsilon)^{\frac{1}{4}} \), where \( \nu \) is the kinematic viscosity of the fluid and \( \epsilon \) is the dissipation rate. The Kolmogorov length scale is \( \eta = (\nu^3/\epsilon)^{\frac{1}{4}} \), and \( E_t \) is the turbulent collection efficiency. The notation \( \langle |w_r(r_1, r_2)| \rangle \) denotes the ensemble-averaged magnitude of the relative velocity of particles with radii \( r_1 \) and \( r_2 \).

The collection efficiency \( E_t \) is defined as the product of the collision efficiency \( E_{\text{col},t} \) and the coalescence efficiency \( E_{\text{coa},t} \). The collision efficiency represents the ratio of the actual number of collisions to the number for complete geometric sweep-out. However, collision does not guarantee coalescence. The coalescence efficiency accounts for this fact and is defined as the ratio of the number of coalescences to the number of collisions.

The hydrodynamic interactions of droplets in turbulent flow are highly uncertain, but there are indications that the collision efficiency is larger in turbulence than in calm air (Pinsky et al. 1999). In our study we retain the value \( E_{\text{col},t} = 1 \). An estimation of the impact of \( E_{\text{col},t} < 1 \) based on the work of Pinsky et al. (1999) is given in Riemer & Wexler (2004).

Even less is known about the coalescence efficiency in turbulent flow, \( E_{\text{coa},t} \). Laboratory studies of small colliding droplets show that the coalescence efficiency is close to 1 if the droplets are charged and an electrical field is present (Rogers & Yau 1989). Because weak fields and charges exist in natural clouds, we therefore assume \( E_{\text{coa},t} = 1 \) for the sake of simplicity.

The term \( \langle |w_{r,\text{shear}}(r_1, r_2)| \rangle / \langle |w_r(r_1, r_2)| \rangle \) with its two components – shear and acceleration – represents the turbulent transport effect by

\[
\langle |w_{r,\text{shear}}(r_1, r_2)| \rangle = \sqrt{\frac{2}{15\pi}} v_k R \eta, \quad \frac{\langle |w_r(r_1, r_2)| \rangle}{\langle |w_{r,\text{shear}}(r_1, r_2)| \rangle} = \left[ 1 + 15 \frac{w_{r,\text{accel}}}{v_k} (\frac{\eta}{\nu})^2 \right]^{\frac{1}{2}}
\]

\[
\frac{w_{r,\text{accel}}}{v_k} = C_u(\phi) \left( \frac{\nu}{v_k} \right)^2 \frac{1}{\gamma - 1} \left[ (1 + \theta_1 + \theta_2) \sqrt{\frac{1 + \theta_1 + \theta_2}{(1 + \theta_1)(1 + \gamma \theta_1)}} \right] \times
\]

\[
\left[ \frac{1 + \theta_1}{(1 + \theta_1)(1 + \gamma \theta_1)} \right] - \left[ \frac{1 + \theta_2}{(1 + \theta_2)(1 + \gamma \theta_2)} \right],
\]

(2.3)

where \( \theta_i = 2.5 \tau_p(r_i)/T_e \) \((i = 1, 2)\) is proportional to the ratio of particle response time \( \tau_p = 2\rho_p r_i^2 / (9\nu \rho) \) to flow integral time \( T_e = u^2 / \epsilon \). Here, \( \rho_p \) is the particle density, \( \rho \) the fluid density, \( r_i \) particle radius and \( u' \) the fluid r.m.s. velocity fluctuation.

Equation (2.3) is developed on the basis of the formulation by Kuirs & Kusters (1997). To fit their numerical results, Zhou et al. (2001) introduced the function \( C_u(\phi) = 1.0 + 0.6 \exp\left[ - (\phi - 1)^{1.5} \right] \) and the factor \( \gamma = \phi \times 0.183 u'^2 / \epsilon u \) with \( \phi = \max(\theta_2/\theta_1, \theta_1/\theta_2) \).

The factor

\[
g_{12}(R) = 1 + \rho_{12} \sqrt{g_{11}(R) - 1 \sqrt{g_{22}(R) - 1}}
\]

(2.4)
is the bidisperse radial distribution function at contact and accounts for the accumulation
\[
\begin{align*}
y_0(\alpha) &= 18\alpha^2 \\
y_1(\alpha) &= 0.36\alpha^{2.5}\exp(-\alpha^{2.5}) \\
y_2(\alpha) &= 0.24\exp(-0.5\alpha) \\
y_3(\alpha) &= 0.013\exp(-0.07\alpha) \\
z_0(\alpha) &= \frac{1}{2} [1 + \tanh \frac{\alpha - 0.5}{0.5}] \\
z_1(\alpha) &= \frac{1}{2} [1 + \tanh \frac{\alpha - 0.75}{0.75}] \\
z_2(\alpha) &= \frac{1}{2} [1 + \tanh \frac{\alpha - 0.25}{0.25}]
\end{align*}
\]

Table 1. Auxiliary functions for the radial distribution function \( g_{ii} \)

Effect, which is governed by the monodisperse radial distribution functions \( g_{ii} \) (i=1,2; no summation implied) and the concentration correlation coefficient

\[
\rho_{12} = 2.6\exp(-\psi) + 0.205\exp(-0.0206\psi)\frac{1}{2}(1 + \tanh(\psi - 3)).
\]

where \( \psi = \max(\tau_{p2}/\tau_{p1}, \tau_{p1}/\tau_{p2}) \) and

\[
g_{ii} = 1 + y_0(\alpha)[1 - z_0^2(\alpha)] + R_\lambda z_0^2(\alpha)\{y_1(\alpha)[1 - z_1(\alpha)] + y_2(\alpha)z_1(\alpha) + y_3(\alpha)z_2(\alpha)\}.
\]

The functions \( y_0(\alpha), y_1(\alpha), y_2(\alpha), y_3(\alpha), z_0(\alpha), z_1(\alpha) \) and \( z_2(\alpha) \) are given in Table 1. Here, the argument \( \alpha = \tau_{p1}/\tau_k \) is the Stokes number where \( \tau_k = \sqrt{\nu/\epsilon} \) is the Kolmogorov time scale.

The monodisperse radial distribution function \( g_{ii} \) scales with the Taylor-microscale Reynolds number, which is defined as \( R_\lambda = u'\lambda/\nu \) with the transverse Taylor microscale \( \lambda = \sqrt{15\nu u'^2/\epsilon} \). The linear dependence of \( g_{ii} \) on \( R_\lambda \) is based on the results of DNS, which only cover a range of low Reynolds numbers compared to atmospheric conditions. The extrapolation of this relationship to high Reynolds numbers introduces some uncertainty which we must keep in mind when interpreting our results.

Zhou et al. (2001) employ furthermore the following assumptions in their model: The size of the particles is on the order of or less than the Kolmogorov length scale \( \eta \). The particle volume fraction and mass loading are sufficiently low so that the presence of the particles does not impact the gas turbulence. These assumptions are valid for clouds as established in Section 2.1.

Moreover, their DNS do not include the effect of gravity. In the atmosphere, clearly both turbulence and gravitation effect the size distribution. Therefore it is necessary to formulate a collision kernel that includes both mechanisms. The usual approach for modelling the impact of several coagulation mechanisms, for instance Brownian motion and gravitational settling, is simply adding the individual kernels. As Buturin & Kielkiewicz (1996) show this method gives satisfactory results. However if the accumulation effect is also involved, the formulation of the resulting kernel requires more caution because sedimentation might counteract the clustering effect (Vaillancourt & Yu 2000). The overall effect of the interaction of gravitation and turbulence on the coagulation of particles is still not very well understood at this stage and represents an area where further research is needed.

Unless otherwise indicated, we will consider the effect of gravity and turbulence separately. To estimate the interaction of these processes, we simply add the turbulent and
sedimentation kernels. Clearly, this approach is only preliminary and will be improved as research progresses.

In our investigation the sedimentation kernel $K_s(r_1, r_2)$ for calm air will be employed for comparison, which is given by:

$$K_s(r_1, r_2) = \pi(r_1 + r_2)^2 E_s|v_T(r_1) - v_T(r_2)|.$$  \hspace{1cm} (2.7)

Here, $E_s$ is the collision efficiency for calm air for which we use the values provided by Hall (1980), and $v_T(r_1), v_T(r_2)$ are the terminal velocities of the droplets in calm air.

2.1. Calculation of the size distributions

The stochastic collection equation describes the evolution of a colliding and coalescing cloud droplet size distribution (Pruppacher & Klett 1997):

$$\frac{\partial n(m, t)}{\partial t} = \frac{1}{2} \int_{m_0}^{m} n(m', t)K(m, m')n(m', t)dm'$$

$$- \int_{m_0}^{\infty} n(m, t)K(m, m')n(m', t)dm',$$

where $n(m, t)$ is the drop number distribution function at time $t$ and $K(m, m')$ is the collection kernel describing the rate at which a droplet of mass $m_c = m - m'$ is collected by a droplet of mass $m'$ forming a droplet of mass $m$. The following transformation of variables leads to the stochastic collection equation for the mass size distribution $g(y, t)$ (Berry 1967):

$$g(y, t)dy = m n(m, t)dm, \quad n(m, t) = \frac{1}{3m^2}g(y, t),$$

where $y = \ln r$, and $r$ is the radius of droplets with mass $m$.

$$\frac{\partial g(y, t)}{\partial t} = \frac{1}{2} \int_{y_0}^{y} \frac{m^2}{m_c^2}g(y_c, t)K(y_c, y')g(y', t)dy'$$

$$- \int_{y_0}^{\infty} g(y, t)K(y, y')g(y', t)dy'.$$

As the initial cloud droplet distribution we use a Gamma function of the form $n(m, t = 0) = L_w/\bar{m}^2 \exp(-m/\bar{m})$, where $L_w$ is the total cloud water content, and $\bar{m}$ is the mean droplet mass. Assuming spherical droplets, $\bar{m}$ and the mean droplet radius $\bar{r}$ are related by $\bar{m}(\bar{r}) = 4/3\pi \rho_p \bar{r}^3$, where $\rho_p$ is the water density.

For our simulations, $L_w$ is set to 1 g m$^{-3}$, typical for warm rain clouds and $\bar{r}$ to 10 $\mu$m, a typical cloud droplet size. This means that the assumptions mentioned above (low mass loading and particles smaller than or on the order of $\eta$) hold. Solution of the stochastic collection equation (2.10) uses the flux method by Bott (1998), which has been proved to be both efficient and mass conservative. For the collection kernel $K$ we employ the turbulent collision kernel $K_t$ as described in Section 2 for different atmospheric conditions and compare the results to those obtained with the kernel for sedimentation in calm air $K_s$ (equation (2.7)).

Cloud dissipation rates $\epsilon$ depend on cloud type and age. The values range from 10 cm$^2$ s$^{-3}$ for stratus clouds to several 100 cm$^2$ s$^{-3}$ for cumuli and 1000 cm$^2$ s$^{-3}$ for cumulonimbus clouds (Pruppacher & Klett 1997).

Figure 1 shows measured dissipation rates $\epsilon$ in clouds with the corresponding r.m.s. velocity $u'$ (MacPherson & Isaac 1977). From dimensional arguments, a cubic relation
between $\epsilon$ and $u'$ is expected, since

$$\epsilon = \frac{u'^3}{L}, \tag{2.11}$$

as long as the characteristic length scale $L$ is relatively constant. The dashed line shows the fit to the data points for $L = 1500$ m. The solid line shows the radius $r_k$ that fulfills the condition $\tau_p(r_k) = \tau_b(\epsilon)$, showing that the accumulation effect is important.

Clearly, for values of $\epsilon$ that occur in the atmosphere, the values for $r_k$ are in the range of observed cloud droplet sizes. Therefore the accumulation effect is expected to be significant for droplets between 30 $\mu$m and 100 $\mu$m. The transport effect, however, is less important since $\tau_p = T_e$ applies for unreasonably large particle sizes under atmospheric conditions.

In the following, the values of $\epsilon = 300$ cm$^{-2}$ s$^{-3}$ and $u' = 3.5$ m s$^{-1}$ are used for the base case, which fulfill equation (2.11) and represent in-cloud turbulence of moderate to high intensity.

3. Box model simulations

In this section we evaluate the influence of turbulence on the evolution of the drop size spectra if only coagulation is considered. Figure 2a shows the turbulent coagulation kernel $K_t$ according to equation (2.1) for the base case, and figure 2b shows the relative differences $(K_t - K_s)/K_s$ to the sedimentation kernel $K_s$ according to equation (2.7). Given equation (2.7), it is clear that $K_s$ depends both on the absolute and on the relative particle sizes. In particular, since it depends on the relative velocity it becomes large if the sizes of the colliding droplets are different and zero for equally sized droplets. The turbulent coagulation kernel $K_t$ exhibits a distinct local maximum for the combination of droplet radii near 65 $\mu$m and 250 $\mu$m using the base case values for $\epsilon$ and $u'$. The exact position as well as the magnitude of this maximum depend on $\epsilon$ and $u'$. It shifts to larger radii for smaller dissipation rates, which means that higher dissipation rates enhance the coagulation process at an earlier stage. Note that the local maximum in the 65 to 250 $\mu$m size range is not of primary importance for the onset of effective coagulation.
Figure 2. (a) $K_4$ in m$^3$s$^{-1}$ for $\epsilon = 300$ cm$^2$s$^{-3}$ and $u' = 3.5$ m s$^{-1}$. (b) Relative differences $(K_4 - K_s)/K_s$. $K_s$ as in figure 2. Note the different scale of the axis compared to figure 2a.

Figure 3. (a) Temporal evolution of the mass size distribution with sedimentation kernel according to Hall (1980). (b) Same as (a) but with turbulent kernel (base case). \(---\) : start, \(\cdots\) : 10 min, \(\cdots\cdots\) : 20 min, \(\cdots\cdots\cdots\) : 30 min.

To be effective, turbulent coagulation must help particle grow through the 10-40 $\mu$m gap. Below this size range condensation grows particles effectively, above this size range settling coagulation becomes an effective mechanism for particle growth. Indeed figure 2 shows that $K_4$ is by about a factor of 5-10 larger than $K_s$ in this size range. Moreover, turbulent coagulation is also effective for same-sized particles.

We can therefore expect that the impact of turbulent coagulation is especially significant in the initial stage of the development of the cloud whereas the impact decreases for large cloud droplets or rain drops.

Figure 3 shows the temporal evolution of the mass distribution $g(\ln r)$ for the sedimentation kernel and for the turbulent kernel for the base case. For the sedimentation kernel (figure 3a) a second mode appears only after about 30 minutes. At $t = 30$ min, most of the mass (97 %) is still distributed over the droplet size range smaller than 100 $\mu$m, confirming the well known fact that sedimentation alone cannot explain the fast formation of large droplets. For the turbulent kernel (figure 3b), the second mode forms already after 10 minutes, because the turbulent coagulation kernel of Zhou et al. (2001) accelerates the formation of large drops. For simulation times around one hour, the sedimentation and
turbulent kernels predict similar distributions, supporting the finding that turbulence is especially important for the early stage of the development of the cloud. If the combined sedimentation and turbulent kernel is considered, the second mode becomes visible after only 5 minutes, and after 30 minutes 96% of the mass is transferred to sizes larger than 100 μm (not shown here).

The temporal evolution of the size distribution shows a strong sensitivity to the dissipation rate. We will address this point in section 4.

4. 1D simulations

With the box model presented in section 3 only the impact of coagulation has been studied and we found that turbulent coagulation can accelerate rain formation significantly. In the real atmosphere, however, condensation is also an important process – in fact condensation is the governing process in the early stage of droplet growth. Additionally, transport processes such as turbulent diffusion and sedimentation take place. The question arises if the result of the previous section still holds considering the interaction of these processes.

To address this question, we consider a column of air parcels with a prescribed aerosol distribution that undergoes an updraft (e.g. cooling) process. For the set up of the base case and the initial condition see table 2.

The size distribution of the aerosol particles (solid line in figure 4a) is initially prescribed in each grid box. We use 100 logarithmically spaced bins to discretize the size distribution with respect to radius. At the start of the simulation the water content of the aerosol particles is calculated according to equilibrium conditions assuming that the aerosol consists of ammonium sulfate. As a consequence of the ascent of the column supersaturation is reached and a proportion of the aerosol particles are activated serving as cloud condensation nuclei (CCN). The processes of condensation/evaporation, coagulation, turbulent diffusion and sedimentation shape the size distribution and feed back on the supersaturation of the system. We assume a constant updraft velocity and do not consider entrainment processes.

The following set of equations describes the system: As the column rises, the potential temperature θ and the specific humidity q change according to:

$$\frac{\partial \theta}{\partial t} = \frac{\partial}{\partial z} \left( K_h \frac{\partial \theta}{\partial z} \right) - \left( \frac{p_0}{\rho} \right)^{0.286} \frac{L_v}{c_{pa} \rho} \left( \frac{\partial}{\partial t} q \right)_{\text{phase}},$$

$$\frac{\partial q}{\partial t} = \frac{\partial}{\partial z} \left( K_h \frac{\partial q}{\partial z} \right) + \frac{1}{\rho} \left( \frac{\partial}{\partial t} q \right)_{\text{phase}}.$$

Here $K_h$ is the eddy diffusivity for heat, $c_{pa}$ is the specific heat of dry air at constant pressure, $L_v$ is the latent heat of condensation, $p$ is the pressure, and $\rho$ is the air density.

Changes of the size distribution of the water mass $g_w$ are calculated as follows:

$$\frac{\partial g_w}{\partial t} = \frac{\partial}{\partial z} \left( K_h \frac{\partial g_w}{\partial z} \right) - \frac{\partial}{\partial z} (u_ig_w)$$

$$+ H g_w - \frac{1}{3} \frac{\partial}{\partial y} (H g_w) + \left( \frac{\partial g_w}{\partial t} \right)_{\text{coa}}$$

The last term corresponds to coagulation and is defined in equation (2.10). The second term of the right hand side describes sedimentation with terminal velocity $u_i$. 


Updraft velocity 1 m s\(^{-1}\)
Vertical gridsize 20 m
Total column height 500 m
Initial aerosol distribution see figure 4
Eddy diffusivity 10 m\(^2\) s\(^{-1}\)
Dissipation rate 300 cm\(^2\) s\(^{-3}\)
r.m.s. velocity 3 ms\(^{-1}\)
Relative humidity from 91 % (layer 1, bottom) increasing to 99.6 % (layer 25, top)
Temperature from 285 K (layer 1) decreasing with wet-adiabatic lapse rate

Table 2. Model parameters and initial conditions

The third and fourth terms specify the condensation/evaporation with the condensation/evaporation rate \( H \) defined as

\[
H = \frac{1}{m(r)} \frac{\partial m(r)}{\partial t}
\]  

(4.4)

here \( m \) is the mass of a particle of size \( r \).

The growth rate \( \partial m / \partial t \) of the particles is calculated according to Majeed and Wexler (2001).

\[
\frac{\partial m(r)}{\partial t} = \frac{4\pi D' \rho_{w} p^\sigma(T)/(RT) [\text{RH} - \exp(A - B)]}{1 + (4\pi D' \rho_{w} p^\sigma(T)/(RT))(L_v M_w/(RT))(L_v/(4\pi k' T)) \exp(A - B)},
\]

with

\[
A = \frac{2 M_w \sigma_w}{RT \alpha \rho_w r^2}, \quad B = \nu_m \frac{M_w}{M_s} \frac{m_s}{m_d - m_p},
\]

where \( M_w \) is the molecular weight of water vapor, \( M_s \) the molecular weight of the solute, \( R \) the universal gas constant, \( D' \) the water diffusivity corrected for non-continuum effects, \( T \) the temperature of the environment, \( T_\alpha \) the droplet temperature, \( p^\sigma(T) \) the water saturation pressure at \( T \), \( \text{RH} \) the relative humidity, \( L_v \) the latent heat of water, \( k' \) the thermal conductivity corrected for non-continuum effects, \( \sigma_w \) the air-water surface tension, \( \rho_w \) the water density, \( \nu_m \) the number of ions per solute molecule, \( m_s \), \( m_d \) and \( m_p \) the masses of solute, droplet and dry particle.

A corresponding equation can be formulated for the aerosol mass distribution. Since we do not consider chemical processes the terms for condensation/evaporation vanish.

\[
\frac{\partial g_a}{\partial t} = \frac{\partial}{\partial z} \left( K_h \frac{\partial g_a}{\partial z} \right) - \frac{\partial}{\partial z} (v_i g_w) + \left( \frac{\partial g_a}{\partial t} \right)_{\text{coa}}
\]

(4.6)

The term due to the phase change of water vapor in equations 4.1 and 4.2 may be obtained by integrating over the whole droplet spectrum:

\[
\left( \frac{\partial g}{\partial t} \right)_{\text{phase}} = \int_{0}^{\infty} H g_w - \frac{1}{3} \frac{\partial}{\partial y} (H g_w) dy
\]

(4.7)

For solving these equations we apply operator splitting. The terms for turbulent diffu-
sion are solved with an implicit scheme, for the sedimentation terms we use the advection algorithm according to Dhaniyala & Wexler (1996).

Coagulation is treated as following: For the dry aerosol mass we use a fixed grid with respect to the dry particle radius and apply the method by Bott (1998). The associated water is moved from bin to bin accordingly assuming an internal mixture of the whole droplet.

For the condensation of water we use a moving grid. The advantage of this hybrid approach (e.g., fixed grid for coagulation, moving grid for condensation) is that it avoids numerical diffusion as it occurs when treating condensation on a fixed grid. It also ensures that the aerosol mass is regenerated after evaporation, which is important for the investigation of aerosol processing.

Figure 4a shows the temporal development of the dry aerosol mass size distribution in layer 6 for the base case. Starting from the initial distribution, the dry aerosol mass is transferred to larger radii over the course of the simulation due to the coagulation process. The corresponding development of the water mass distribution in figure 4b shows that large droplets are formed after 25 min. To understand the development of the size distribution it is necessary to analyse which process is most important at various
times over the course of the simulation. Figure 5 and 6 display these processes for this purpose. As seen from figure 5 condensation is dominant for the size range below 20 μm and therefore most important for the early stages of the simulation. Figure 6a shows that after 25 min. coagulation takes over and shifts the mass from sizes below 20 μm to those above 100 μm. As seen in figure 6b sedimentation becomes important once the droplets have attained a critical size of about 300 μm. This process eventually removes the water and associated CCN from the column.

Figure 7a shows the sensitivity towards the turbulence intensity. All size distributions are shown at t=30 min. The case without turbulent coagulation (coagulation only due to sedimentation) is included for comparison. For this case we see the results of the box model study confirmed. The size distribution is still very narrow and does not show any formation of larger size droplets. For $\epsilon = 100 \text{ cm}^2 \text{s}^{-3}$ the second maximum is not apparent, but a broadening towards the right is noticeable. For both $\epsilon = 300 \text{ cm}^2 \text{s}^{-3}$ and $\epsilon = 500 \text{ cm}^2 \text{s}^{-3}$ large droplets are formed. For $\epsilon = 500 \text{ cm}^2 \text{s}^{-3}$ the formation occurs already earlier in the simulation so that at t=30 min. more water mass has been removed from the column due to sedimentation.

Finally we want to address the uncertainty concerning the Reynolds number dependence of the coagulation kernel. As mentioned in section 2 some uncertainty is introduced in the calculation of the coagulation kernel since we assume that the radial distribution function $g_{12}$ depends linearly on the Reynolds number. While this assumption holds for the range of Reynolds numbers that are covered in DNS, it is unknown if this would still be the case for Reynolds numbers in the atmosphere or if $g_{12}$ would level off after some (likewise unknown) threshold value is reached. Such behavior has been found for other problems in turbulence. For instance Belin et al. (1997) have shown for the velocity gradient distributions in turbulence that a change in the dependence of the parameters of the distributions on the Reynolds number can be found around $R_{\lambda} = 700$. To estimate the sensitivity in our model we carry out an additional simulation where $R_{\lambda}$ in equation (2.6) is set artificially to 700 while $\epsilon$ and $u'$ are set to the base case values. The result in figure 7b shows that compared to figure 4b, the development of large droplets is clearly delayed. However, compared to the case with coagulation due to sedimentation only strong acceleration of the large droplet formation within the first 30 min. can still be noticed.
5. Conclusions and future work

In this paper we have investigated the impact of turbulence on the development of cloud droplet spectra. In a two-step approach we have shown first that – compared to the effect of sedimentation in calm air only – even moderate turbulence can enhance the formation of large droplets significantly. The largest impact of turbulence is expected for similar sized particles and/or for particles in the size range smaller than 100 μm. Here, the collision kernel is enhanced by several orders of magnitude if turbulence is included, which accelerates the growth of droplets dramatically. By treating coagulation, condensation, turbulent diffusion and sedimentation in a 1D model we find the result confirmed. Turbulent coagulation appears to be the key mechanism that bridges the gap in transforming droplets into drops.

This model framework represents a powerful tool to investigate the impact of in-cloud turbulence on the various interactions of clouds and the Earth system. The validation of the model with observational data is currently underway.

Further plans should address the interaction of cloud microphysics with in-cloud chemistry. Current cloud chemical models predict a dependence of sulfate production on the droplet size distribution. However, the droplet dynamics in existing models does not account for the turbulence in clouds. Therefore, a focus of our research concerning the heterogeneous chemistry in clouds will be to quantify the sulfate production of clouds including the process of turbulent coagulation. In this context, it will be worthwhile to implement the cloud parcel model in a more comprehensive atmospheric model, such as a full 3D Large Eddy Simulation (LES) model, which provides the meteorological input data for the cloud microphysics model, and includes transport and coupling with atmospheric chemistry.
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Topography modeling in atmospheric flows using the immersed boundary method

By I. Senocak, A.S. Ackerman †, D.E. Stevens ‡ and N.N. Mansour

1. Motivation and objectives

Numerical simulation of flow over complex geometry needs accurate and efficient computational methods. Different techniques are available to handle complex geometry. The unstructured grid and the multi-block body-fitted grid techniques have been widely adopted for complex geometry in engineering applications. In atmospheric applications, terrain fitted single grid techniques have found common use. Although these are very effective techniques, their implementation, coupling with the flow algorithm, and efficient parallelization of the complete method are more involved than a Cartesian grid method. Oftentimes, the grid generation can be tedious and one needs to pay special attention in numerics to handle skewed cells for conservation properties. Researchers have long sought for alternative methods to ease the effort involved in simulating flow over complex geometry. A good example is the work by Peskin (1977). He has developed the immersed boundary method (IBM) to simulate blood flow in a heart/mitral valve system, where the boundary is represented by a body force and the equations are solved on a Cartesian grid. However, formulating a suitable body force term has proved to be a challenging issue.

In recent years, IBM has been significantly improved. Mohd-Yusof (1997) has proposed the direct forcing method in which the body force is implicitly taken into account by reconstructing the velocity field around the immersed boundary. Essentially, this new approach has eliminated the issue of explicit formulation of a suitable body force representing the boundary. IBM with the direct forcing approach has been further developed by adopting higher order reconstruction schemes, and it has been successfully applied to complex flow problems in engineering applications (e.g., flow over a truck, flow in piston cylinder assembly and flow in a stirred tank) by Fadlun et al. (2000); Verzicco et al. (2000); Iaccarino & Verzicco (2003). For high Reynolds number flow simulations, IBM coupled with an adaptive mesh refinement technique has been effective to provide the required near-wall resolution (Kalitzin & Iaccarino 2003). Adaptive mesh refinement helps reduce the overall number of computational nodes to achieve the desired near-wall resolution, but the problem can still be very demanding for higher Reynolds number flow simulations.

Wall/surface modeling in LES or the wall-function formulation in Reynolds-averaged Navier-Stokes (RANS)computations have been proposed to decrease the computational load due to near-wall resolution. In these approaches, coarse resolution grids can be employed, and no-slip conditions are not applied directly at the surface, because the implied stress would be overestimated on a coarse resolution grid. Instead, stresses at the surface are imposed as boundary conditions, alleviating the need to resolve the thin turbulent boundary layer. If one wants to extent the IB method for topography modeling
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in LES of atmospheric flows, for which numerical resolutions have been poor, then it is necessary to develop a reconstruction scheme that can take into account surface modeling. This issue has not been addressed within the context of IBM and it is one of our main objectives in this paper.

In what follows, we briefly describe the immersed boundary method, and apply it to low Reynolds number laminar flow cases to test our implementation. To take into the LES surface modeling issue within the IB method, we develop a reconstruction scheme based on the mean logarithmic wind profile assumption near the surface. To test this new scheme, we perform LES of a neutrally stratified atmosphere. Specifically, we compare the results of the IB method with the new reconstruction scheme to the results of the commonly adopted surface modeling approach, in which surface stresses are imposed as boundary conditions.

2. Governing equations

The governing equations for LES of a neutrally stratified atmospheric boundary layer are the filtered Navier-Stokes equations written as follows

\[
\frac{\partial \tilde{u}_i}{\partial x_i} = 0, \quad \frac{\partial \tilde{u}_i}{\partial t} + \frac{\partial (\tilde{u}_i \tilde{u}_j)}{\partial x_j} = \frac{\partial \tilde{p}}{\partial x_i} + \epsilon_{ijk} f_j \tilde{u}_k - \frac{\partial \tau_{ij}}{\partial x_j},
\]

where turbulent stresses are defined as \( \tau_{ij} = \tilde{u}_i \tilde{u}_j - \tilde{u}_i \tilde{u}_j \), \( f_j \) is the Coriolis parameter, \( \epsilon_{ijk} \) is the permutation tensor, \( \tilde{u} \) and \( \tilde{p} \) are the filtered velocity and filtered dynamic pressure, respectively.

To solve the above governing equations, we use the LES atmospheric research code DHARMA. The numerical method adopted in DHARMA is described in detail in Stevens & Bretherton (1996) and Stevens et al. (2000). The governing equations are integrated using a forward-in-time projection method based on an explicit second-order Runge-Kutta scheme (Bell & Marcus 1992). The spatial discretisation is performed on a staggered grid. A third-order accurate upwind-biased monotonic scheme is used for the advection terms, whereas diffusion and pressure gradient terms are discretized using second-order accurate central differencing schemes. A direct solver (FFT) is utilized for solving the pressure Poisson equation, and the code has been parallelized to run on various platforms using MPI.

3. Subgrid scale turbulence modeling

Since the Reynolds number of a typical atmospheric boundary layer (ABL) flow is very high, LES of ABL with near-surface resolution is not a practical option with current computer resources. To alleviate this obstacle one resorts to LES with surface modeling. For a planar surface, a common approach is to set the vertical component of the velocity to zero, and to define the horizontal components of the turbulent stresses based on the mean logarithmic wind profile assumption (Moeng 1984). The surface stresses can be written as follows

\[
\tau_{i3} = - \left( \frac{k}{\ln \frac{z_0}{z_i}} \right)^2 |u_3| \tilde{u}_i,
\]

where \( z_i \), \( u_i \) are the distance in the vertical direction and the velocity of the first grid point away from the surface, respectively. \( z_0 \) represents the roughness height. It should be noted that, in the immersed boundary method, we do not utilize the above approach
for surface modeling. Instead, we employ the \( \log \)-law reconstruction scheme, which is described in the next section.

Turbulent stresses that appear in equation 2.1 are modeled based on the Boussinesq eddy viscosity assumption. As discussed in Senocak et al. (2004), in LES of ABL near-surface models are needed to improve the predictions in the vicinity of the surface. Based on the results of that study we employ the hybrid RANS/LES model for the present computations. The hybrid RANS/LES model adopts the Prandtl's mixing length model (Prandtl 1925) near the surface and blends in with the dynamic Smagorinsky (Germano et al. 1991) away from the surface. The resulting form of the turbulent eddy viscosity can be written as

\[
\nu_t = [(1 - \exp(-z/h))^2 \cdot (C \Delta^2) + \exp(-z/h)^2(\kappa z)^2][S],
\]

where \( z \) is the distance from the surface, \( \Delta \) is the filter width, \( \kappa \) is the von Karman constant with a value of 0.41, and \( [S] \) is the magnitude of the strain rate tensor. The dimensionless parameter \( C \) is computed dynamically during the solution, making it a function of space and time (Germano et al. 1991). In the above equation \( h \) is the altitude, corresponding roughly to the upper edge of the surface layer. A value of 150 (m) is used for the present computations. It should be mentioned that a logarithmic velocity profile is expected within the surface layer, which is approximately the bottom 10 percent of the atmospheric boundary layer height for neutrally stratified conditions (100 m - 200 m) (Stull 1988).

4. Immersed boundary method

In IBM the solid boundary is represented by a body force \( F_i \). The discretized form of the momentum equation given in 2.1 can be written as follows.

\[
\frac{u_i^{n+1} - u_i^n}{\Delta t} = RHS_i + F_i,
\]

where \( RHS_i \) includes the pressure gradient, convective, diffusive, and Coriolis terms. \( F_i \) is the body source term that gives the desired velocity at the boundary. In the direct forcing technique (Mohd-Yusof 1997; Fadlun et al. 2000) if the desired velocity at the
boundary is $u_i^{n+1} = V_i^{n+1}$ then one can write the explicit form of the body force as

$$F_i = -RHS_i + \frac{V_i^{n+1} - u_i^n}{\Delta t}.$$  \hspace{1cm} (4.2)

Hence, instead of imposing the body force $F_i$ explicitly to obtain the desired velocity at the boundary, one can impose the desired velocity and take into account the body force implicitly. For complex geometry, the boundary is not coincident with the Cartesian grid nodes, so one needs to reconstruct the velocity field using the values from neighboring nodes and the desired value at the boundary.

The steps involved in applying the immersed boundary method can be summarized as follows.

(a) Preprocessing: Determine the Cartesian cells that are cut by the boundary. Tag the nodes as dead, fluid and cut.

(b) Predictor stage: Solve the discretized momentum equations.

(c) Set zero velocity field on the dead nodes, and apply the reconstruction scheme on the cut nodes.

(d) Solve the pressure Poisson equation

(e) Update the velocity and the pressure field, and impose the reconstruction on the cut nodes.

Several reconstruction schemes have been suggested in literature (Fadlun et al. 2000; Iaccarino & Verzicco 2003). The simplest reconstruction scheme is the nearest neighbor. For instance, if we consider a 2-D geometry, a linear interpolation can be employed in either the x (horizontal) or the z (vertical) direction depending on the distance from the boundary. To preserve the local maxima or the minima a bilinear inverse interpolation can also be adopted. As depicted in the left part of figure 1, a quadrilateral element can be constructed from the neighboring nodes and the boundary surrounding the cut node. This quadrilateral element and the coordinate of the cut node is then mapped onto a square element, where an area weighted average is used to interpolate the value of the velocity at the cut node. A quadratic equation needs to be solved for this mapping, which can be derived as follows

$$x_P = \sum_{i=1}^{4} x_iN_i, \quad y_P = \sum_{i=1}^{4} y_iN_i,$$

$$N_i = \frac{1}{4}(1 + \xi_i)(1 + \eta_i), \quad \xi_i = \pm 1, \eta_i = \pm 1.$$ \hspace{1cm} (4.3)

Eliminating $\xi$ gives a quadratic equation for $\eta$.

$$a\eta^2 + b\eta + c = 0,$$ \hspace{1cm} (4.4)

Upon solution of this equation the root that lies within the mapped zone is taken as the solution. A stable algorithm for bilinear inverse interpolation is given by Felippa (2004). However, the extension of this method to 3-D (trilinear inverse interpolation) is not straightforward. An iterative algorithm is needed to solve the set of equations defining the mapping of a hexahedral element to a cubic element.

For high Reynolds number flows, both the nearest neighbor and the bilinear inverse interpolation schemes would require a very fine resolution near the boundary. The computational grid should be fine enough to resolve the viscous sublayer, where the velocity variation is physically linear. However, this is an overwhelming requirement, which is not
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practical for atmospheric flows. Instead one should consider LES of atmospheric flows with surface modeling.

We propose the log-law reconstruction scheme for incorporating surface modeling into the immersed boundary method. It should be emphasized that this scheme addresses the surface modeling issue through reconstruction of the velocity field, whereas in the commonly adopted surface modeling approach turbulent stresses are imposed at the surface as boundary conditions. In the following, we explain the formulation of the log-law reconstruction scheme.

The log-law for a rough surface can be written as follows (Panofsky & Dutton 1984)

\[ \frac{U}{u_*} = \frac{1}{\kappa} \ln \left( \frac{z}{z_0} \right), \]  \hspace{1cm} (4.5)

where \( z \) is the distance from the surface measured along the surface normal direction, \( z_0 \) is the roughness height, \( u_* \) is the friction velocity, and \( U \) is the magnitude of the velocity. Within the log-layer the friction velocity, \( u_* \) is constant in the surface normal direction. Using this property, one can write the following between two points lying on the same surface normal direction.

\[ \frac{U_2}{U_1} = \frac{\ln(z_2/z_0)}{\ln(z_1/z_0)}, \]  \hspace{1cm} (4.6)

The above formula is based on the magnitudes of the velocity. One needs to decompose it into velocity components in each direction (\( u, v, w \)), in order to impose the direct forcing in equation 4.1. For instance, if we consider a neutrally stratified atmospheric boundary layer over a planar surface, the velocity direction in the horizontal plane \( \theta \) changes with altitude due to the rotation of the Earth. Since one has the magnitude of the velocity at hand due to equation 4.6, \( \theta \) needs to be extrapolated from the fluid nodes to the cut node lying along the same vertical direction. The direction of the velocity on the horizontal plane is computed as follows

\[ \theta = \arctan(v/u) \]  \hspace{1cm} (4.7)

For simplicity, we suggest a linear extrapolation to compute \( \theta \) at the cut node. Once \( \theta_{cut} \) is determined, then horizontal components of the velocity is computed as shown below

\[ u = U \cos \theta_{cut}, \quad v = U \cos \theta_{cut} \]  \hspace{1cm} (4.8)

The log-law reconstruction scheme in the case of a planar surface is described schematically on the right part of figure 1. In the preprocessing stage, first, the nodes are tagged as dead, fluid and cut. Next, the magnitude of the velocity at the cut node, numbered as 1, is updated based on equation 4.6, using the information from the fluid node numbered as 2. Then \( \theta \) at fluid nodes 2 and 3 are computed based on equation 4.7. Using \( \theta_2 \) and \( \theta_3 \), a linear extrapolation gives \( \theta_1 \), which is then used to compute the horizontal components of the velocity at the cut node, based on equation 4.8. Note that, the vertical component of the velocity (\( w \)) has zero value at the boundary and a linear interpolation is used to impose it on the cut node.

For a three dimensional complex surface the above scheme needs to be reformulated based on normal and tangential directions to the surface. We are currently working on extension of our scheme to complex topography.
5. Results

In this section we, first, present results of low Reynolds number laminar flow computations adopting the linear reconstruction scheme in the IB method. Following this, we present results of LES of a neutrally stratified atmospheric boundary layer adopting the log-law reconstruction scheme in the IB method.

5.1. Linear reconstruction scheme

To test our implementation of the immersed boundary method, we perform simulations of laminar flow past circular cylinders and compare our results with the available exper-
Figure 4. Comparison of the mean wind profiles. Linear plot (left), semi-log plot (right).— — : surface-stress boundary condition, ——— : immersed boundary with log-law reconstruction scheme, —— — : log-law

Experimental and computational studies in literature, We consider flows at Reynolds number of 20 and 40. The Reynolds number is defined as

\[ Re = \frac{UD}{\nu}, \]

where \( U \) is the approaching freestream velocity, \( D \) is the diameter of the circular cylinder, and \( \nu \) is the kinematic viscosity of the fluid. The wake behind the circular cylinder becomes unsteady above Reynolds number of approximately 40, (Coutanceau & Bouard 1977a,b).

Figure 2 shows the time evolution of the length of the recirculation zone that forms in the wake at Reynolds number of 20 and 40. In figure 3, the streamwise component of the velocity is compared with both the experimental data of Coutanceau & Bouard (1977a) and the computational data of Nieuwstadt & Keller (1973). The present results obtained with the IB method agrees well with both the experimental and the computational data. We have also compared the results of linear reconstruction scheme with the results of bilinear inverse reconstruction scheme. Since the results are nearly identical, we do not include the comparisons in this study.

5.2. Log-law reconstruction scheme

To test the performance of IB method in LES of atmospheric flows, we consider a neutrally stratified atmospheric boundary layer. We compare the results of the IB method with log-law reconstruction scheme to the results obtained by adopting the surface-stress boundary condition approach, which is described in equation 3.1. For surface-stress boundary condition approach, the computational domain size is 3000 m \( \times \) 1500 m \( \times \) 1500 m with 64 \( \times \) 32 \( \times \) 64 grid points uniformly distributed in \( x, y, \) and \( z \) directions, respectively. For
immersed boundary simulations, we consider a domain height of 1687.5\,m with 72 grid nodes in the vertical direction. We place the immersed boundary at a height of 187.5\,m so that we have a computational domain, which is identical to the computational domain adopting the surface-stress boundary condition approach. The flow is driven by a mean pressure gradient that would balance a 10 \,m\,s^{-1} geostrophic wind in the \( x \) direction. Coriolis parameter is set equal to 10\(^{-4} \) \,s\(^{-1} \), and the roughness parameter \( z_0 \) has a value of 0.1 \,m. A dimensionless time unit can be defined based on the Coriolis parameter\((1/f)\). The simulations were run over a period of 10\,f\(^{-1} \), and statistics are collected during the time period of last the 4\,f\(^{-1} \). Ensemble averaged vertical profiles have been obtained by collecting data at every 6 \times 10^{-3} dimensionless units (60\,sec\,s), and averaging them both in time and in horizontal space.

In figures 4 and 5 the mean wind profile and the streamwise component of the total and the resolved stress obtained with the commonly adopted surface-stress boundary condition are compared with the results of IB method. Clearly, the IB method with the log-law reconstruction is able to reproduce the results of the surface stress boundary condition.

Figure 6 compares the spanwise components of the total stress and the velocity. The noticeable differences seen in this plot is because of the extrapolation of the velocity direction in the IB method with log-law reconstruction, given in 4.7. As discussed in Senocak et al. (2004) the adoption of near-surface models results in non-vanishing spanwise component of the velocity. In that respect, the IB method with log-law reconstruction does a better job by predicting a lower value of the spanwise velocity.

Finally, we compare turbulent eddy viscosity profiles because it is an important quantity in atmospheric modeling. In figure 7, we see that the IB method with log-law recon-
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**Figure 6.** Comparisons of spanwise component of the total stress (left) and the velocity (right). ---: surface stress boundary condition, ----: immersed boundary with the log-law reconstruction.

![Graph](image)

**Figure 7.** Comparison of turbulent eddy viscosity profiles. ---: surface stress boundary condition, ----: immersed boundary with the log-law reconstruction.

Construction gives results that are almost identical to results of the surface-stress boundary condition.

### 6. Summary and conclusions

In this study, we have presented a Cartesian grid immersed boundary method for LES of a neutrally stratified atmospheric boundary layer flow. The IB method is appealing for atmospheric flow modeling because its implementation is easy and does not alter the computational structure of the Cartesian grid code, which can involve extensive modeling for cloud microphysics and radiation modeling.

For validation purposes, first, we have considered laminar flows over a circular cylinder...
at low Reynolds numbers and demonstrated good agreements with available experimental and computational studies in literature. To address the surface modeling issue in LES of ABL using the immersed boundary method, we have proposed the log-law reconstruction scheme. This scheme enables us to employ the IB method for high Reynolds number flows without the need for fine near-surface resolution. We have shown that the IB method with log-law reconstruction scheme can produce results that are nearly identical to the results obtained with the commonly adopted surface-stress boundary condition approach.

Our future work will focus on applying the IB method to atmospheric flow problems that involve complex topography, cloud coverage and radiative energy transfer.
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Study of near-surface models in large-eddy simulations of a neutrally stratified atmospheric boundary layer

By I. Senocak, A.S. Ackerman †, M.P. Kirkpatrick ‡, D.E. Stevens ¶ and N.N. Mansour

1. Motivation and objectives

Large-eddy simulation (LES) is a widely used technique in atmospheric modeling research, partly because of the difficulties involved in observational studies and field experiments to obtain information about the turbulent structure of the atmosphere (Stevens & Lenschow 2001). In LES, large, unsteady, three dimensional structures are resolved and small structures that are not resolved on the computational grid are modeled. A filtering operation is applied to distinguish between resolved and unresolved scales. Unresolved motions are believed to be universal, and simple models should be sufficient to parameterize them, provided that a major fraction of the energetic large scales are resolved by the spatial and temporal resolution (Sagaut 2002). However, this requirement becomes stringent to fulfill in the close proximity of the surface/wall. Traditionally, the no-slip boundary has been referred to as “wall” in engineering context, and as “surface” in atmospheric science context. We will use the latter terminology throughout the paper.

As the surface is approached anisotropy in turbulence structure increases and the length scale of the flow structures diminish rapidly, requiring too fine a spatial and a temporal resolution to numerically resolve a large fraction of the energetic scales. Hence, fully resolved LES of atmospheric or any other wall-bounded high Reynolds number flow would be extremely expensive in terms of computational resources. In fact, it is this obstacle that motivates surface/wall modeling research in LES. Furthermore, the roughness of the surface underlying the atmospheric boundary layer has always been a complicated issue, and needs to be considered in modeling too.

In surface modeling, no-slip boundary conditions are not applied directly because the implied stress would be overestimated on a coarse grid. The simplest surface model that has long been adopted in atmospheric boundary layer simulations assumes that the logarithmic law holds within the surface layer, and stresses are imposed as boundary conditions at the surface (Schumann 1975; Moeng 1986). Cabot, Jimenez & Baggett (1999) showed that such models have problems for high Reynolds number LES simulations with coarse numerical resolution. Cabot (1997) indicated that providing accurate mean surface stresses is not sufficient to overcome the overall poor predictions. He suggested that, given a coarse numerical resolution, typical subgrid-scale (SGS) models used in LES do not perform well to predict Reynolds stresses in the near-surface region accurately.

Boundary layer approximations have been proposed to extend the application of surface models for separating flows with adverse pressure gradient, (Balaras et al. 1996;
In this approach, a simplified set of turbulent boundary layer equations, adopting a Reynolds-averaged Navier-Stokes (RANS) type eddy viscosity, are solved on an embedded mesh near the wall. The surface stress is then calculated from the computed velocity profile. Within this framework, Wang & Moin (1992) utilized a dynamically adjusted mixing length eddy viscosity, and showed that their model performs significantly better than the simpler surface modeling approaches. Surface modeling for LES continues to be an active area of research for high Reynolds number flow, coarse resolution simulations. Latest research in this area focuses on incorporating suboptimal control theory to improve the predictive capability of the surface models (Templeton, Wang & Moin 2002).

In atmospheric boundary layer simulations, the practice has been to employ LES models away from the surface and make a transition towards ensemble-averaged (RANS) models as the surface is approached. This idea has been adopted through different formulations. For instance, Sullivan et al. (1994) proposed an eddy viscosity model in which the so-called isotropy factor controls the transition from LES to a RANS type simulation, and accounts for the anisotropy effects at the same time. Mason & Thomson (1992) introduced a modified length scale that is a matching between the LES filter size and the distance from the surface. Brown, Hobson & Wood (2001) suggested using a canopy model with the aim of overcoming the difficulties in surface modeling. Traditionally, canopy models have been adopted to study the effect of flow within the canopy layer. In this approach, instead of modifying the eddy viscosity or the length scale, additional turbulent stresses are added to the turbulent stresses that are already modeled by the LES SGS model. Chow & Street (2002) and Kirkpatrick et al. (2003) adopted the canopy model of Brown et al. (2001) for atmospheric boundary layer simulations, and reported improved predictions. We will refer to these models, in which additional stresses are added onto subgrid-scale models to improve the predictions in the vicinity of the surface, as “near-surface” models. We reserve the term “surface model” to include both the models for surface boundary condition and the near-surface models.

In what follows, we present two near-surface models that have found use in atmospheric modeling. We also suggest a simpler eddy viscosity model that adopts Prandtl’s mixing length model (Prandtl 1925) in the vicinity of the surface and blends in with the dynamic Smagorinsky model (Germano et al. 1991) away from the surface. We evaluate the performance of these surface model by simulating a neutrally stratified atmospheric boundary layer.

2. Governing equations

The governing equations for LES of a neutrally stratified atmospheric boundary layer are the filtered Navier-Stokes equations

\[
\frac{\partial \bar{u}_i}{\partial x_i} = 0, \quad \frac{\partial \bar{u}_i}{\partial t} + \frac{\partial (\bar{u}_i \bar{u}_j)}{\partial x_j} = \frac{\partial p}{\partial x_i} + \epsilon_{ijk} f_j \bar{u}_k - \frac{\partial \tau_{ij}}{\partial x_j},
\]

(2.1)

where turbulent stresses are defined as \( \tau_{ij} = \bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j \), \( f_j \) is the Coriolis parameter, \( \epsilon_{ijk} \) is the permutation tensor, \( \bar{u} \) and \( p \) are the filtered velocity and filtered dynamic pressure, respectively.

The lateral boundary conditions are periodic and a stress-free condition is imposed on the upper boundary. At the lower boundary, the vertical component of the velocity is set to zero and horizontal components of the turbulent stresses are defined based on the
mean logarithmic wind profile assumption as follows (Moeng 1984)

\[
\tau_{ij} = - \left( \frac{\kappa}{\ln \frac{z}{z_0}} \right)^2 |u| n_j,
\]  

(2.2)

where \( z_1, u_i \) and \( z_0 \) are the vertical spacing, the velocity of the first grid point away from the surface, and the roughness height, respectively. This type of boundary condition for the surface is a common practice in atmospheric modeling.

3. Subgrid-scale turbulence modeling

Turbulent stresses that appear in equation 2.1 are modeled based on the Boussinesq eddy viscosity assumption. The Smagorinsky eddy viscosity model (Smagorinsky 1963) is a popular approach to represent turbulent stresses

\[
\tau_{ij} = -2C_l^2 |\bar{S}| S_{ij},
\]

(3.1)

where \( |\bar{S}| \) is the magnitude of the filtered strain rate tensor, it is defined as

\[
|\bar{S}| = \sqrt{2\bar{S}_{ij} \bar{S}_{ij}}, \quad \bar{S}_{ij} = \frac{1}{2} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right).
\]

(3.2)

In LES, the filter width \( \Delta = (dx \cdot dy \cdot dz)^{1/3} \) is chosen as the length scale \( l \) in the eddy viscosity definition (equation 3.1). In the original Smagorinsky model, the dimensionless parameter \( C_l \) is an empirical constant, whereas in the dynamic Smagorinsky model (Germano et al. 1991), this parameter is computed dynamically during the solution, making it a function of space and time.

In the vicinity of the surface, the numerical resolution is generally limited and near-surface models are adopted to model the turbulent stresses properly. We consider three near-surface models, and provide a brief explanation of them in the following.

3.1. Mason and Thomson Model

This is an arbitrary and simple modification of the length scale in the eddy viscosity definition given by equation 3.1. Mason & Thomson (1992) have suggested using the following form as the length scale.

\[
\frac{1}{l^2} = \frac{1}{\Delta z^2} + \frac{1}{(\kappa z)^2}
\]

(3.3)

where \( \kappa \) is the von Karman constant with a value of 0.41, and \( z \) is the distance from the surface.

3.2. Canopy Stress Model

Canopy models are usually adopted to model the structure of the flow within the canopy. Brown et al. (2001) have suggested using them as near-surface models in the case of coarse numerical resolution. In particular, we follow the implementation of Kirkpatrick et al. (2003). Canopy stresses near the surface are formulated as

\[
\tau_{3z} = - \int_{0}^{h} C_s \cos \left( \frac{\pi z}{2h} \right) |u| n_i \, dz,
\]

(3.4)

where \( C_s \) is a normalizing parameter. Specifically, \( C_s \) is the ratio of the surface stress at the bottom to the canopy stress at the first grid point. The canopy height \( h \) is taken to
be twice the streamwise grid spacing ($2dz$). Canopy stresses are added onto the turbulent stresses that are modeled with the dynamic Smagorinsky model.

### 3.3. Hybrid RANS/LES model

We adopt a hybrid RANS/LES approach as the third model. The motivation behind this model is that the surface stress boundary conditions represent ensemble-averaged quantities, because they are derived from the mean logarithmic wind profile. Hence, it is more meaningful to adopt a RANS type eddy viscosity formulation near the surface.

One can analytically show that the logarithmic wind profile can be derived from the following eddy viscosity definition (Panofsky & Dutton 1984)

$$\nu_t = \kappa u_* z,$$

where $u_*$ is the friction velocity. The above form is also identical to the following definition

$$\nu_t = (\kappa z)^2 \frac{\partial U}{\partial z} = (\kappa z)^2 |S|.$$  \hfill (3.5)

Here, $U$ is magnitude of the velocity vector. We apply the above definition in the vicinity of the surface, which guarantees a logarithmic wind profile, and switch to the dynamic Smagorinsky model away from the surface with the help of a blending function. This hybrid RANS/LES model can be written as

$$\nu_t = [(1 - \exp(-z/h))^2 \cdot (C \Delta^2) + \exp(-z/h)^2 (\kappa z)^2]|S|$$  \hfill (3.6)

Following the suggestion of van Driest (1956) an exponential form is selected as the blending function. Here $h$ is the altitude, where the logarithmic wind profile is not expected further. As a rule of thumb, a logarithmic velocity profile is expected within the surface layer, which is the bottom 10 percent of the atmospheric boundary layer height (100 m -200 m) (Stull 1988). $h = 150m$ is used for the present computations.

### 4. Numerical schemes

We use the LES atmospheric research code (DHARMA) for the present simulations. The numerical method adopted in DHARMA is described in detail in Stevens & Bretherton (1996) and Stevens et al. (2000). The governing equations are integrated using a forward-in-time projection method based on an explicit second-order Runge-Kutta scheme (Bell & Marcus 1992). The spatial discretization is performed on a staggered grid. A third-order accurate upwind-biased monotonic scheme is used for the advection terms, whereas diffusion and pressure gradient terms are discretized using second-order accurate central differencing schemes. A direct solver (FFT) is utilized for solving the pressure Poisson equation, and the code has been parallelized to run on various platforms using MPI.

### 5. Results

In this section, we present results from the simulation of neutrally stratified atmospheric boundary layer. The computational domain size is 3000 m $\times$ 1500 m $\times$ 1500 m with $64 \times 32 \times 64$ grid points in x, y, and z directions, respectively. In the vertical direction, the grid points are clustered exponentially near the surface, where the first grid point for the horizontal component of the velocity is located at 4 m from the surface. The flow is driven by the Coriolis force that would balance a 10 $m/s$ geostrophic
wind in the x direction. Coriolis parameter is set equal to $10^{-4}$ s$^{-1}$, and the roughness parameter $z_0$ has a value of 0.1m. A dimensionless time unit can be defined based on the Coriolis parameter $(1/f)$. The simulations were run over a period of $10f^{-1}$, and statistics are collected during the time period of last the $4f^{-1}$. Ensemble averaged vertical profiles have been obtained by collecting data at every $6 \times 10^{-3}$ dimensionless units (60secs), and averaging them both in time and in horizontal space.

Andren et al. (1994) compared the performance of different LES computer codes to simulate a neutrally stratified atmospheric boundary layer. They concluded that results were more sensitive to the SGS model in the lower third of the boundary layer, and commonly used SGS models have failed to reproduce the logarithmic wind profile in the vicinity of the surface. Hence, satisfying the logarithmic wind profile near the surface has become one of the measures of good performance for an SGS model.

Figure 1 shows a comparison of the mean wind profiles for all the models considered in the present study. When no near-surface model is used, the dynamic Smagorinsky model produces an erroneous profile. This indicates that providing only the surface stress boundary condition is not sufficient to model the SGS motions near the surface in the case of high Reynolds number and coarse numerical resolution. This observation is in agreement with the findings of Cabot et al. (1999). It should be noted that the erroneous profile is not surprising because the essence of the dynamic Smagorinsky model is based on resolving the inertial subrange. This has not been satisfied with the current coarse...
resolution. Hence, SGS models need augmentation to represent the unresolved scales near the surface.

The near-surface models considered in the present study, namely, Mason-Thomson model, the canopy stress model and the hybrid RANS/LES model are formulated to parameterize the unresolved scales near the surface. Both the canopy stress model and the hybrid RANS/LES model adopt the dynamic Smagorinsky model away from the surface, whereas the Mason-Thomson model adopts the original Smagorinsky model. As seen from figure 1, results obtained from these three near-surface models are much closer to the log-law profile. However, considerable differences exist among them. The best agreement with the log-law near the surface is achieved with the hybrid RANS/LES model, whereas the Mason and Thomson model gives the worst agreement. The hybrid RANS/LES model has the closest agreement, because the length scale is taken to be the distance from the surface in the model, which is known to give the log-law analytically. The canopy stress model follows the log-law close to the surface, but a significant deviation is observed further from the surface. This indicates that, canopy stresses should be distributed over a larger distance from the surface. We reiterate that, based on field experiments, a logarithmic velocity profile is expected in the surface layer, which is approximately the bottom 10 percent of the atmospheric boundary layer height (100 m - 200 m).

The streamwise ($\langle \tau_{ww}/u_0^2 \rangle$) component of the total and resolved turbulent stress profiles are compared in figure 2. By total stress, we mean the resolved turbulent stresses plus the modeled SGS turbulent stresses. As seen from this plot, simulations with surface models predict an almost linear variation of the total turbulent stress in agreement with surface
Figure 3. Comparison of spanwise component of the total (left) and resolved (right) stress. 

- - - : no near-surface model, \( \cdots \) : hybrid RANS/LES model, \( \cdots \cdots \) : canopy stress model, \( \cdots \cdots \cdots \) : Mason-Thomson model

similarity theory (Garratt 1992). However, without a near-surface model, the dynamic Smagorinsky model does not predict a linear variation of the total turbulent stress and produces wiggles at the surface, indicating the need for near-surface modeling.

The resolved turbulent stresses are also shown in figure 2. Within the lower one fourth of the boundary layer, a large range of turbulent scales are modeled and not resolved with the hybrid RANS/LES model, whereas other surface models are effective only within the lower one tenth of the boundary layer. The extent of RANS modeling in the hybrid RANS/LES model is adjustable through the value of \( h \) in equation 3.7. We have found that \( h = 150m \) is reasonable in terms of satisfying the logarithmic wind profile in accordance with experimental observations.

The differences among the three surface models are more pronounced in the spanwise component of the total stress as shown in 3. This spanwise component of the total stress is generated due to the rotation of the Earth. The variation of the velocity vector with height is known as the Ekman spiral (Stull 1988).

As can be seen from figure 4, the spanwise component of the velocity is also affected because of differences in the distribution of the spanwise component of the total turbulent stress. With all three surface models, we see that the spanwise component of the velocity does not vanish at the top, whereas it vanishes in the case of the dynamic Smagorinsky model without a near-surface model. Apparently, nonvanishing spanwise velocity at the top is an outcome of employing the surface models. Since ensemble averaged quantities are obtained near the wall, fluctuations of the velocity field are damped due to the action of turbulent eddy viscosity or canopy stresses, effectively resulting in a laminar flow field.
As a result, this ensemble averaged region acts like an artificial boundary layer for the flow field away from the surface that is modeled in the LES sense. Baggett (1998) have reported similar issues in LES of channel flow.

We present turbulent eddy viscosity profiles in figure 5. Away from the surface, identical profiles are obtained with the hybrid RANS/LES model and the canopy stress model. Near the surface, the eddy viscosity levels are much lower with the canopy stress model. This is because the model modifies the stress terms but not the eddy viscosity. On the other hand, eddy viscosity level is much higher near the surface with the hybrid RANS/LES model. With such high levels of eddy viscosity, turbulent motions near the surface are dampened, resulting in an ensemble averaged velocity field. Among all models, the Mason-Thomson predicts higher levels of eddy viscosity away from the surface, because it adopts the original Smagorinsky model in that region.

6. Summary and conclusions

In this study, we have performed large-eddy simulations of a neutrally stratified atmospheric boundary layer. Particularly, we have assessed the performance of different near-surface models in predicting the mean flow structure. The surface of our atmosphere is always rough and typical numerical resolutions that are utilized in atmospheric boundary layer modeling are too coarse near the surface to perform well-resolved large-eddy simulations. This necessitates additional modeling in the vicinity of the surface to take into account the unresolved turbulent flow, covering a large range of scales. We have
Figure 5. Comparison of turbulent eddy viscosity profiles. · · · : no near-surface model, --- : hybrid RANS/LES model, ----- : canopy stress model, --- : Mason-Thomson model.

Considered the near-surface models of Mason & Thomson (1992), Brown et al. (2001) and also suggested a hybrid RANS/LES model that blends Prandtl’s mixing length model with the dynamic Smagorinsky model. We have also considered the dynamic Smagorinsky model with no near-surface model to highlight the need for surface modeling in the case of coarse numerical resolution.

Off all the near-surface models considered, the hybrid RANS/LES model shows better agreement with mean logarithmic wind profile. In the canopy stress model, it appears that surface stresses should be distributed to a larger distance from the surface to improve the predictions. The downside of adopting any of the near-surface models is that the spanwise component of the velocity vector does not vanish at the top of the computational domain. For the current numerical resolution with the hybrid RANS/LES model, the contribution from RANS modeling is effective on about the lower one fourth of the domain. A finer numerical resolution might help confine the RANS contribution very close to the surface and get better predictions at the same time.

Although comparable predictions can be obtained by either adopting the hybrid RANS/LES or the canopy stress model, the hybrid RANS/LES model has the advantage of easy implementation. In a parallel effort (Senocak et al. 2004), we are implementing the immersed boundary method in DHARMA. We find that it is much more convenient to implement the hybrid RANS/LES model to simulate flow over topography with the immersed boundary method because only the eddy viscosity term needs modification. However, it might not be straightforward to adopt the canopy stress model in Cartesian grid techniques for complex topography simulations.
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Velocity field decomposition in 3D numerical simulations of solar turbulent convection

By D. Georgobiani, N.N. Mansour, A.G. Kosovichev †, R.F. Stein ‡
and Å. Nordlund ¶

1. Motivation and objectives

Recent achievements in helioseismic observations, in particular, ground-based GONG (Hill et al. 1994) and space mission SOHO/MDI (Scherrer et al. 1995), provide large amounts of data about the structure and dynamics of the Sun. These data impose observational constraints on numerical and analytical models of turbulent convection, differential rotation, large-scale circulation etc., therefore serving a purpose of testing and calibrating these models. In turn, these models are important for explaining the exciting helioseismic observations and predicting new effects. Therefore it is important to develop the most accurate and realistic models of solar convection and oscillations in order to obtain a clarified picture of the excitation of solar oscillations by turbulent convection and the interaction between turbulence and oscillations on the Sun. These models can be applied to other stars and provide predictions of properties of stellar oscillations, which are important for planned NASA asteroseismology space missions, or to the data from the Kepler mission (Borucki et al. 2003).

Realistic 3D numerical models represent a powerful tool for this investigation, because they do not suffer from simplifying assumptions and free parameters common for their analytical counterparts, yet they render the underlying physical picture of a phenomenon rather tractable. We pursue several goals while implementing numerical models. One of the aspects of our investigation is to use realistic simulations of the convective zone to better understand the interactions between mean flow fields, turbulence and acoustics.

Three-dimensional time dependent simulations of solar convection are becoming increasingly more realistic. Simulations of the shallow upper layer of the solar convection zone by Stein & Nordlund (cf Stein & Nordlund (2000) and references therein) demonstrate excellent agreement with existing analytical theories and observations. For instance, there is a remarkable correspondence between the simulated and observed profiles of weak and intermediate strength photospheric FeI and FeII lines (Asplund et al. 2000a, Asplund et al. 2000b); also, comparison of oscillation spectra in the simulated and solar data from SOHO/MDI by Georgobiani et al. (2004), as well as the rates of stochastic energy input to the low-degree solar modes in the simulations and GOLF observations (Roca Cortes et al. 1999) show a good agreement (see Stein & Nordlund (2001), Fig 7).

The goal of this paper is to develop a technique for decomposing the simulated turbulent velocity field into its potential and rotational components. According to the fundamental theorem of vector analysis, any well-behaved vector field has a unique representa-
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tion, to within constant vectors, as a sum of a potential field and a solenoidal (rotational) field,

\[ \vec{v} = \vec{v}_P + \vec{v}_R, \]  

(1.1)

where

\[ \vec{v}_P = \nabla \phi, \quad \vec{v}_R = \nabla \times \vec{\phi}. \]  

(1.2)

For these fields, the following relations hold by definition:

\[ \nabla \times \vec{v}_P = 0, \quad \nabla \cdot \vec{v}_P = \nabla \cdot \vec{v}; \quad \nabla \cdot \vec{v}_R = 0, \quad \nabla \times \vec{v}_R = \nabla \times \vec{v}. \]  

(1.3)

Roughly speaking, all sources and sinks of a given field \( \vec{v} \) are collected in \( \vec{v}_P \), whereas all its vortices appear in \( \vec{v}_R \). This formalism, also called the Helmholtz-Hodge decomposition, is widely used in computational fluid dynamics, because it helps to better visualize complex flows, to recognize their important features, to describe vector fields and study their topology; but it has never been applied before to the 3D numerical simulations of solar convection.

We use flow fields from the 3D hydrodynamic code by Stein & Nordlund for our example of separation of the mean field into the rotational and potential components (see Nordlund & Stein (1990), Stein & Nordlund (2000) and references therein).

2. Vorticity and divergence

In an attempt to decouple turbulent and acoustic components, we look at two characteristics of the mean velocity field - its vorticity and divergence - in the data obtained with the numerical simulations of Stein & Nordlund. Vorticity \( |\vec{\omega}| = |\nabla \times \vec{u}| \) is concentrated primarily in strong, fast, turbulent downdrafts, formed in intergranular lanes, whereas flow divergence \( d = \nabla \cdot \vec{u} \) is predominantly concentrated in smooth, slow, laminar upflows.

Recent theories, supported by observations, suggest that excitation of solar oscillations originates in the intergranular lines where turbulent motions are particularly strong. As a first step towards a separation of the acoustic signal from turbulence, we look at the temporal power spectra of simulated horizontally averaged vertical velocity \( u_z \), divergence \( d \) and enstrophy \( |\omega|^2 \) signals (Fig 1). The divergence signal shows prominent resonant acoustic modes. It is very similar to the vertical velocity spectrum, but somewhat flatter at higher frequencies. Enstrophy contains mostly background stochastic component, with no resonant modes, except for the first mode peak. This suggests some nonlinear coupling between the divergence and vorticity signals at a particular frequency.

3. Velocity field decomposition

Without loss of generality, we can split the mean velocity field into a potential and rotational components:

\[ \vec{u}_i = \epsilon_{ijk} \psi_{jk.} + \phi_i = u^R_i + u^P_i \]

(3.1)

We take divergence of the above, getting:
\[ \phi_{i,i} = u_{i,i} = u_{i,i}^P \]  

(3.2)

and then solve the resulting Poisson equation to obtain the potential velocity component. Then, the rotational component is calculated as a difference between the total velocity and its potential component.

We apply this decomposition to the simulated velocity field. Examples of the potential and rotational components of the flow field are shown as vertical slices through the simulation domain in Fig. 2 and as horizontal slices in Fig. 3. The total and the rotational velocity slices closely resemble each other visually, therefore we do not present the total velocity pictures. From this, one can conclude that the rotational velocity component is dominant, whereas the potential component is rather weak and featureless. This conclusion is reinforced by the comparison of spatial energy spectra of the three velocity components (Fig 4): the energy content is much lower in the potential velocity component, and it peaks at lower spatial wavenumber (larger characteristic spatial scale) than the vortical (or total) velocity with its dominant sharp small-scale turbulent features. We study different aspects of the velocity decomposition, for instance, temporal power spectra of different components. Our results show that the potential velocity component displays prominent acoustic modes, whereas the rotational component mostly contributes to the characteristic slope of the background noise, with no mode signal (Fig 5). In the last picture, we plot nonradial power spectra, because the horizontally averaged (radial) rotational velocity component is zero.
4. Summary and future plans

We have simulated the turbulent velocity field of solar convection using Stein & Nordlund 3D code, and decomposed it into a potential and a rotational component. We have analyzed spatial and temporal spectra of these components. We have found that the kinetic energy content is higher in the rotational velocity component, and that the potential component can be treated as a small perturbation of the total flow field, in agreement with earlier findings (cf Nordlund & Stein 2001). The temporal power spectrum of the potential component shows distinct acoustic mode peaks, while the rotational component spectrum primarily consists of convective background noise, dominating at very low frequencies and quickly decaying at higher frequencies. This suggests that in the potential component, the power is concentrated in the acoustic resonant modes trapped in
the upper convection zone. We continue investigating the relationship between acoustics and turbulence in the simulated velocity fields, trying to address the problem of energy equipartition between turbulence and oscillations, and to understand the mechanism of generation of acoustic waves by stellar turbulence.
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Figure 5. Non-radial power spectra of different velocity components. Total (solid line) and potential (dashed line) velocity show the oscillation mode peaks; they are very similar, except at low frequencies. Rotational (dotted line) velocity signal represents the background convective noise. The curves are smoothed over $\Delta \nu = 0.1$ mHz.


High degree oscillations in 3D numerical simulations of solar convection

By D. Georgobiani, R.F. Stein †, Å. Nordlund ‡, A.G. Kosovichev ¶
AND N.N. Mansour

1. Motivation and objectives

High-degree acoustic modes probe shallow solar layers, where convection drives oscillations. We study these oscillations by means of the three-dimensional hydrodynamic code of Nordlund & Stein (1990). The code simulates a small part of the solar convection zone, and is therefore suitable for studies of high degree modes. In our previous work Georgobiani et al. (2000), we looked at the modes with angular degree $\ell = 740$. However, these modes in the Sun are reflected at 9-10 Mm beneath the surface, but the simulated domain was too shallow to include their lower turning points. As a result, the mode frequencies did not match the observed ones, although the velocity amplitudes were quite similar.

In this work, we study modes of higher degree, $\ell = 1480$. These modes have their lower turning points around 3 Mm, and therefore their eigenfunctions fit inside the simulated box. We compare these modes with the observed oscillations of the same angular degree. We find a good match in their power spectra, except for the noise level at very low frequencies. Frequencies, amplitudes and widths of the modes match rather well. Similarity of mode line asymmetries and widths in observations and simulations suggests that mode excitation and damping mechanisms are correctly captured in the simulations.

We also compare spectra of full-disk and high-resolution solar observations, trying to establish a link between power spectral densities in observational data sets of different spatial resolution, in order to facilitate their comparison with the simulated data.

This work is organized as follows: Section 2 describes the simulation code; Section 3 presents the two sets of the SOHO/MDI data analyzed in our work; Section 4 outlines the procedure for calculating the power spectra; Section 5 is devoted to the results, followed by a discussion and a description of our future plans.

2. Numerical model

To simulate a small region of the upper solar convection zone, we use the 3D radiative-hydrodynamic (RHD) code by Stein and Nordlund (for a detailed description, see Stein & Nordlund 2000 and references therein). The code solves a complete system of hydrodynamic equations. It has a detailed radiative transfer treatment, thus properly represents both convection and radiation in the upper convection zone and the photosphere. The detailed radiative model in the code is very important for studies of solar oscillations. The computational domain is 3 Mm deep, starting from near the temperature minimum
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at 0.5 Mm above the $\tau = 1$ surface, and extending to 2.5 Mm beneath it. The horizontal area of the domain is 6 Mm $\times$ 6 Mm. The horizontal resolution is 100 km, while the vertical one varies from 35 to 70 km, depending on the height (superadiabatic region is resolved better than the convective zone). The number of mesh points was $63 \times 63 \times 63$. Three-dimensional snapshots of several physical properties (velocity, temperature, density, internal energy) are recorded every 30 seconds, and the total simulation sequence spans 72 hours of solar time.

To compare our results with SOHO/MDI observations, for each time step we extract 2D horizontal planes of the vertical velocity component at approximately 200 km above the visible surface ($\tau = 1$). This level approximately corresponds to the height of the NII 6768 line formation, in which the observations are taken.

3. Observed velocity data

The SOHO/MDI Doppler velocity data used for comparison are simultaneous high-resolution (0.6 arcsec/pixel) and full-disk (2 arcsec/pixel) images taken on June 14 - 16, 1997. The high-resolution sub-region of 62.5 Mm $\times$ 62.5 Mm (128 $\times$ 128 pixels) was tracked with solar rotation for 2.5 days. The full-disk data spans 3 days. In both data sets, the time interval between the images is 1 minute. The high-resolution data represent a patch of the solar surface, therefore, after removing the solar rotation, we can apply the same spectral analysis as the one we use for the simulated velocity data. The full-disk data underwent spatial filtering in terms of spherical harmonic transform, and are available for different values of angular degree $\ell$, from 0 to 1000, and corresponding azimuthal orders $m = -\ell, ..., \ell$. We used these data for $\ell = 740$, to compare with the high-resolution data, and also for $\ell = 370$, to see how the oscillation power might scale with angular degree.

4. Power spectra calculations

To calculate the velocity power spectrum for the simulated data, we perform spatial filtering using harmonic functions of horizontal coordinates on the 2D surfaces of vertical velocity at each time step, take Fourier transform in time and multiply by its conjugate. The horizontal spatial filtering allows us to extract modes corresponding to a given angular degree. Horizontal averaging extracts radial modes, while filtering with spatial sines and cosines of different horizontal wavenumbers gives non-radial modes. For waves with horizontal wavelength $L = 6$ Mm (the box size), the horizontal wavenumber is $k_h = 2\pi/L \simeq 1$ Mm$^{-1}$, and their angular degree is $\ell \simeq k_h R \simeq 740$, where $R$ is the solar radius; for waves with $L = 3$ Mm (half the box size), $k_h \simeq 2$ Mm$^{-1}$, and $\ell \simeq 1480$ (for more details, see Georgobiani et al. (2000)). These are the modes we are especially interested in, because we expect them to be captured within the simulated domain.

In non-radial cases, we get the spectra for four spatial filters (sine and cosine in $x$ and $y$ direction), and then perform summation over these spectra. We remove the solar rotation trend from the high-resolution SOHO/MDI data and perform similar spectral analysis. For the full-disk data, we also remove the effect of solar differential rotation for different $m$ by imposing frequency shifts according to the solar rotation law, and then sum over $m = 2\ell + 1$ resulting spectra. In addition, we multiply all power spectra by the relevant time duration in seconds. This arises from the definition of a temporal Fourier transform; the result represents so-called power spectral density, and it takes care of
Figure 1. Power spectral density of vertical velocity in simulations (dots) and Doppler velocity in full disk observations (solid line) for angular degree $\ell = 740$.

different time duration and cadence between various data. We call the resulting power spectral densities, “power spectra”, for brevity. The power spectra are also multiplied by an area over which the velocity measurements take place; this comes from the definition of a spatial Fourier transform. The result represents the oscillation power in this area.

5. Results

We start by reproducing the results of our earlier work (Georgobiani et al. (2000)). Figure 1 shows two power spectra of $\ell = 740$ modes, from simulations and the full-disk observations. One can see that the observed and simulated modes have similar amplitudes, but different mode structure, frequencies and mode widths. Also, the simulated power falls off more rapidly at high frequencies than the observed one.

Next, we compare the simulated power spectra with the high-resolution SOHO/MDI data. The results of comparison between the simulated and observed power spectra for $\ell = 740$ are presented in Fig 2, and for $\ell = 1480$ in Fig 3. Fig 2 is reminiscent of our earlier results (Fig 1). Fig 3, for $\ell = 1480$, shows remarkable similarity between simulations and observations in mode frequencies, amplitudes and widths, except for differences in the background noise level at low frequencies, away from modal structure. It is worth mentioning that the leftmost peak in all figures corresponds to the surface gravity (f) mode, while the others correspond to acoustic (p) modes. Frequencies of f-modes are independent of the depth of a resonant cavity, this is why even for $\ell = 740$ the f-mode peaks have the same frequency in simulations and observations. We sum over four individual spectra, because all of them contribute to the total power. In the full-disk data, we also need to sum over all $m$ spectra when calculating the total power.

In Fig 4, we compare the two sets of our observational data, namely, high-resolution
Figure 2. Power spectral density of vertical velocity in simulations (dots) and Doppler velocity in high-resolution observations (solid line) for angular degree \( \ell = 740 \). Amplitudes are similar, but frequencies and mode widths differ.

Figure 3. Power spectral density of vertical velocity in simulations (dots) and Doppler velocity in high-resolution observations (solid line) for angular degree \( \ell = 1480 \). There is a good correspondence between the two spectra, except at low frequencies.
and full-disk measurements, for $\ell = 740$ (remember that we do not have $\ell = 1480$ full-disk data because of insufficient resolution of the full-disk MDI images). We perform similar comparison for $\ell = 370$ in Fig 5. The overall amplitudes of these spectra match rather well. The high-resolution spectra are much noisier than the full-disk spectra, because there are only four individual spectra to sum over, comparing to the superposition of $2\ell + 1 = 1481$ spectra in the full-disk data (cf also Fig 1). Averaging many spectra for individual $m$ significantly decreases the noise level.

Finally, in Fig 6, we compare the two sets of full-disk spectra for $\ell = 370$ and 740. In this case, the background level became similar after the power spectra were multiplied by the inverse squared wavelength of the modes. Note that regardless of scaling, the mode amplitudes with respect to the background are somewhat smaller for larger $\ell$.

6. Discussion

We find that for fully captured modes where the lower turning point is located inside the simulation domain, the simulated and observed vertical velocity power spectra are very similar, with similar amplitudes and line widths. Solar acoustic mode amplitudes are directly proportional to the excitation rate and inversely proportional to the mode damping rate. It has been shown by Stein & Nordlund (2001) that the simulated excitation rates are similar to the observed rates. The close match of the simulated and observed amplitudes, and especially mode line widths, suggests that the mode damping rates are also modeled properly by our simulation code, thus one can study the damping effects using the simulation data.
Figure 5. Power spectral density of Doppler velocity in the full-disk (solid line) and high-resolution (dots) observations for $\ell = 370$.

Figure 6. Power spectral density of Doppler velocity in the full-disk observations for $\ell = 740$ (solid line) and $\ell = 370$ (dashed line), normalized by oscillation area ($6 \times 6$ and $12 \times 12$ Mm$^2$, respectively). Backgrounds are similar, while mode amplitudes are lower for higher $\ell$. 
Comparing the observed power spectra from high-resolution and full-disk data (Figs 4 and 5), we notice a broad overall peak in the high-resolution data (the mode peaks seem to be raised above the background), which is absent in the full-disk spectrum. The high-resolution spectrum calculated for a small area contains all the modes from radial to high degree, and the broad peak results from a superposition of all these modes. Apparently, the spherical transform method singles out individual $\ell$ modes better, although some inevitable leakage of neighboring modes is always present. In the simulation box, the horizontal boundaries are periodic, and thus the modes are far more discrete than in the patch of the real Sun.

Scaling of the power spectra of the full-disk data at different $\ell$ (Fig 6) with the square of the corresponding wavelength and resulting similarity between their backgrounds suggests that the background noise amplitudes (but not necessarily the mode amplitudes) of different $\ell$ scale with the area occupied by oscillations of a particular degree.

7. Future plans

We have compared the simulated and observed vertical velocity power spectral densities for solar oscillations of different angular degrees. We have found that there is a very good agreement between the oscillation frequencies and mode line widths when the mode radial eigenfunctions are completely contained in the simulation domain. These results, together with earlier findings about the similarity between the observed and simulated mode excitation rates, enable us to study excitation and damping mechanisms in more details. We have shown that the oscillation amplitudes in the observed and simulated data can be compared directly. In the future, similar simulations will be used to predict oscillation amplitudes and lifetimes for other stars.

Also, we have found that the power spectra for modes of different angular degree within the same data sets scale with the inverse square of their characteristic horizontal wavelength. This result is particularly prominent for the full disk solar data. It also holds for the low frequency part of the simulated power spectra, while the high-resolution power spectra do not show a clear scaling. We plan to investigate the cause of this relation between the spectra of different angular degree.
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Thermal diffusivity in the SGS modeling for solar convection simulations using the ASH code

By Y.-N. Young†, M. Miesch‡ and N. N. Mansour

1. Motivation and objectives

The turbulent solar convection zone has remained one of the most challenging and important subjects in physics. Understanding the complex dynamics in the solar convection zone is crucial for gaining insight into the solar dynamo problem. Many solar observatories have generated revealing data with great details of large scale motions in the solar convection zone. For example, a strong differential rotation is observed; the angular rotation is observed to be faster at the equator than near the poles not only near the solar surface, but also deep in the convection zone. On the other hand, due to the wide range of dynamical scales of turbulence in the solar convection zone, both theory and simulation have limited success. Thus, cutting edge solar models and numerical simulations of the solar convection zone have focused more narrowly on a few key features of the solar convection zone, such as the time-averaged differential rotation. For example, Brun & Toomre (2002) report computational finding of differential rotation in an anelastic model for solar convection. A critical shortcoming in this model is that the viscous dissipation is based on application of mixing length theory to stellar dynamics with some ad hoc parameter tuning.

We have implemented the Smagorinsky-Lilly subgrid scale model into the ASH (anelastic spherical harmonic) code. In this report we illustrate how this subgrid scale model works in terms of recovering differential rotation in the solar convection zone. In particular we elucidate the role of thermal diffusivity in solar convection, where the molecular thermal diffusivity is much larger than the molecular viscosity. Readers are referred to (Clune et al. 1999) and (Miesch 1998) for a detailed description of the ASH code. This paper is organized as follows. In §2 we briefly formulate the anelastic system that describes the solar convection. We also formulate the Smagorinsky-Lilly SGS model for unstably stratified solar convection. In §3 we present some data diagnosis, such as the energy balance and angular momentum balance in the simulations. Also in §3 we illustrate by example how the thermal diffusivity can play an important role in terms of the differential rotation in the solar convection zone, and we will also provide some conclusions and future directions.

2. The anelastic equations of motions and the Smagorinsky-Lilly SGS model

2.1. Anelastic equations

In the solar convection zone, the depth extends over many density scale heights and thus the effects of stratification need to be captured despite the fact that acoustic timescales are much shorter than the large-scale convection timescales. An appropriate approach is
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to filter out sound waves while maintaining the density stratification, namely the anelastic approximation first proposed by Gough (1969) and later adapted to the solar convection zone by Gilman & Glatzmaier (1981). In stellar models, a fluid layer is unstable if the layer is superadiabatic. The degree of superadiabaticity is quantified as (Gilman & Glatzmaier 1981)

$$
\epsilon \equiv -\frac{d}{C_P} \left( \frac{\partial s}{\partial r} \right)_0,
$$

(2.1)

where $d$ is the depth of the convection zone, $C_P$ the specific heat capacity at constant pressure, $s$ the entropy, and $r$ the radial coordinate. The entropy gradient is calculated at some fiducial level in the convection zone. In the sun, the departure from adiabaticity in the convection zone is extremely small (Christensen-Dalsgaard et al. 1993),

$$
\epsilon \leq 10^{-4}.
$$

(2.2)

If we assume that the velocity in the horizontal (transverse to gravity) directions is mostly driven by pressure gradients, the coupling between vertical and horizontal velocities leads to the following relationship between the convection velocity $v$ and sound speed $c_s$

$$
\mathcal{M} \equiv \frac{v}{c_s} \sim \sqrt{\epsilon} \ll 1,
$$

(2.3)

where $\mathcal{M}$ is the Mach number of the flow.

The basic idea in the anelastic approximation is to expand the variables in terms of the small parameter $\epsilon$, and collect terms of the zeroth and first orders. As is usually found in perturbation theory, the zeroth order equations describe the basic state, which remain stationary over timescales at which the first order variables vary. The fundamental equations are the compressible, stratified Navier-Stokes equations in a rotating reference frame

$$
\rho \left( \frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} \right) = -\nabla P + \rho \mathbf{g} + 2\mathbf{v} \times \Omega_0 + \nabla \cdot \mathbf{D},
$$

(2.4)

$$
\rho \frac{\partial s}{\partial t} + \rho \Theta \mathbf{v} \cdot \nabla s = -\nabla \cdot \mathbf{q} + 2\nu \rho \left( \epsilon_{ij} e_{ij} - \frac{1}{3} (\nabla \cdot \mathbf{v})^2 \right) - \rho \mathcal{E},
$$

(2.5)

$$
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0,
$$

(2.6)

where $s$ is the entropy, $\Theta$ is the temperature, and $\mathcal{E}$ is the nuclear energy generation rate. The viscous stress $\mathbf{D}$ is defined as

$$
\mathbf{D} \equiv 2\nu \left( \epsilon_{ij} - \frac{1}{3} (\nabla \cdot \mathbf{v}) \delta_{ij} \right),
$$

(2.7)

and $\mathbf{q}$ is the composite non-convective heat flux, defined as

$$
\mathbf{q} \equiv -\kappa \rho \Theta \nabla s - \kappa_r \rho C_P \nabla \Theta.
$$

(2.8)

and the various transport coefficient such as the viscosity $\nu$, thermal diffusion $\kappa$, and radiative thermal diffusion $\kappa_r$, are assumed to be functions of the radial coordinate only.

Upon substituting the variables expanded in terms of the small parameter $\epsilon$, at zeroth order we obtain the hydrostatic equation. Denoting the zeroth order terms with a subscript 0, the equations at the leading order are
where \( \Lambda \) is the radial gradient of a mean turbulent pressure

\[
\Lambda \equiv \langle [\rho_0 (\mathbf{v} \cdot \nabla) \mathbf{v} - \nabla \cdot \mathbf{D} - 2\rho_0 (\mathbf{v} \times \Omega_0)]_r \rangle_t.
\] (2.11)

The angular brackets in Equation (2.11) denote horizontal averages, and the square brackets denote the radial component of the enclosed vector. We evaluate \( \Lambda \) only as we update the reference state (denoted with a subscript 0).

At the next order, we obtain the anelastic equations for compressible, stratified fluids

\[
\frac{\partial \rho_0 \mathbf{v}}{\partial t} + \rho_0 (\mathbf{v} \cdot \nabla) \mathbf{v} = -\nabla P + \nabla \cdot \mathbf{D} + \rho g + 2\rho_0 (\mathbf{v} \times \Omega_0) + \Lambda \hat{r},
\] (2.12)

\[
\rho_0 \frac{\partial \Theta_0}{\partial t} + \rho_0 \Theta_0 \mathbf{v} \cdot \nabla (s_0 + s) = \nabla \cdot \left( \kappa \rho_0 \Theta_0 \nabla (s_0 + s) + \kappa_s \rho_0 C_p \nabla (\Theta_0 + \Theta) \right)
+ 2\nu \rho_0 \left( \epsilon_{ij} \epsilon_{ij} - \frac{1}{3} (\nabla \cdot \mathbf{v})^2 \right) - \rho_0 \mathbf{E},
\] (2.13)

and

\[
\frac{\rho}{\rho_0} = \frac{P}{P_0} - \frac{\Theta}{\Theta_0} = \frac{P}{\gamma P_0} = 1 - \frac{s}{C_p}.
\] (2.15)

We note that both the reference state and perturbation terms have been retained in Equation (2.13) because the gradient of the reference state entropy \( (s_0) \) varies in amplitude from \( O(\epsilon) \) in the convection zone to \( O(1) \) in the convectively stable region. This scaling is also true for the term involving thermal diffusion of the reference temperature \( (\kappa_s \partial \Theta_0 / \partial r) \). We retain the term \( \kappa_s \partial \Theta / \partial r \) because we wish to allow for small deviations of the radiative heat flux from spherical symmetry.

The viscosity coefficient \( \nu \) is assumed to be a function of the reference density \( \rho_0 \). The functional dependence is obtained from mixing length theory, and the specific value is chosen in an ad hoc fashion for a given numerical resolution and combination of parameters. Our main goal in this work is to replace these “mixing length” viscosity and thermal diffusivity with those based on Smagorinsky subgrid scale model. More details will be presented in §2.2.

The reference state is crucial in the simulation of the anelastic system. In the ASH code, the reference state is updated only every few hundred steps of advancing the anelastic equations. During the update process, the following equations are solved simultaneously for the reference pressure \( P_0 \) and density \( \rho_0 \):

\[
\frac{1}{C_p} \frac{ds_0}{dr} = \frac{1}{\gamma} \frac{d \ln P_0}{dr} - \frac{d \ln \rho_0}{dr},
\] (2.16)

\[
\frac{dP_0}{dr} = -\rho_0 g.
\] (2.17)

Using the reference entropy gradient \( (ds_0/dr) \) and gravity \( (g(r)) \) profiles from the previous time step, Equations (2.16) and (2.17) are solved for the reference pressure and density. Figure 1 is an example from one of the ASH simulations. With similar
Figure 1. Reference state from ASH simulations, the horizontal axis is radial coordinate in units of solar radius. Panel (a): Reference pressure (dyne/cm\(^2\)) within the convection zone. Panel (b): Reference density (g/cm\(^3\)). Panel (c): the “mixing length” viscosity (cm\(^2\)/sec) as a function of \(r\).

Figure 2. Panels (a) and (b): Differential rotation for the AB case in Brun & Toomre (2002) with different initial conditions. Panel (c) is the time-averaged rotation rates from five years of GONG data.

Reference states and viscosity profiles to those illustrated in figure 1, simulations of the ASH code have successfully generated differential rotation profiles that are similar to the solar observations. An example from ASH simulations is illustrated in figure 2. The numerical resolution for figure 2 is \(65 \times 128 \times 256\) in the radial, latitudinal, and azimuthal directions. The left panel is a filled contour plot of the averaged angular velocity as a function of latitude and radius, while the right panel shows the angular velocity at five latitudes as a function of radius from the bottom to the top of the convection zone. For this particular case, the viscosity is a prescribed function of radius as shown in figure 1(c), and the Prandtl number is fixed at 1/4. This corresponds to the AB case in Brun & Toomre (2002), in which the differential rotation inside the convection zone is most prominent among all the simulation data presented in Brun & Toomre (2002). Figure 2 is from simulations conducted on the NASA/Ames SGI cluster with different initial conditions. A typical differential rotation from solar helioseismic observations is shown in figure 2(c) (same as figure 1(b) in Brun & Toomre (2002)). The close similarity between observational solar differential rotation and the simulation data shows great promise that better results may be obtainable if the convection model is refined by building in more
physics. For example, the viscosity and thermal diffusivity may be replaced by better
dynamical models. Addition of a mechanism to couple the convection zone with the
tachodine below may result in better agreement between simulation and observational
data. As a preliminary initiative we have undertaken is to first improve the model for
viscosity using Smagorinsky-Lilly’s model. Finally in figure 3 we show several energy
fluxes and momentum fluxes as functions of $r$ for the AB case:

\[
\begin{align*}
F_e &= \text{radial enthalpy flux} = C_p \rho v_t (T - T), \\
F_k &= \text{radial kinetic energy flux} = v_t K E, \\
F_r &= \text{radiative flux} = -\kappa_{rad} \rho C_p \frac{d}{dr} \left[ \sqrt{4\pi T} \left( \frac{\partial T}{\partial S} + \frac{\partial T}{\partial P} \right) \right], \\
F_u &= \text{unresolved eddy flux} = \kappa_{00} \text{Solar luminosity} \frac{1}{4\pi r^2}, \\
R &= \tilde{\rho} r \sin \theta \langle v_t \rangle, \\
M &= \tilde{\rho} r \sin \theta \langle v_t \rangle (\langle v_p \rangle + \Omega_0 r \sin \theta), \\
V &= \tilde{\rho} r \sin \theta \left[ -\frac{\sin \theta}{r} \frac{\partial}{\partial \theta} \left( \frac{\langle v_p \rangle}{r} \right) \right] \text{ for panel (b), or} \\
V &= \tilde{\rho} r \sin \theta \left[ -\frac{\sin \theta}{r} \frac{\partial}{\partial \theta} \left( \frac{\langle v_p \rangle}{\sin \theta} \right) \right] \text{ for panel (c)}.
\end{align*}
\]

The index $i$ in equations 2.22 and 2.23 corresponds to the $r$ component for panel b in
figure 3, while for panel c the index $i$ corresponds to the $\theta$ component.

2.2. Smagorinsky-Lilly SGS model

The principle underlying the Smagorinsky subgrid scale model is the balance of pro-
duction of subgrid-scale turbulent kinetic energy and dissipation of isotropic turbulence
energy at the characteristic eddy size. Let the subgrid turbulent production rate be de-
noted by $\mathcal{P}$, then for a given turbulent viscosity $\nu_T$, the subgrid turbulent production
rate is

\[ \mathcal{P} = 2\nu_T e_{ij} e_{ij}. \]

The dissipation at scale $l$ is $\sim q^3/l$, where $q$ is a characteristic turbulent velocity. Finally,
to find an expression for $\nu_T$ in terms of the resolved quantities, we utilize the Prandtl’s
assumption: $\nu_T = C_1 q l$, and upon substituting $q$ into the dissipation rate and equating
dissipation and production rates, we obtain the Smagorinsky subgrid scale model

\[ \nu_T = (C_s l)^2 \sqrt{2e_{i}e_{ij}}, \]

(2.26)

where \( C_s \) is a constant in the range of \( 0.1 \leq C_s \leq 0.3 \). Lilly (1962) later extended the Smagorinsky model to turbulence in unstably stratified convection. Due to the stratification an additional parameter, the Richardson number, appears in the expression for the eddy viscosity. The idea that led to Lilly’s eddy viscosity is very similar to the above argument underlying the Smagorinsky model: buoyancy production or consumption must also be accounted for in the subgrid energy balance. Thus in the stratified case, the dissipation consists of contribution from both eddy dissipation and thermal diffusion. The Smagorinsky-Lilly eddy viscosity is simply the modified Smagorinsky model with the inclusion of stratification effect

\[ \nu_T = (C_s l)^2 \left[ \frac{1 - \frac{\kappa_T}{\nu_T} \text{Ri}_f}{\nu_T} \right]^{0.5}, \]

(2.27)

Here \( \kappa_T \) is the eddy thermal diffusivity, and the flux Richardson number is defined as

\[ \text{Ri}_f = \frac{g}{2e_{i}e_{ij}} \frac{\partial \ln \theta}{\partial r}. \]

(2.28)

Alternatively, the flux Richardson number can also be defined through entropy as

\[ \text{Ri}_f = \frac{g}{2e_{i}e_{ij}} \frac{\partial s_0}{\partial r}, \]

(2.29)

where \( \partial s_0/\partial r \) is the reference entropy gradient. In spherical geometry, we choose the length scale \( l \) as

\[ l = \left( \frac{\Delta(r)r^2}{L_{\max}(L_{\max} + 1)} \right)^{1/3}, \]

(2.30)

where \( \Delta(r) \) is the radial grid spacing at location \( r \), \( L_{\max} \) is the maximum (latitudinal) angular mode index.

In the simulations we start from a stationary configuration with a negative reference entropy gradient throughout the convection zone. The boundary conditions for the velocity are stress free, which are not necessarily realistic but numerically convenient. As we are mostly interested in the differential rotation profile in the convection zone, the parameters and initial reference state are chosen to be the same as the AB case in Brun & Toomre (2002). We first obtain a turbulent convection zone using the mixing length viscosity and thermal diffusivity. As the simulation progresses, the differential rotation profile reaches a statistically stationary state. We then replace the mixing length viscosity and thermal diffusivity with the Smagorinsky-Lilly model with a prescribed constant coefficient \( C_s \). For the following results, we present ASH simulations using the Smagorinsky-Lilly eddy viscosity to see how the differential rotation may differ from that obtained with the “mixing length” viscosity and thermal diffusivity.

### 3. Thermal diffusivity and differential rotation

Using the Smagoranski-Lilly SGS model with a fixed \( C_s = 0.3 \), an eddy Prandtl number of 0.7 and restarting from the AB case (with a differential rotation in figure 2), we find that the differential rotation to deteriorate and the spread in the angular velocity decreases to a smaller value (~60 mHz) as shown in figure 4. Similar results are found
as we vary $C_s$ and the eddy Prandtl number. In figure 5 we show the fluxes for this simulation when the "statistically" steady state is reached.

We notice that the energy balance is worsened due to the decrease in the radial enthalpy flux ($F_F$) and the unresolved eddy flux ($F_U$). Based on the fact that the molecular thermal diffusivity is much larger than the molecular viscosity in the solar convection, and also the anelastic assumption that the base state evolves on the much slower time scale than the convection, we separate the thermal diffusivity from the eddy viscosity as follows: we adopt the thermal diffusivity from Brun & Toomre (2002) and use the Smagorinsky-Lilly SGS model only for the eddy viscosity. This hybrid approach may be reasonable for very small molecular Prandtl number convections. We then restart from the AB case again, and in this case the differential rotation (figure 6) does not deteriorate as much as in previous simulations where we fixed the eddy Prandtl number. Furthermore, we notice that the momentum fluxes are closer to those from the AB simulations in Brun & Toomre (2002). We further notice that the differential rotation profile from our hybrid modeling is actually quite close to the observational differential profile (panel (c) in figure 2). Thus we conclude that the thermal diffusion is a key ingredient in the anelastic modeling of solar convection, especially in terms of the differential rotation and the balances in energy and momentum fluxes.

This is encouraging for adopting the SGS modeling to extra-terrestrial turbulent convection, where the molecular Prandtl number is always much smaller than unity. Thus
Figure 6. Differential rotation with the AB case as the initial conditions. The Smagorinsky-Lilly SGS is used only for the eddy viscosity, and the thermal diffusivity in Brun & Toomre (2002) is adopted here.

Figure 7. Panel (a): Radial components of the momentum fluxes. Panel (b): Latitudinal components of the momentum fluxes.

the energy balance on the micro scales may not be described by Lilly’s argument where the eddy Prandtl number is assumed constant. In particular, the stratification in the solar convection may be such that the compressibility and the large thermal diffusivity conspire to give an eddy Prandtl number which depends on the radius. Thus it is possible that the dynamic procedure can give some insight to how the eddy Prandtl number adjusts itself due to stratification and large molecular thermal diffusivity.
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Solar convection simulations using a B-spline method

By T. Hartlep and N. N. Mansour

1. Motivation and objectives

Convection plays a key role in energy transport and global circulation in the outer layers of the Sun, in generation of solar magnetic fields and in many phenomena associated with solar activity and variability. Observations of the solar surface reveal structures that have been classified as granules, mesogranules, and supergranules. The nomenclature reflects organization at three spatial scales ranging from about 1 Mm to 30 Mm.

Numerical simulations of the near surface region of the Sun (Stein & Nordlund 2000) capture structures on the granular scale, but have not been able to detect organization at large scales. The physical mechanism of supergranulation is presently unknown. It has been suggested that supergranulation corresponds to a large convective cells which develop due to enhanced convective instability in the HeII ionization layer. This layer lies deeper than Stein & Nordlund have investigated so far.

We know that as we go deeper from the surface of the sun, the turbulence structures become large, and the Mach number decreases. It is then advantageous to be able to change the spatial resolution in all three coordinates as a function of depth. In addition, it is numerically advantageous to use the anelastic approximation (Ogura & Phillips 1962; Gough 1969; Gilman & Glatzmaier 1981) to the compressible Navier-Stokes equations for deep domains. Using B-splines in one coordinate direction and Fourier methods in the other two coordinate directions, Kravchenko et al. (1996) and Loulou et al. (1997) have developed B-spline-spectral numerical schemes that enable changing the resolution as a function of height. Kravchenko et al. (1996) applied the scheme to simulate the fully developed turbulent channel flow by resolving the near-wall region and relaxing the resolution in the core region. Loulou et al. (1997) simulated a fully developed turbulent pipe flow. They applied the scheme to remove the centerline singularity in cylindrical coordinates.

2. Numerical method

Under this effort, a new code to simulate a rectilinear section of the solar convection zone is being implemented. As a first step, the numerical method is implemented for a simple Boussinesq fluid (Oberbeck 1879; Boussinesq 1903) and is presented in this paper for this case only. Later, once the new code is fully functional and tested, equations based on the anelastic approximation will be used.

2.1. Basic equations

Using the temperature difference across the fluid layer, $\Delta T$, the layer thickness $d$ and the thermal diffusion time $d^2/\kappa$ as units of temperature, length and time, the dimensionless Boussinesq equations read:

$$\partial_t \tilde{\sigma} + (\tilde{\sigma} \cdot \nabla) \tilde{\sigma} = -\nabla \pi + Pr \nabla^2 \tilde{\sigma} + Ra Pr \theta \delta_z,$$

(2.1)
\[ \partial_t \theta + (\mathbf{v} \cdot \nabla) \theta = \nabla^2 \theta + \mathbf{v} \cdot \mathbf{\varepsilon}_z, \quad (2.2) \]

\[ \nabla \cdot \mathbf{v} = 0. \quad (2.3) \]

\( \mathbf{v} \), \( \theta \) and \( \pi \) denote the velocity of the fluid and the deviations of the temperature and pressure from their static profiles, i.e. the temperature and pressure profiles that would be observed in the case of no motion. The equations contain two dimensionless parameters: the Prandtl number \( Pr \) and the Rayleigh number \( Ra \), which are defined as

\[ Pr = \frac{\nu}{\kappa}, \quad Ra = \frac{g \alpha \Delta T d^3}{\kappa \nu^2}, \quad (2.4) \]

with \( \kappa, \nu, \alpha \) and \( g \) being the coefficients of thermal conductivity, kinematic viscosity and thermal expansion, and the acceleration due to gravity, which points in negative \( z \) direction. The Boussinesq approximation assumes all these properties to be constant throughout the layer.

### 2.2. Velocity decomposition

A poloidal/toroidal decomposition is used for the velocity to automatically fulfill the continuity equation \( \nabla \cdot \mathbf{v} = 0 \). Even though the divergence of the velocity does not vanish in the anelastic approximation, the equations that we are ultimately going to use, such a representation can still be used. Just not for the velocity itself, but for the quantity \( \rho_0 \mathbf{v} \), where \( \rho_0 \) denotes the reference density.

In the Boussinesq case, the representation is in the form of

\[ \mathbf{v}(x, y, z, t) = \nabla \times [\phi(x, y, z, t) \mathbf{e}_z] + \nabla \times [\psi(x, y, z, t) \mathbf{e}_z] + \mathbf{U}(z, t). \quad (2.5) \]

In this way the poloidal and toroidal scalars \( \phi \) and \( \psi \) are periodic in \( x \) and \( y \), and \( \mathbf{U} \) represents the horizontal average of the velocity, i.e.

\[ \mathbf{U}(z, t) = \langle \mathbf{v}(x, y, z, t) \rangle_{x, y}. \quad (2.6) \]

The \( z \) component of \( \mathbf{U} \) must be zero to satisfy the continuity equation. \( \mathbf{U} \) is thus a toroidal flow. However, the corresponding toroidal scalar varies linearly in \( x \) and \( y \) and is unbounded. Obviously, we require \( \phi \) to be periodic and to remain finite in the numerical representation. Therefore \( \mathbf{U} \) needs to be included in the decomposition of \( \mathbf{v} \) (Schmitt & von Wahl 1992).

Equations of motion for \( \phi, \psi \) and \( \mathbf{U} \) can be derived by evaluating the \( z \) component of the curl of the curl of (2.1), the \( z \) component of the curl of (2.1) and the horizontal average of (2.1), respectively.

### 2.3. Spectral method for the horizontal directions

Periodic boundary conditions are used in the horizontal directions to reduce the influence of the horizontal boundaries on the flow. A natural choice is the use of Fourier modes in those directions, i.e.

\[ f(x, y, z, t) = \sum_k \tilde{f}_k(z, t) e^{-i(k_x x + k_y y)} \quad (f = \phi, \psi, \theta), \quad (2.7) \]

with \( \tilde{k} = k_x \mathbf{e}_x + k_y \mathbf{e}_y \) being the horizontal wave vector. Multiplying the equations of motion with weight functions \( e^{i(k_x x + k_y y)} \) and integrating over the entire horizontal plane then yields equations for the \( z \) and \( t \) dependent Fourier coefficients:

\[ [\partial_t^2 - k^2] \left[ \partial_t - Pr [\partial_z^2 - k^2] \right] \tilde{f}_k(z, t) = \mathcal{R}_{\tilde{f}_k}(z, t), \quad (2.8) \]
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Figure 1. Second-order B-splines defined on sets of 5 knot point in the case of equally spaced knot points (top diagram) and non-equally spaced knot points (bottom diagram). In both cases solid, dotted, dashed, dash-dotted, dash-dot-dotted and long-dashed lines denote splines $B^1_i, \ldots, B^6_i$, respectively.

\[
\begin{align*}
\left[ \partial_t - Pr[\partial_z^2 - k^2] \right] \hat{\psi}_k(z,t) &= \mathcal{R} \hat{\psi}_k(z,t), \\
\left[ \partial_t - \partial_z^2 - k^2 \right] \hat{\theta}_k(z,t) &= \mathcal{R} \hat{\theta}_k(z,t).
\end{align*}
\]

(2.9)

(2.10)

All non-linear terms are contained in the right-hand sides $\mathcal{R}$. The equation for $\hat{U}$ is very similar:

\[
\left[ \partial_t - Pr[\partial_z^2] \right] \hat{U}(z,t) = \mathcal{R} \hat{U}(z,t).
\]

(2.11)

If fact, we can discuss the equation for $\hat{\psi}_k, \hat{\theta}_k$ and $\hat{U}$ together, since they all can be written in the form

\[
\left[ \partial_t + C_0 - C_2 \partial_z^2 \right] f(z,t) = \mathcal{R} f(z,t) \quad (f = \hat{\psi}_k, \hat{\theta}_k, \hat{U}),
\]

(2.12)

with some parameters $C_0$ and $C_2$.

2.4. B-spline method for the vertical direction

Spatial discretization in the vertical direction $z$ is done by a B-spline method (Kravchenko & Moin 1998), i.e. the unknowns, $\hat{\psi}_k, \hat{\theta}_k$, and $\hat{U}$, are expanded in terms of $m$-order piecewise polynomials called basis splines, or B-splines. With a given set of knot points $\{z_0, \ldots, z_N\}$ that divide the $z$ domain into $N$ subintervals, one can construct $N + m$ of these spline functions using the recursive expression

\[
B^m_j(z) = \frac{z - z_{j-m-1}}{z_{j-1} - z_{j-m-1}} B^m_{j-1}(z) + \frac{z_{j-m} - z}{z_{j-1} - z_{j-m}} B^m_{j-1}(z) \quad (j = 1, \ldots, N + m).
\]

(2.13)
Here, $B^m_j$ denotes the $j$-th B-spline of order $m$. The 0-order splines are given by

$$B^0_j(z) = \begin{cases} 1 & \text{if } z_{j-1} \leq z \leq z_j \\ 0 & \text{otherwise} \end{cases}.$$  \hfill (2.14)

As it turns out, $m$ additional points at each side of the domain ($z_{-m}, \ldots, z_{-1}$ and $z_{N+1}, \ldots, z_{N+m}$) are needed in the construction of B-splines near the boundaries. These virtual points are chosen to be equal to the boundary points $z_0$ and $z_N$, i.e. $z_{-m} = \ldots = z_{-1} = z_0$ and $z_{N+m} = \ldots = z_{N+1} = z_N$.

Second-order B-spline functions for two different sets of knot points are shown in figure 1 to illustrate how these functions look like. As can be seen from the figure, B-splines have compact support and are non-negative:

$$B^m_j(z) \begin{cases} >0 & \text{if } z_{j-m-1} \leq z < z_j \\ =0 & \text{otherwise} \end{cases},$$  \hfill (2.15)

and can be tuned to the specific needs at hand by the choice of knot points. In areas where small structures need to be resolve, e.g. in boundary layers, one can choose closely spaced knot points, while in areas where such high resolution is not required, the grid can be coarse to save computational costs.

Incorporating a B-spline expansion of the unknowns, i.e.

$$f(z,t) = \sum_{j=1}^{N+m} \alpha_{f,j}(t) B^m_j(z) \quad (f = \hat{\phi}_k, \hat{\psi}_k, \hat{\theta}_k, \hat{U}),$$  \hfill (2.16)

into the governing equations (2.8) and (2.12), multiplying with weight functions $B^m_j$ and integrating over the $z$ domain yields equations for the expansion coefficients $\alpha_{f,j}(t)$:

$$\sum_{j=1}^{N+m} \left[ \left( \partial_t + C_0 \right) \left( M_0 \right)_i^j - C_2 \left( M_2 \right)_i^j \right] \alpha_{f,j} = \int B^m_i R f dz \quad (f = \hat{\psi}_k, \hat{\theta}_k, \hat{U}),$$  \hfill (2.17)

$$\sum_{j=1}^{N+m} \left[ \left( -k^2 \partial_t + k^4 Pr \right) \left( M_0 \right)_i^j + \left( \partial_t + 2k^2 Pr \right) \left( M_2 \right)_i^j - Pr \left( M_4 \right)_i^j \right] \alpha_{\phi,k,j} = \int B^m_i R \phi dz.$$  \hfill (2.18)

Three matrices, $M_0$, $M_2$ and $M_4$, occur in these equations, which contain integrals of the product of two B-splines and the product of a B-spline with a derivative of a B-spline:

$$\left( M_n \right)_{i=1,\ldots,N+1}^{j=1,\ldots,N+m} = \int B^m_i \partial^n_z B^m_j dz \quad (n = 0, 2, 4).$$  \hfill (2.19)

It follows from the property (2.15) that all of these matrices are of band-diagonal form. Specifically, they have only $m$ subdiagonals and $m$ superdiagonals which contain non-zero entries.

### 2.5. Time advancement

A mixed implicit/explicit method using a Crank-Nicolson scheme for the diffusive terms and a second-order Adams-Bashforth scheme for the advection and buoyancy terms is used for the time advancement.

In the end, one has to solve a matrix equation for each Fourier mode of each field (poloidal, toroidal, mean flow and temperature) in the form

$$N_f \vec{\alpha}_f = \vec{b}_f,$$  \hfill (2.20)
with $\vec{a}_f$ representing the vector of B-spline coefficients at the new time step $t_{n+1}$, i.e. $\vec{a}_f = (\alpha_{f,1}(t_{n+1}), \ldots, \alpha_{f,N+m}(t_{n+1}))$ (if again stands for either $\phi^f_k$, $\psi^f_k$, $\beta^f_k$ or $\vec{U}$), and the matrix $\mathcal{N}_f$ is composed of the previously introduced matrices $\mathcal{M}_0$, $\mathcal{M}_2$ and $\mathcal{M}_4$. $\mathcal{N}_f$ is therefore band-diagonal and a fast method for solving band-diagonal systems can be used.

2.6. Imposing boundary conditions

So far, no boundary conditions have been imposed in the vertical direction. Since only one B-spline, and the derivative of only two B-splines are non-zero at the boundary, it is rather easy to implement various boundary conditions. If for example one needs to prescribe the value of $f(z, t)$ at the boundary $z_0$, e.g. $f(z = z_0, t) = g(t)$, one simply has to set the first B-spline coefficient to that value, i.e. $\alpha_{f,1}(t) = g(t)$. The original equation for $\alpha_{f,1}$ has to be removed from the linear system (2.20), and $\alpha_{f,1}$'s contribution has to be deducted from the right hand, i.e. equation (2.20) is modified in the following way:

More complicated boundary conditions in which the value of the B-spline coefficients at the boundary depend on the coefficients in the interior can be implemented by directly manipulating the matrix elements of $\mathcal{N}_f$.

2.7. Varying numerical resolution with depth

The main advantage of such a B-spline method is the ability to vary the spatial resolution in all directions as a function of depth. As already mentioned, the choice of knot points in the construction of the B-spline functions determines the vertical resolution. Near the surface of the sun, where high spatial resolution is required, closely spaced knot points will be chosen, while the spacing can be increased in deeper parts of the convection zone. The spatial resolution in horizontal directions is determined by the number of Fourier modes that one wants to consider in the discretization:

$$f(x, y, z, t) = \sum_j \sum_k \alpha_{f,j}(t) e^{-i(k_x x + k_y y)} B^m_j(z) \quad (f = \phi^f_k, \psi^f_k, \theta^f_k),$$

and this number can be changed from one spline index $j$ to the next. Since according to (2.15) B-splines of different $j$ overlap, the change in resolution occurs over several knot points. A consequence of the variation of horizontal resolution is, that for a given set of
wavenumbers $k_x$ and $k_y$ only a subset of B-splines has to be considered, namely those for which the maximum wavenumbers that we have chosen are larger or equal to $k_x$ and $k_y$. The other coefficients are zero and the corresponding rows and columns in the matrix equations (2.20) can therefore be dropped to reduce the numerical cost.

3. Future work

The implementation of the presented numerical method is nearly complete and will be tested shortly for some test cases of turbulent Rayleigh-Bénard convection. Comparisons will be done with the results obtained by Hartlep (2004) using a Chebyshev method. After that, the anelastic equations will be implemented in place of the Boussinesq equations.

The final ingredient for the solar simulations is the definition of reasonable boundary conditions. As a start, we can use rather simple conditions like the ones used by Miesch (1998) and others: stress-free, impenetrable upper and lower boundaries with constant heat flux at the bottom and constant entropy at the top of the computational domain. A refinement to these boundary conditions would be the treatment of the upper surface as a free surface, which could be realized by additionally tracking a height function $h(x, y, t)$ above the top end of the discretization (2.21).
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